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Incidental learning of phonological structures through repeated exposure is an important component of na-
tive and foreign-language vocabulary acquisition that is not well understood at the neurophysiological level.
It is also not settled when this type of learning occurs at the level of word forms as opposed to phoneme se-
quences. Here, participants listened to and repeated back foreign phonological forms (Korean words) and
new native-language word forms (Finnish pseudowords) on two days. Recognition performance was im-
proved, repetition latency became shorter and repetition accuracy increased when phonological forms
were encountered multiple times. Cortical magnetoencephalography responses occurred bilaterally but the
experimental effects only in the left hemisphere. Superior temporal activity at 300–600 ms, probably
reflecting acoustic-phonetic processing, lasted longer for foreign phonology than for native phonology.
Formation of longer-term auditory-motor representations was evidenced by a decrease of a spatiotemporally
separate left temporal response and correlated increase of left frontal activity at 600–1200 ms on both days.
The results point to item-level learning of novel whole-word representations.

© 2012 Elsevier Inc. All rights reserved.
Introduction

When we encounter a new spoken language we often try to pro-
nounce the novel phonological forms. Indeed, acquisition of new pho-
nological representations mostly occurs through repeated exposure
to and attempted production of the perceived word forms, without
explicit memorization. When the new word forms adhere to a
completely foreign phonological system, generalizable phonotactic
rules become available after sufficient exposure, based on statistical
probabilities in the input. The present study addresses the behavioral
and neural correlates of phonological learning in the native and a for-
eign language in an ecologically valid, natural language learning par-
adigm, using overt repetition. This type of task does not require
explicit memorization of the items, but allows examination of the
neural patterns during perception of the word form that are related
to formation of phonological representations required for later repro-
duction. A comparison of novel word forms complying either with the
rules of the native language or a foreign language is used to reveal
whether the observed pattern of learning is related to the learning
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of the foreign phonological system or the learning of individual
word forms.

Successful repetition of single pseudowords and meaningless
verbal sequences is viewed as a measure of phonological working
memory capacity, and it has been established as an important probe
of language learning abilities in both first and second languages
(Gathercole and Baddeley, 1989; Service, 1992). Pseudoword repeti-
tion is especially predictive of learning new vocabulary early in the
learning process (French, 2006; Service and Kohonen, 1995). In addi-
tion to phonological storage capacity, repetition of pseudowords and
learning to recognize and produce novel words are also thought to
rely on auditory-perceptual processing, extraction of the phonologi-
cal structure of the utterance, translation of phonology to motor out-
put code and execution of the resulting articulatory sequence
(Gathercole, 2006). Longer-term representations of individual word
forms arise and develop through processing in a perception-
production loop: Active reproduction (rote rehearsal) of new phono-
logical forms, either overtly or covertly, improves learning as
compared with non-verbal strategies (Ellis and Beaton, 1993) or con-
ditions in which rehearsal is prevented (Ellis and Beaton, 1993;
Papagno et al., 1991).

Many previous experimental studies have demonstrated that arti-
ficially simple phonotactic regularities can be extracted from auditory
input by both adults and infants after remarkably little exposure
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(Saffran et al., 1996, 1997). Further, incidental learning from an audi-
tory stream has been found to influence repetition performance for
new pseudowords adhering to such generalized rules in both adults
and 8-year-olds (Majerus et al., 2004). The learning of phonotactic
patterns, resulting in the reduction of speech errors, may be enhanced
by motor involvement. A study byWarker et al. (2009) observed such
learning effects only after overt production in the training phase.
However, infant studies show that representation of the statistical
structure of the more complex phonotactic system of a natural lan-
guage can be detected at the age of nine months (Friederici and
Wessels, 1993; Jusczyk et al., 1993, 1994), before overt production
of words. So far, very little is known about how phonotactic acquisi-
tion first begins in a second language.

Phonological learning has mostly been studied in first language
(L1) pseudowords, thus, a process akin to expansion of the vocabu-
lary in the mother tongue (e.g. Graves et al., 2008; Rauschecker et
al., 2008). Pseudoword repetition in an unfamiliar language, in con-
trast, is expected to reveal how phonological sensitivity begins to
emerge in a new language. Behavioral studies (e.g. Thorn and
Gathercole, 1999) have shown that storing phonological information
in memory is easier if the input follows the phonotactic regularities of
phoneme combinations in the native language. In this case, no addi-
tional processing is required for coding unfamiliar sound combina-
tions (Gathercole, 1995). In addition to easier acoustic-phonetic
processing and short-term memory maintenance, there is a memory
reconstruction advantage in the production/recall of new native lan-
guage items with imperfect representations. Based on the repetition
accuracy of nonwords manipulated on both phonetic and phonologi-
cal levels, it has been suggested that familiar phonetic knowledge
mainly facilitates perceptual analysis, whereas familiarity of phono-
logical/phonotactic structures plays a larger role in reconstructive
processes during retrieval (Kovács and Racsmány, 2008).

Reconstruction effects could rise either from lexical or lexical-
semantic neighborhood effects or from sublexical phonotactic knowl-
edge (Gathercole et al., 1999; Majerus et al., 2004), supporting in-
completely encoded or missing phonetic material. Some studies of
spontaneous L1 vocabulary learning have differentiated between
two correlated properties of word forms: phonotactic probability
(the frequency with which an item's phonemes occur in the same
syllable position in other words, and before and after the same pho-
nemes in other words) and neighborhood density (how many words
differ from the item only by one phoneme, and how frequent these
are) (Storkel et al., 2006; Storkel, 2009; Storkel and Lee, 2011).
Those studies have suggested that phoneme patterns occurring infre-
quently may be more likely to trigger initial (possibly imperfect)
formation of word form representations, whereas later memory con-
solidation and integration is easier when the new word has many
phonological neighbors. The present study explored the first phase
of phonological learning in an authentic L2 in learners with no
pre-existing lexicon or knowledge of L2-specific phonotactic con-
straints. Thus, at the outset of the present study, there could be no
lexical neighbors (even based on L1 because two unrelated languages
were studied), and phonological and phonotactic expectations could
only be based on L1.

It continues to be debatedwhether acquisition of novel word forms is
driven by existing lexical content or acquired general sublexical rules.
Studies of early native language acquisition (Friederici and Wessels,
1993; Jusczyk et al., 1993, 1994) suggest that prior to lexical development
infants are aware of the predominant stress patterns, word boundaries
and typical phoneme combinations in their native language, which later
facilitates the acquisition of lexical word forms. However, pseudoword
repetition tasks (Edwards et al., 2004; Zamuner, 2009) have shown that
children are more accurate and fluent in their production of phonemes
in the context of target sequences that occur frequently in real words,
and that children with larger vocabularies perform better. Such findings
provide support for the view that the process of phonological learning
in a novel phonological system might proceed as item-based learning at
the level of individual word forms until the lexicon is large enough to
support statistical rule extraction, similarly as what seems to be the
case in artificial grammar learning (Forkstam et al., 2008). Recent theo-
ries of phonological development (Pierrehumbert, 2003) propose that
phoneme units of language are abstracted from exemplar sounds in spe-
cific positions within a syllable (for instance, the consonant /k/ as
syllable-initial, as in /kæt/, as opposed to syllable-final, as in /bæk/). A
learner may acquire new phonological patterns by encoding rough
memory representations for word forms when they encounter
them for the first time, and on subsequent encounters use these ini-
tially underspecified representations as top-down scaffolding to
support more accurate encoding of the phonological patterns.

The current study aimed to characterize the online formation of
novel phonological representations, tracking cortical dynamics with
magnetoencephalography (MEG) during word perception. To help
explore whether the effects seen during the first stages of foreign
language learning are related to acquisition of specific phonological
forms or more general learning of phonotactic structures, the stimuli
included both native (Finnish) pseudowords and words of a foreign
phonological structure (Korean). Korean and Finnish have different
phonemic systems and they differ considerably in their typical sylla-
ble structure. For this reason, native Finnish speakers experience dif-
ficulty perceiving and producing unfamiliar Korean phoneme
contrasts (Kim, 2010). If learning in a foreign phonological system is
initially restricted to establishing memory traces for individual
words, and phonotactic rules are extracted only later, the pattern of
learning foreign language word forms may initially resemble that of
learning novel L1 word forms, presumably reflected as diminished
brain responses for recurring word forms in both languages (Graves
et al., 2008; Majerus et al., 2005; Rauschecker et al., 2008). However,
if the learner is exploring hypotheses about novel phonotactic regu-
larities from the start, repeated exposure to the foreign language
could result in generalized effects to both recurring stimuli and
words encountered for the first time in the new language. No such ef-
fects would be expected to pseudowords with an L1 phonotactic
structure, as these reflect the same statistical relationships as in L1
words in general. The generalized effects of rule learning in the new
phonological system could appear, for example, as initially stronger
activation to foreign language word forms that would later diminish
and approach the activation level associated with the native language
word forms (Zhang et al., 2005; for a review, see van Heuven and
Dijkstra, 2010).

We sought to maximize the efficiency of phonological learning by
using overt repetition of the auditorily presented items, with the
same items recurring multiple times during the training session.
This experimental choice was based on earlier reports on (i) im-
proved learning of novel word forms by reproduction of the new pho-
nological forms (Ellis and Beaton, 1993) and (ii) the effects of foreign
phonemes and unfamiliar phonotactics affecting perception of the
phoneme strings and reconstructive retrieval processes before prepa-
ration of production in repetition tasks (Kovács and Racsmány, 2008).
The focus of this study was the formation of perceptual representa-
tions of novel phonological forms with increasing exposure to a
new phonological system in one condition, and new word forms in
the native phonological system in another, reflected in the modifica-
tion of cortical responses. The reproductions of the participants
were scored for accuracy to obtain a measure of learning perfor-
mance, but this study was not primarily aimed at examining motor
output of the novel word forms, or the emergence of phonetically
accurate pronunciation with a native-like accent (see Kovács and
Racsmány, 2008).

An initial behavioral experiment with sufficient statistical power
verified that a paradigm with repeated exposure to a limited set of
items was adequate to demonstrate learning in a foreign phonology
and quantified the effects of this type of learning on repetition latency
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and accuracy. The main study using MEG addressed the cortical
mechanisms associated with such learning effects. As one measure
of learning, item recognition after the learning session was evaluated
in both the behavioral and MEG experiments. In earlier functional
magnetic resonance imaging (fMRI) and positron emission tomogra-
phy (PET) studies, such ‘repetition priming’ designs have resulted in
decreased activation in the left superior temporal cortex during one
session, interpreted as a reflection of phonological processing and
learning (Graves et al., 2008; Majerus et al., 2005; Rauschecker et
al., 2008). As sleep has been suggested to be essential for the lexical-
ization of novel phonological representations (Dumay and Gaskell,
2007; Tamminen and Gaskell, 2008), our study also followed learning
over two consecutive days.

Materials and methods

Participants

In the Behavioral experiment, the participants were 28 Finnish-
speaking adults (18 females and 10 males; age 20–29 years, mean
24.4 years). Due to technical problems, two female participants
were excluded from the analyses, and response latencies could not
be obtained for two other participants. In the MEG experiment, the
participants were 10 right-handed, Finnish-speaking adults (different
from those in the behavioral experiment; 5 females and 5 males; age
21–44 years, mean 25.4 years). Handedness was established with an
adapted version of the Edinburgh Handedness Inventory (Oldfield,
1971). All participants had normal hearing and no diagnosed neuro-
logical or language disorders. Participants gave their informed con-
sent, in agreement with the prior approval of the local Ethics
Committee.

Stimuli

In the Behavioral experiment, a set of 82 three-syllable, 82
four-syllable and 41 five-syllable Korean words or two-word combi-
nations served as a stimulus pool. In the MEG experiment, in order to
enhance the conformity of the neural responses and, thus, their sen-
sitivity to experimental manipulation, the stimuli were limited to
four-syllable items but the overall stimulus set was expanded to in-
clude 400 real Korean words or word combinations and 400 Finnish
four-syllable pseudowords composed of two-syllable Finnish words
no longer in use (Lönnrot, 1874–1880). These Finnish words were
mostly nouns (some adjectives), and no inflected forms were includ-
ed. Four-syllable words occur in both languages, and the results of the
behavioral experiment showed similar learning effects for all three
word-lengths. The duration of the four-syllable words in the MEG ex-
periment varied from 862 to 1446 ms (mean 1130 ms) for Korean
and from 1008 to 1490 ms (mean 1260 ms) for Finnish items.

The Koreanwordswere all selected and digitally recorded by a female
native Korean linguist, speaking standard Korean. The Finnish
pseudowords in the MEG experiment were selected by the authors
from an old dictionary (Lönnrot, 1874–1880) and recorded by a female
native Finnish student of speech pathology. Korean and Finnish are pho-
nologically markedly different. The Korean language has phoneme con-
trasts that do not exist in Finnish (e.g. Korean /t/ contrasts with /t′/ and
/th/) and vice versa (e.g. /t/ and /d/ are different phonemes in Finnish,
whereas in Korean they are allophones of a single phoneme). With C
standing for consonant and V for vowel, possible syllables in Korean
take the form (C)(Glide)V(C)(C), e.g. myeng (/mjΛŋ/) (K.-O. Kim and
Shibatani, 1976), whereas the form in Finnish is (C)V(V)(C)(C), e.g., the
syllable mank (/mank*/) (Karlsson, 2003). In addition, stop and affricate
sounds are categorized into three types in Korean but only into two in
Finnish. Using Finnish pseudowords (instead of real words) in the MEG
experiment ensured that the stimuli differed only in terms of novel vs. fa-
miliar phonology but that no meaning could be attributed to the stimuli
of either language. All stimuli began with consonants, and stimuli in
both languages contained equal numbers of nasal, fricative/affricate,
and stop consonants as initial consonants in each stimulus category.
Themajority of Korean nouns, thus alsomost of the stimuli in the present
study, beginwith one of the stop or affricate consonants that do not exist
in Finnish.

In the Behavioral experiment, words were recorded in 16-bit wav
format using a sampling rate of 44 kHz. A 25-ms ramp was added to
the beginning and a 40-ms ramp to the end of each word. In the
MEG experiment, an effort was made to equalize the stimuli, as
much as possible, with respect to properties that are known to have
a strong influence on early auditory cortical responses, such as stim-
ulus intensity and rise time (Hari, 1990; Mäkelä and Hari, 1990) as
well as length. The words were recorded in 24-bit wav format using
a sampling rate of 48 kHz and, to eliminate background noise,
low-passed, on average, at 6 kHz (gradual from 4 kHz to 14 kHz). A
10-ms ramp was added to the beginning and end of each word.
Design and procedure

In the repetition task, the participants heard and repeated words
that were presented once (Nonrecurring) or five times (Recurring).
The Behavioral experimentwas performed as a single session, whereas
in the MEG experiment the measurement was conducted on two con-
secutive days for each language. In both experiments, presentation of
the stimuli on Day 1 consisted of five blocks, each containing one pre-
sentation of the Recurring items, intermixed with 1/5 of the Nonre-
curring items. To control for the variation in difficulty between
individual stimulus words, the recurring and non-recurring words
were counterbalanced between participants as was the original
order and reversed order of the stimuli. The participant's task was
to listen to the words through headphones (in the Behavioral experi-
ment) or a panel speaker (with 75 dB gain, in the MEG experiment)
and to repeat them as accurately as possible, mimicking also the
speech rate. Participants were not instructed to memorize or learn
the words in any way, only to repeat them as accurately as possible.

In the Behavioral experiment, there were 50 Recurring and 75 Non-
recurring Korean words in the repetition task. Both types of stimuli
included equal proportions of all word lengths. During the session,
participants were given 7 short breaks, unrelated to block boundaries.
The participants' responses were recorded and the response latencies
from stimulus onset to repetition onset were measured using an indi-
vidually adjusted sound threshold. The Korean repetitions produced
by the participants during all five blocks were rated (0 or 1 points
per word/syllable) in a scrambled order by a native Korean speaker
unaware of the experimental manipulations. Two different rating
schemes were used. In the syllable-based scoring system, a point
was given for every accurately repeated syllable regardless of its po-
sition. In word-based scoring, a point was given if the whole word
had been accurately repeated. A word/syllable was judged to be cor-
rectly repeated only if none of the phonemes were omitted, replaced
with other Korean phonemes or transposed. However, phonetically
native-like articulation or prosody was not required, and detailed
evaluation of acoustic-phonetic deviations was outside the scope of
this study. This type of scoring is most commonly used in
pseudoword repetition experiments investigating the formation of
phonological working memory representations. It was chosen here
because our main interest was to compare memory performance for
the Recurring/Nonrecurring items across the session. As production
errors for Korean items may have occurred because of failure to rep-
resent the items in memory or because of difficulties to produce the
foreign phonemes, somewhat deviant or “accented” output was
accepted as correct reproduction, following the practice in foreign
word repetition research (see Kovács and Racsmány, 2008; Majerus
et al., 2004).
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In theMEG experiment, all participants performed the sameword rep-
etition tasks in Korean and Finnish, in separate sessions, with the order of
the languages counterbalanced between participants. For each language,
MEG recordings were performed on two consecutive days to allow for
memory consolidation, and 1–7 days passed between tests in the differ-
ent languages; thus, there were altogether 4 days of MEG recordings per
participant. On Day 1 (of each language), the participants heard and re-
peated 100 stimuli that were presented once (Nonrecurring) and 100
stimuli that were presented five times (Recurring), as described above.
On Day 2, the Recurring and Nonrecurring items from Day 1, each
presented once, were mixed with 200 completely new items (New) to
control for possible effects of task familiarity and to further address gen-
eral learning of phonological and phonotactic regularities in the new
phonological system (Fig. 1). In each trial, after the stimulus presentation
and 300 ms of silence, a 50-ms beep prompted the participant to overtly
repeat the item. Delayed repetition was used to avoid muscle artifact
contamination in theMEG signal of interest. The delayed response proce-
dure prevented us from recording response latencies. In the MEG exper-
iment repetition accuracy was evaluated on a set of randomly selected
four-syllable Korean and Finnish words (20 Recurring, 20 Nonrecurring)
in thefirst and last (5th) blocks. Scoringwas done on theword level, sim-
ilar to the Behavioral experiment. TheMEG recordings on Day 1 took ap-
proximately 40 min (including two short breaks) and on Day 2
approximately 30 min (including one or two breaks).

In both experiments, theword-repetition taskwas followed by a be-
havioral recognition task (on Day 2 in theMEG experiment) of which the
participants had no advance knowledge. Participants heard a randomly
selected subset of the words from Day 1 (70 in the Behavioral experi-
ment and 50 in the MEG experiment, half of which were Recurring and
half Nonrecurring) mixed with a matching number of words they had
not heard before. The stimulus words were presented through head-
phones, and the participants' task was to indicate by a button press
for each word if it had been presented before.

MEG recording

Magnetic fields associated with neural current flowwere recorded
in a magnetically shielded room with a 306-channel whole-head
*Languages presented on different days, wi
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100 (x 5)
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Fig. 1. Experimental design (MEG experiment). Subjects listened to and reproduced Korean
order of the languages was counterbalanced across subjects. In each trial, after the stimulus
repeat the item. On Day 1, subjects heard 100 Nonrecurring items and 100 Recurring items
mixed with 200 new Korean words/Finnish pseudowords. The task was reiterated for the oth
overtly after the beep.” No explicit instructions to memorize the words were given. The Beha
the presentation of 50 Recurring and 75 Nonrecurring Korean words (and no Finnish pseud
neuromagnetometer (Elekta Oy, Helsinki) in the Brain Research Unit
MEG Core. The MEG signals were band-pass filtered between 0.03
and 200 Hz and sampled at 600 Hz. Eye movements and blink arti-
facts were monitored by an electro-oculogram (EOG) and motor arti-
facts related to mouth movements by an electro-myogram (EMG).
MEG data analysis

The MEG analysis was focused on the perception phase. The
signals were averaged from 200 ms before to 1200 ms after the stim-
ulus onset, rejecting trials contaminated by eye movement, blink or
mouth movement artifacts (percent of accepted trials 88±9.7%,
mean±SD). The averaged MEG responses were baseline-corrected
to the 200-ms interval immediately preceding the stimulus onset
and low-pass filtered at 40 Hz. The sensor-level data reflect summa-
tion of multiple underlying sources. Two different types of analysis
methods were used to reach from the sensors to the source-level spa-
tiotemporal distribution of task-related neural activation.

For an overview of the distribution of neural activity, minimum cur-
rent estimates (MCE) (Uutela et al., 1999) were computed separately
for each individual and then averaged. A limitation of this method is
that it cannot distinguish between multiple independent sources that
are spatially proximate but have different dominant orientations of cur-
rent flow, typical of auditory word processing (Bonte et al., 2006;
Uusvuori et al., 2008). Therefore, separable cortical-level spatiotempo-
ral components were estimated by means of guided current modeling
(Equivalent Current Dipole modeling, ECD, Hämäläinen et al., 1993),
where components explaining major local variance in the data were
added until the model explained at least 80% of the total variance.
This criterion led to the inclusion of 3–6 components per participant.
For any one participant, the same set of ECD components represented
well the data of both recording days and both languages. Following
the standard procedure (Salmelin, 2010), the time courses of the iden-
tified spatiotemporal components (source waveforms) were estimated
by fixing their location and orientation parameters while allowing their
strengths to vary to best account for the signals detected by all MEG
sensors over the entire analysis interval.
th the order counterbalanced across subjects

100
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100 
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words and Finnish pseudowords, each language on different two consecutive days. The
presentation and 300 ms of silence, a 50-ms beep prompted the participant to overtly
(5 times). On the consecutive Day 2 the same stimuli were presented (once) randomly
er language, always with the same instruction: “Listen to the stimulus and reproduce it
vioral experiment was similar to the first day of the MEG experiment, and included only
owords) as stimuli.
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To locate the components anatomically, the center of activation of
each component was displayed on the individual magnetic resonance
images (MRI) of each participant. For group-level visualization, the
locations were transformed to a standard brain (Roland and Zilles,
1996) using an elastic transformation (Schormann et al., 1996;
Woods et al., 1998).

Statistical analysis

Recognition performance was evaluated as a discriminability
measure, d′, between previously heard and new words, taking into
account the false alarm rate. It was calculated individually for each par-
ticipant and separately for the Recurring and Nonrecurring words. In
the Behavioral experiment, the results were analyzed with a repeated-
measures t-test (Recurring vs. Nonrecurring words) and in the MEG
experiment with a repeated-measures 2×2 (language×stimulus recur-
rence) ANOVA.

In the Behavioral experiment, repetition latency (from stimulus
onset to repetition onset) and accuracy (proportion of correctly re-
peated words) were obtained for each presentation block, i.e., for
each of the five presentations of the Recurring words and each 1/5
of the Nonrecurring words, and analyzed using a repeated-measures
2×5 (stimulus type×stimulus block) analysis of variance (ANOVA).

In the MEG experiment (accuracy only, no reaction time data) with
less statistical power, repetition accuracy was analyzed for the first
and last (5th) blocks, i.e., for the first and fifth of the five presentations
of the Recurring words and the 1/5 of the Nonrecurring words
presented during the first and fifth block, using a repeated-measures
2×2×2 (language×stimulus type×stimulus block) ANOVA. Further
planned pair-wise t-tests were Bonferroni corrected.

Statistical analysis of the cortical activity in the MEG experiment
was performed on the ECD source waveforms. They were divided
into a set of relevant time windows that covered the onset, peak
and decline of the responses. The same time windows were used for
all participants, except for a transient reduction of activity at about
200 ms that was described by the mean source strength in a
100-ms wide window centered on the lowest point (defined sepa-
rately for each participant). For estimating the effect of stimulus
recurrence, the fifth presentation of the Recurring stimuli on Day 1,
their single (sixth) presentation on Day 2, the Nonrecurring stimuli of
Day 1 and New stimuli of Day 2 were included in a repeated-
measures 2×2×2 ANOVA with the factors: language (Finnish vs.
Korean), stimulus recurrence (first vs. fifth/sixth encounter) and exper-
imental day (Day 1 vs. Day 2). Group-level analyses were conducted on
spatiotemporally congruent components that also had a similar
orientation of current flow. Clusters of comparable components identi-
fied in at least six participants were included in statistical comparisons
(Table 1).

Results

Recognition performance

In the Behavioral experiment, participants recognized 44 vs. 25%
(proportion of hits) of the Recurring vs. Nonrecurring Korean words
[d′=1.94 vs. 0.59, Recurring items better than Nonrecurring; t(25)=
18.7, pb0.001]. Very similar performance for the Korean stimuli
emerged in the recognition test of the MEG experiment (Day 2):
Participants recognized 44 vs. 22% (d′=0.73 vs. 0.30) of the Recurring
vs. Nonrecurring Korean words and 71 vs. 30% (d′=1.66 vs. 0.65) of
the Recurring vs. Nonrecurring Finnish pseudowords [Finnish better
than Korean; F(1, 9)=8.9, pb0.05] (Fig. 2A). Recurring items, encoun-
tered altogether six times over the two days, were recognized signifi-
cantly better than Nonrecurring items that were encountered only
once on each experimental day [F(1, 9)=62.4, pb0.001]. Multiple pre-
sentations enhanced recognition more for the Finnish pseudowords
than for the Korean words [interaction language-by-stimulus recur-
rence; F(1, 9)=10.5, pb0.01].

Repetition latency and accuracy

The Behavioral experiment included Korean stimuli only. The repe-
tition latency from stimulus onset to repetition onset (Fig. 2B)
decreased with multiple presentations (from 1st to 5th block) [F(4,
92)=17.6, pb0.001], and more so for Recurring items than for
Nonrecurring items [interaction block-by-stimulus type; F(4, 92)=
13.0, pb0.001]. Overall, the repetition latency was shorter for Recur-
ring words than for Nonrecurring words [F(1, 23)=17.7, pb0.001].
During the last (5th) block, participants took on average 1477 ms
(Recurring) vs. 1553 ms (Nonrecurring) to begin their repetition
response [latency shorter for Recurring words, pair-wise t-test;
t(47)=4.5, pb0.001].

Repetition accuracy in the Behavioral experiment increased
with multiple presentations (Fig. 2C). Scoring based on syllable- and
word-level accuracy yielded similar results; only results of the
word-based scoring are presented. Participants correctly repeated 58%
of the Recurring vs. 60% of the Nonrecurring words during the first
block and 62 vs. 55% during the fifth block. The proportion of correctly
repeated words (repetition accuracy) was significantly higher for Re-
curring words than for Nonrecurring words [F(1, 25)=6.67, pb0.05].
When all five blocks were included in the analysis, the interaction of
presentation block and stimulus type approached significance [F(4,
22)=2.65, p=0.061], and became significant when only the 1st and
5th block were included [F(1, 25)=8.01, pb0.01], showing improved
repetition accuracy for the Recurring words on the fifth compared to
the first repetition [pair-wise t-test; t(25)=2.39, pb0.05]. Improve-
ment from 1st to 2nd presentation was also significant [pair-wise
t-test; t(25)=2.09, p=0.047 (Bonferroni corrected alpha=0.025)].
There was no reliable change in repetition performance for the Nonre-
curring words during the session [pair-wise t-test for 1st and 5th pre-
sentation; t(25)=1.6, p=0.12 and 1st and 2nd presentation t(25)=
0.32, p=0.75]. A 5×3 ANOVA crossing block with word length (three
vs. four vs. five syllables) for the recurringwords indicated amain effect
of better performance for the shorter words [F(2, 25)=97.2,
pb0.0001], but no reliable interaction with block (Fb1), indicating
equal improvement for short and long words.

In the MEG experiment, repetition performance was better for the
Finnish pseudowords than for the Korean words (F(1, 7)=109.1,
pb0.01). For the Finnish items, participants correctly repeated 78% of
the Recurring vs. 80% of the Nonrecurring words during the first block
and 76% vs. 82%during thefifth block. For the Korean items, participants
correctly repeated 30% of the Recurring vs. 38% of the Nonrecurring
words during the first block and 39 vs. 30% during the fifth block. The
changes in repetition performance from the first to the fifth block did
not reach significance in this smaller sample (F(1, 7)=1.7, p=0.23),
and performance was similar for Recurring and Nonrecurring items
(F(1, 7)=0.8, p=0.40).

Brain responses

The spatiotemporal pattern of the MEG sensor-level signals was
similar for all stimulus categories and across languages. Distributed
source-level estimation (minimum current estimate, MCE) revealed
a transient response bilaterally in the superior temporal cortex at
about 100 ms, followed by a strong sustained response from about
300 ms onwards (Fig. 3A). Another sustained response was observed
over the left frontal cortex. Source-level analysis using Equivalent
Current Dipole modeling allowed further decomposition of the activa-
tion in each temporal cortex into two functionally separate sources of
neural current flow (Fig. 3B). Type I sources had a two-peaked struc-
ture, with the first, transient response reaching the maximum at
~100 ms and the second, more sustained response at ~400 ms. When



Table 1
Source-level cluster parameters.

Source cluster Intersource distance in cm
(mean (SD))

Direction in the tangential plane
(mean (SD))

Range
(min…max)

Number of participants

LT Type I 2.2 (1) −21° (14°) −6°…−45° 9
LT Type II 2 (0.9) 102° (34°) 64°…151° 6
LF 2.3 (0.8) −69° (28°) −15°…−92° 6
RT Type I 2.1 (1) 16° (26°) 58°…−14° 10
RT Type II 1.5 (0.6) 52° (41°) −13°…101° 6

The ECD spatiotemporal components formed five distinct clusters: Left temporal (LT) Type I, left temporal Type II, left frontal (LF), right temporal (RT) Type I and right temporal
Type II. The intersource distance was calculated between all pairs of sources within the cluster and averaged across subjects. Direction of current flow (mean, range) was defined in
the tangential plane (with the brain modeled as a sphere). Here, to aid comparison between the hemispheres, we define the coordinate system symmetrically with respect to the
midline: 0° indicates a direction downwards from the vertex and 90° the posterior-to-anterior direction. The number of participants with sources in each cluster is given in the
right-most column.
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this response pattern was intermittently reduced, the Type II sources
became transiently active, reaching the maximum at ~300 ms. In indi-
vidual subjects, these two types of temporal sources were also distin-
guishable based on their approximately perpendicular orientations of
neural current flow, directed along the superior-inferior axis for the
Type I sources and posterior-anterior axis for the Type II sources.

Type I temporal sources were identified bilaterally in all but one
participant (who displayed a salient Type I source only in the right
hemisphere) (Fig. 4A). Type II temporal sources were found in 6/10
participants in each hemisphere. An active source area in the left
frontal cortex was also detected in 6/10 participants. For some partic-
ipants, beyond the Type I activity, no salient frontal or Type II tempo-
ral activity could be identified in the field patterns and, thus, no
corresponding neural source could be modeled. Table 1 summarizes
the intersource distance, direction of the current flow and number
of participants contributing to each source cluster.

Table 2 lists the statistical tests for the different types of cortical ac-
tivation across time windows and Fig. 4 displays the significant effects
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Fig. 2. Behavioral effects. (A) Proportion of correctly recognized Recurring and Nonrecurring
cies (from stimulus onset to repetition onset) of Recurring and Nonrecurring Korean words
stimulus set in the Behavioral experiment. (C) Proportion of correctly repeated Recurring
(blocks) of the same stimulus set in the Behavioral experiment.
as bar graphs.We chose a conservative approach for the statistical anal-
yses, excluding missing cases listwise, i.e. performing the analysis on
the group that was observed to have sources of a certain type. The ear-
liest statistically significant effect was that of measurement day (simi-
larly for both languages and the various stimulus types) in the
left-hemisphere Type I temporal sources [F(1, 8)=6.1, pb0.05]. The
transient reduction of activation at about 200 ms was more marked
on Day 2 [6.7±2.7 nAm, mean±SEM] than on Day 1 [7.9±2.9 nAm].

Subsequently, at 300–600 ms, a main effect of language appeared
in activation of the temporal Type II source cluster in the left hemi-
sphere. The activation was stronger for Korean words than for Finnish
pseudowords [F(1, 5)=7.5, pb0.05, Korean 14.3±6.4 nAm, Finnish
10.1±5.6 nAm], i.e., activation returned to the base level more slow-
ly for Korean stimuli than for Finnish stimuli. A significant interaction
further emerged between stimulus recurrence and measurement day
[F(1, 5)=7.5, pb0.05]. Stimulus recurrence decreased the mean acti-
vation strength of the left temporal Type II sources during Day 1
[paired comparison: Recurring vs. Nonrecurring, t(5)=2.9, pb0.05],
2nd 3rd 4th 5th block

2nd 3rd 4th 5th block

Korean and Finnish words (mean, SEM) in the MEG experiment. (B) Repetition laten-
in milliseconds (mean, SEM) during each of the five presentations (blocks) of the same
and Nonrecurring Korean words (mean, SEM) during each of the five presentations
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underlying orientations of current flow cannot be distinguished. (B) Observed magnetic field distributions over the left hemisphere of two representative subjects (S1, top; S2, bot-
tom) at ~150 ms (Type I, white) and ~300 ms (Type II, black) after the stimulus onset. Red lines indicate a field directed out of the head and blue the re-entering field; the
isocontours are separated by 30 fT. Electric current in the brain is located below the center of the arrow depicting an equivalent current dipole (ECD). Below the field patterns,
the sagittal view of a standard brain and source waveforms show decomposition of the measured magnetic field into two cortical sources and their time courses of activation.
Each dot represents the center of an active cortical patch and the line attached to it the mean direction of current flow in that area. Both left temporal sources per subject are
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but on Day 2 activation evoked by the Recurring items from Day 1 and
New items did not differ from each other.

Finally, at 600–1200 ms, stimulus recurrence influenced activation
of the Type I left temporal and the left frontal sources, similarly for
both languages. Activation of the left temporal sourceswas significantly
reduced to the Recurring stimuli compared to the Nonrecurring/New
stimuli [F(1, 8)=9.6, pb0.05, Recurring 14.6±3.7 nAm, Nonrecurring
16.7±3.8 nAm]. In contrast, activation of the left frontal sources was
enhanced for Recurring stimuli [F(1, 5)=9.7, pb0.05, Recurring
17.7±2.6 nAm, Nonrecurring 15±1.6 nAm]. Both recurrence effects
persisted to Day 2. Evaluation of trial-by-trial correspondence between
the left frontal and temporal activation of individual participants in the
600–1200 ms time window (where statistically significant experimen-
tal effects were evident for both sources) revealed that the activation
strengths in these two areas were significantly negatively correlated
(mean correlation r=−0.33, range−0.58 … 0.33, pb0.01).

Discussion

This study demonstrated incidental learning of both native and
foreign phonology when the subjects heard and reproduced word
forms multiple times. Both the behavioral experiment and the main
MEG experiment pointed to initial item-based learning at the
level of recurring word forms rather than general learning of
foreign-language (Korean) phonotactic patterns. Neural effects dur-
ing word perception and encoding were observed that persisted to
the following day, thus emerging as likely cortical markers of
longer-term learning. Although salient activation was detected in
both hemispheres, the learning effects were all lateralized to the left
hemisphere, with activation attenuating in the temporal cortex and
increasing in the frontal cortex.

Recognition performance was significantly better for Recurring
words than for Nonrecurring words, similarly in the behavioral and
MEG experiment. In the behavioral experiment with Korean word
forms, repetition latencies became shorter and responses more accu-
rate for the Recurring words after multiple presentations. In marked
contrast, repetition accuracy of the Nonrecurring words did not im-
prove, pointing to learning of the Recurring word forms rather than
learning of general regularities in the foreign phonotactic system.
Comparable analysis of repetition accuracy in the MEG experiment
showed better performance for the Finnish pseudowords than for
the Korean words, but no changes in performance during the session.
For the native language items, repetition performance was near ceil-
ing. For Korean words, the repetition accuracy remained overall
markedly lower in the MEG experiment (~35%) than in the behavior-
al experiment (~60%), partly due to the length of the stimuli and
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Table 2
Group-level statistical analysis results for each time window and source cluster.

Time window Source cluster N Effect F df p

~ 170 ms (peak) LT Type I 9 Recurrence .69 1, 8 .43
Language 5.3 1, 8 .051
Day .41 1, 8 .54
Interactions 1, 8 n.s.

RT Type I 10 Recurrence .96 1, 9 .35
Language .002 1, 9 .97
Day .11 1, 9 .75
Interactions 1, 9 n.s.

~200 ms (100 ms mean around
the individually defined minimum)

LT Type I 9 Recurrence .15 1, 8 .71
Language .20 1, 8 .67
Day 6.1 1, 8 .038*
Interactions 1, 8 n.s.

RT Type I 10 Recurrence 1.6 1, 9 .24
Language 1.9 1, 9 .20
Day 3.4 1, 9 .097
Interactions 1, 9 n.s.

300 – 600 ms (mean) LT Type II 6 Recurrence 1.6 1, 5 .26
Language 7.5 1, 5 .041*
Day .00 1, 5 .99
Recurrence x Day 7.5 1, 5 .041*
Other interactions 1, 5 n.s.

RT Type II 6 Recurrence 1.8 1, 5 .24
Language 1.8 1, 5 .24
Day 1.7 1, 5 .25
Interactions 1, 5 n.s.

600 – 1200 ms (mean) LT Type I 9 Recurrence 9.6 1, 8 .015*
Language 2.2 1, 8 .18
Day 2.2 1, 8 .18
Interactions 1, 8 n.s.

RT Type I 10 Recurrence .68 1, 9 .43
Language 1.3 1, 9 .28
Day 2.8 1, 9 .13
Interactions 1, 9 n.s.

LF 6 Recurrence 9.7 1, 5 .026*
Language .83 1, 5 .40
Day .77 1, 5 .42
Interactions 1, 5 n.s.

LT=left temporal cortex, RT=right temporal cortex, LF=left frontal cortex.
Statistically significant p-values denoted with asterisk (*b .05).
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likely also to the delayed and temporally constrained reproduction
phase (necessitated by the MEG recording) that allowed little time
for detailed motor planning and/or reconstruction of the word
forms from long-term memory.

As processing of stimuli adhering to the phonotactic rules of the
participants' native language and a foreign language were directly
contrasted in theMEG experiment, we were able to distinguish acquisi-
tion of specific phonological forms (new in both languages) from learn-
ing of generalized phonotactic structures (new in the foreign language
only). The neural effects of auditory perception and encodingwere sim-
ilar for the foreign (Korean) and native language (Finnish) items
and, therefore, most parsimoniously interpreted as indicative of item-
based learning of phonological word forms, in line with recent theories
of phonological learning (e.g. Pierrehumbert, 2003). Thus, it seems that
no general acquisition of the Korean phonotactic regularities was
evidenced during the first exposure to this language thatwas complete-
ly foreign for the participants. It is reasonable to assume that a foreign
language is first partly interpreted through the phonotactic system of
the native language, in line with previous studies showing that foreign
phonemes are at first assimilated into the native language phonemic
system (e.g. Kuhl et al., 1992). In the present task, in order to encourage
processing of phonetic/phonological details, the participants were
asked to produce the novel forms as accurately as possible and they
Fig. 4. Group-level experimental effects. (A) Left: ECD clusters displayed on a sagittal plane o
attached to it the mean direction of current flow in that area, in one subject (LT=left temp
each ECD cluster on Day 1 and Day 2 (columns) for Korean (gray) and Finnish (black). The ar
numbers 1 through 4); see Table 2 for a full listing of statistical tests. (B) Summary of the sign
source time courses). Error bars indicate the standard error of mean.
were quite successful at it (especially with the shorter stimuli in the be-
havioral experiment— 81% correct). It is, therefore, unlikely that partic-
ipants would have relied solely on Finnish phoneme equivalents when
trying to produce the Koreanwords. An alternative would be that repe-
tition was based on a purely acoustic-phonetic analysis. The most likely
case is a blend of L1 anchors for phonological memory support and
freshly encoded phonetic detail (Flege, 2007).

The cortical time course of activation (Type I early–Type II–Type I
late) observed in the MEG analysis agrees with that previously de-
scribed in MEG studies of speech sound perception: transient activa-
tion at about 100 ms (typically referred to as an N100m response;
Type I early), followed by sustained activation reaching the maximum
at ~400 ms (often referred to as an N400m response; Type I late),
both generated in the vicinity of the auditory cortex, in the planum
temporale and the adjacent superior temporal cortex (see Salmelin,
2007 for a review). In this sequence, sensitivity to speech-specific
acoustic-phonetic features is detected by 50–100 ms (Parviainen et
al., 2005; Tiitinen et al., 1999), phoneme categories by ~150 ms
(Näätänen et al., 1997; Phillips et al., 2000), lexical-semantic manip-
ulation from ~200 ms onwards and phonological manipulation after
~450 ms (Bonte et al., 2006; Kujala et al., 2004; Salmelin, 2007;
Uusvuori et al., 2008), most effects being left-lateralized. A transient
response reaching the maximum at 200–300 ms has also been
f a standard brain. Each dot represents the center of an active cortical patch and the line
oral, RT=right temporal, LF=left frontal). Right: Grand average source waveforms for
rows indicate the time windows that showed statistically significant effects (indexed by
ificant main effects and interactions of the mean activation strengths (cf. indices on the
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described, with the neural source in the superior temporal cortex and
current flow almost perpendicular to that of the N100m/N400m
sources (Bonte et al., 2006; Uusvuori et al., 2008). As MEG primarily
detects activity of pyramidal neurons in the sulci, the rostral align-
ment of the neural current suggests generation not in the
supratemporal plane but in a transverse sulcus. Visualization on the
individual structural MRIs places the Type II sources in the vicinity
of Heschl's gyrus (HG) on the left, and consistently posteriorly to
HG on the right. Sustained frontal activation during delays has addi-
tionally been reported when subjects are prepared to later reproduce
a spoken stimulus (Biermann-Ruben et al., 2005).

Despite bilateral activity in the superior temporal cortex, experi-
mental effects were observed only in the left hemisphere. A small
but significant effect of measurement day was evident in the Type I
temporal sources, where the transient reduction of activation around
200 ms was deeper on Day 2. The effect was not influenced by stim-
ulus recurrence or language, thus, it does not seem specifically related
to learning. Rather, it may reflect general familiarization, i.e., higher
automaticity of the task on Day 2. Event-related potential (ERP) ex-
periments have shown modulations in this time window, in the
so-called P2 component, as a result of repeated exposure to novel
phonological constraints, uncorrelated to behavioral improvements
in discrimination accuracy (Tremblay et al., 2010); however, the cog-
nitive functions of the P2 component remain unclear.

Sensitivity to language, as overall longer lasting activation to the un-
familiar Korean phonology than to the familiar Finnish phonology, was
observed in the left-hemisphere Type II temporal sources at
300–600 ms. This time window coincides with some ERP and MEG re-
ports on mapping of auditory input to phonology that, using meaning-
less stimuli as in the present study, have identified a so-called PMN
(phonological mapping negativity) response, separate from the classic
N400 response (Connolly and Phillips, 1994; Kujala et al., 2004). Earlier
MEG studies on speech perception using stimuli that adhere to familiar
phonology have found no experimental effects in this response (Bonte
et al., 2006; Uusvuori et al., 2008). However, processing of a poorlymas-
tered foreign language commonly results in stronger hemodynamic sig-
nals and longer-lasting event-related potentials (for a review, see e.g.
vanHeuven andDijkstra, 2010). Here, the lack of semantic cues in either
language may have emphasized (relatively low-level) speech-sensitive
acoustic-phonetic processing of the auditory input that was particularly
demanding for the foreign phonetic structure of Korean. The
left-hemisphere Type II temporal sources also displayed sensitivity to
stimulus recurrence as reduced activation at 300–600 ms in the Day 1
session (similarly for both languages), but on Day 2 the recurring
items from Day 1 were no longer distinguishable from new items. This
pattern seems to suggest that this effect mainly reflects short-term rep-
etition priming in the sensory perception of novel phonological input,
which underlies the initial formation of memory representations.

Longer-term learning, however, was reflected in the activation of the
left-hemisphere frontal and Type I temporal sources at 600–1200 ms.
The persistence of modulated activations for words that recurred multi-
ple times on Day 1, to the next day, suggests neural plasticity beyond
within-session repetition suppression (Grill-Spector et al., 2006). The ef-
fects demonstrate that even a relatively natural incidental learning task,
such as simple listening to words and their subsequent reproduction,
suffices to show evidence for learning proceeding beyond short-term
repetition suppression to storage into long-term memory. Furthermore,
the significant trial-by-trial correlation between the left frontal and
Type I temporal activations point to a direct functional link between
the left temporal and frontal learning effects even during the word per-
ception phase, yielding support for a view that sensorimotor integration
may be employed for establishing patterns that can support memory by
rehearsal. This interpretation is in line with an ERP study (Pulvermüller
et al., 2012), where left frontal activity was observed during listening
to newly learned words (without repetition) only when the learning
phase had involved overt repetition, but not when it had relied on
passive listening. In addition to better defined articulatory‐motor pro-
grams and faster access to them, the formation of more permanent
memory representations facilitates maintenance in working memory,
possibly reflected in the joint modulations of left frontal and Type I tem-
poral brain responses. In a recent fMRI study (McGettigan et al., 2011),
speech perception and active maintenance before overt rehearsal,
contrasted with passive listening, activated both the auditory and
motor cortical areas. Furthermore, activation of the planum temporale
shows distinct patterns of speech rehearsal and speechperception, as de-
termined by voxelwise analysis (Hickok et al., 2009).

The reduced left superior temporal activation to recurring
pseudowords is in line with earlier fMRI/PET studies (Graves et al.,
2008; Majerus et al., 2005; Rauschecker et al., 2008). In the left frontal
cortex, activation was increased, instead, which is opposite to the re-
duced left frontal activation reported in an fMRI study of phonological
learning (Rauschecker et al., 2008). This discrepancy might be
explained by differences between different imaging methods or exper-
imental designs. Notably, other fMRI/PET studies have found increased
activation in specific left frontal areas when comparing overt word rep-
etition in the second and first language of bilinguals (Klein et al., 2006)
andwhen overtly repeating pseudowords of native or non-native sylla-
ble structure (Moser et al., 2009). These frontal effects were interpreted
to reflect increased demands on the motor system and articulation. In
the present study, which employed delayed reproduction, the frontal
activation was detected during the perception phase, well before de-
layed overt vocalization. Based on previous MEG reports on cortical ac-
tivation when preparing to name pictured items, prior to overt
vocalization (Hultén et al., 2009; Liljeström et al., 2009; Vihla et al.,
2006), the frontal effect may be interpreted as reflecting phonological
planning and articulation. Another alternative interpretation is that
the frontal effect could reflect the recognition of the recurring words,
in accordance with a recent study suggesting a similar increase in fron-
tal activity for recurring words that reappear several items apart in a
continuous recognition paradigm (Buchsbaum et al., 2010). The precise
roles of these salient experimental effects need to be adjudicated by fu-
ture studies, possibly by means of dissociating articulatory from mem-
ory processes as well as auditory from phonological processes.

To conclude, substantial item-based incidental learning through
word perception and overt reproduction was observed in this study
similarly for native and foreign word forms, both behaviorally and cor-
tically. Novel phonological forms were recognized better and
reproduced faster and more accurately after multiple repetitions, over
the course of one experimental session. Although event-related mag-
netic brain responses during word perception and encoding were ob-
served bilaterally in the temporal regions, experimental effects only
emerged on the left. Learning-related changes in sustained activation
in the left superior temporal cortex (decrease) and left frontal cortex
(increase) persisted to Day 2, thus pointing to long-term learning.
These effects were similar in both a familiar phonology (Finnish) and
an unfamiliar phonology (Korean). Consequently, the initial learning
effects seem to be linked to experience with individual phonological
word forms rather than general acquisition of the foreign phonology.
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