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Abstract: In the Cauchy problem for asymptotically flat vacuum data the solution-jets
along the cylinder at space-like infinity develop in general logarithmic singularities at
the critical sets at which the cylinder touches future/past null infinity. The tendency of
these singularities to spread along the null generators of null infinity obstructs the devel-
opment of a smooth conformal structure at null infinity. For the solution-jets arising
from time reflection symmetric data to extend smoothly to the critical sets it is neces-
sary that the Cotton tensor of the initial three-metric & satisfies a certain conformally
invariant condition (x) at space-like infinity, it is sufficient that h be asymptotically static
at space-like infinity. The purpose of this article is to characterize the gap between these
conditions. We show that with the class of metrics which satisfy condition () on the
Cotton tensor and a certain non-degeneracy requirement is associated a one-form « with
conformally invariant differential d«x. We provide two criteria. If & is real analytic, « is
closed, and one of its integrals satisfies a certain equation then / is conformal to static
data near space-like infinity. If & is smooth, « is asymptotically closed, and one of its
integrals satisfies a certain equation asymptotically then & is asymptotically conformal
to static data at space-like infinity.

1. Introduction

The purpose of this article is to characterize in the class of general time reflection sym-
metric, asymptotically flat vacuum data the subset of three-metrics which are conformal
to static data in some neighbourhood of or asymptotically conformal to static data at
space-like infinity. We begin by indicating the motivations which determine the particular
type of characterization which will be useful for us.

The correctness of Penrose’s idea that gravitational fields behave asymptotically
such as to admit a conformal boundary at infinity of a certain smoothness ([42,43]) has
been confirmed under fairly general assumptions for solutions of the Einstein vacuum
field equations with non-vanishing cosmological constant. In the de Sitter-type case
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(cosmological constant A > 0 if the signature (—, +, +, +) is used), it has been shown
that vacuum solutions can be obtained by prescribing data on an oriented, compact three-
manifold which is to acquire the meaning of the time-like conformal boundary at future
(say) time-like and null infinity. There is complete freedom to prescribe a three-dimen-
sional conformal structure, represented by some Riemannian three-metric /.5, and an
h-divergence free symmetric tensor field w,;. Neither smallness assumptions on the
fields h,p and w,p, nor restrictions on the Yamabe class of the conformal structure of £,
are required ([19]). Moreover, de Sitter space has been shown to be non-linearly stable
in the strong sense that standard Cauchy data sufficiently close to de Sitter data develop
into solutions whose conformal structure extends smoothly to future/past time-like and
null infinity ([20]). Finally, these results have been shown to generalize to the Einstein
equations coupled to conformally sufficiently well behaved matter fields ([22]).

In the case of anti-de Sitter-type solutions the idea of the conformal boundary turned
out to be instrumental in proving the existence of solutions to the vacuum field equa-
tions with negative cosmological constant which admit a smooth, time-like conformal
boundary at null and space-like infinity ([23]). The corresponding initial boundary value
problem for Einstein’s field equations admits the standard freedom of prescribing Cauchy
data on a space-like initial slice (with the appropriate asymptotic behaviour at space-like
infinity) as well as the freedom to prescribe a Lorentzian conformal structure on the
boundary. As usual in such problems, the data have to satisfy consistency conditions
where the two hypersurfaces meet. That this particular initial boundary value problem
is quite natural for the Einstein equations is corroborated by the fact that it admits a for-
mulation which is manifestly covariant, a feature which should not be taken for granted
(cf. [30]).

In the case A < 0 the non-linear stability question is intrinsically different from that
in the cases where A > (. The conformal boundary at space-like and null infinity is
time-like so that the spaces are not globally hyperbolic in the ususal sense and stability
statements will have to include specifications of boundary conditions and choices of
boundary data. Moreover, even in the case of the conformally flat anti-de Sitter (cover-
ing) space there does not exist a smooth and finite conformal representation of past/future
time-like infinity.

The case of vanishing cosmological constant and asymptotically flat initial data dif-
fers from the cases A # 0 in principle. Smooth vacuum data for the Cauchy problem in
some suitable class of weighted Sobolev spaces cannot be prescribed completely freely
any longer if the null cone structure of a solution is to extend smoothly to null infinity. For
this to be the case there must be imposed conditions on the Cauchy data near space-like
infinity ([24,25]). The situation is not precisely understood yet. We consider the present
work as a further step towards identifying the necessary restrictions and the remaining
freedom.

It should be emphasized that a detailed understanding of the domains where space-
like and null infinity meet is not of pure academic interest but has practical consequences.
As shown in [31] and further elaborated on in [45] it would provide useful information
about the relation between the nature of the Cauchy data and the structure of fields
induced on null infinity and it would clarify the role of various concepts such as the
Newman-Penrose constants and the Metzner-Bondi-Sachs group which have been dis-
cussed at length in the literature. Moreover, various questions will reduce to straightfor-
ward, though possibly lengthy, calculations. On a different level, it offers possibilities
to calculate numerically on finite grids the future and past evolution of asymptotically
flat space-times globally from standard Cauchy data, including their radiation field and
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other asymptotic quantities of physical interest. In any case, if one wishes to make use
of the geometric advantages of smooth conformal boundaries, sufficient insight into the
geometrical/physical meaning of the required restrictions on the Cauchy data is indis-
pensible to understand whether the insistence on smooth conformal asymptotics unduly
restricts our possibilities to model physical systems.

The stability results on the hyperboloidal initial value problem ([20,22]) show that
the field equations decide on the asymptotic smoothness at null infinity in any neigh-
bourhood of space-like infinity. An insight into the underlying mechanisms requires a
careful analysis of the nature of the evolution process and its precise dependence on the
data in the region where space-like infinity meets null infinity.

Cutler and Wald made an early attempt to circumvent this difficulty by preparing
asymptotically flat Cauchy data for which the behaviour of the corresponding solution
space-time was sufficiently well controlled near space-like infinity to decide whether
it admits hyperboloidal slices to which the results of ([20,22]) apply. This led to a
first, though very special, result on the existence of radiative solutions to the Einstein-
Maxwell equations which admit a complete, smooth conformal boundary at null infinity
([10]). The remarkable work on the existence of asymptotically flat solutions to the vac-
uum constraints which coincide inside a prescribed ball with some given initial data and
outside a larger ball with some exactly static or stationary data, initiated by Corvino ([7])
and generalized by Corvino and Schoen ([9]) and by Chrusciel and Delay ([14]), led to
a similar construction of a fairly large class of solutions to the vacuum field equations
which admit a complete, smooth conformal structure at null infinity ([8,13]). However,
all these solutions seem to be special by arising from initial data which are static or sta-
tionary in a full neighbourhood of space-like infinity. There remains the question whether
such strong conditions are necessary to ensure a smooth structure at null infinity.

In the standard conformal compactification of Minkowski space, space-like infinity
is represented by a point i® to which the conformal structure extends smoothly ([43]).
Any Cauchy hypersurface of Minkowski space approaches that point. If one stipulates
a similar picture for asymptotically flat solutions to the vacuum field equations with
non-vanishing mass one finds that Cauchy data for the conformal field equations, which
are underlying the work quoted above, become strongly singular when the Cauchy sur-
face approaches the point ;. This fact, which reflects the slow fall-off behaviour of the
gravitational field near space-like infinity, is the stumbling block which prevents us from
obtaining in the case A = 0 a non-linear stability result which would be as strong and
unrestricted as the one obtained in the de Sitter case.

It is a surprising feature of the vacuum field equation that they admit a different pic-
ture in which the Cauchy problem for asymptotically flat initial data becomes finite and
regular [24]. In this setting, which relies on a particular type of conformal gauge which
away from the initial hypersurface is provided by the conformal space-time structure
itself, the Cauchy data (assumed here, for convenience, to have only one end and simple
topology) for the conformal field equations are given on a three-manifold S diffeomeor-
phic to an open ball in R? whose boundary 1° = 8§ ~ $? represents space-like infinity
with respect to the initial slice. The vacuum solution arising from these data lives on a
manifold M which is a bounded neighbourhood of {0} x SinR x S, where we identified
S with {0} x S. )

In a particular conformal gauge on the initial slice S, the Cauchy data and the confor-
mal field equations extend smoothly to all of § = SUI. This allows us to attach to M in
the given gauge the set I =] — 1, 1[x I as a boundary such that {0} x I identifies with
10. This cylinder represents space-like infinity with respect to the solution space-time.
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It is important to note that this construction is in no way arbitrary and that the boundary
I is smoothly generated in the given gauge by the (uniquely extended) conformal field
equations from the set /°. What was a Cauchy problem initially is represented now by
an initial boundary value problem. This problem is, however, of a very special kind. The
conformal field equations extend to / so that only the differential operators tangential
to I have non-vanishing coefficients at points of /. Consequently, there is no freedom
to prescribe boundary data.

In the given gauge the space-time metric extends in a smooth but degenerate way to
the set 7. This creates no problems. The main objective leading to the picture out-
lined above was the desire to obtain a setting which would allow us to discuss in
detail the field equations near space-like and null infinity and it turns out that the
equations are regular and hyperbolic on / and extend with this property also to fu-
ture/past null infinity 7 if the conformal structure extends to these sets with sufficient
smoothness.

What has been referred to above loosely as the ‘region where space-like infinity
meets null infinity’ is made precise in the present setting by referring to an (arbitrarily
small) neighbourhood of the critical sets I* = {1} x I°. At these sets, which define
the future/past boundary of the cylinder 7, the sets future/past null infinity 7% come
arbitrarily close to / and the sets /T can in fact be thought of as representing the set of
past/future endpoints of the null generators on future/past null infinity. The field equa-
tions are not any longer hyperbolic at the critical sets and the decision which initial data
evolve into solutions that admit a smooth conformal structure at null infinity takes place
precisely at these sets.

While a cursory glance at the construction of [24] may emphasize unavoidable sim-
ilarities between this and earlier attempts to relate the structures at space-like and null
infinity, the representation of the field equations and in particular the explicit description
of the critical sets obtained here mark essential differences. The setting discussed in [2]
and related later work hardly lends itself for a detailed study of the field equations. The
sets / and /% are compressed there into one point i, the rich structure unfolding on
I and I cannot be seen, and questions of smoothness are resolved by fiat. In [4] is
proposed an analogue of the Bondi expansion for the analysis of space-like infinity. This
allows for some discussion of the field equations. In particular, the hierachy of linear
equations discussed there bears some similarity to the transport equations on the cylinder
I referred to below. It is hard to see, however, how the setting could be used to analyse
the precise relations between space-like and null infinity and questions of smoothness.
The critical sets ‘live beyond’ this setting.

The setting of [24] requires some ‘decent’ behaviour of the Cauchy data near space-
like infinity but the general class of data for which it makes sense and for which some
smoothness is preserved on the cylinder / has not been worked out yet. To allow for
a convenient first analysis there have been considered in [24] time reflection symmet-
ric data which admit a smooth conformal compactification at space-like infinity. These
data include the static data. In [15] have been discussed non-time reflection symmetric
data whose underlying metrics admit a smooth conformal compactification at space-like
infinity. But even this requirement can be largely weakened to include, in particular, sta-
tionary Cauchy data, which do not admit a smooth compactification (whose asymptotics
is still somewhat special though ([16])). It has been shown in [26] that for static data
and more recently in [1] that for stationary data the complete setting outlined above,
including the sets /* where space-like infinity / touches the set future/past null infinity
J* as well as the fields induced there, is smooth.
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For sufficiently general data the loss of hyperbolicity at the critical sets leads to a
loss of smoothness at /*. The fact that the cylinder 7 is a total characteristic has the
consequence that on / the unknown u of the conformal field equations (which com-
prises a number of tensor fields) and its derivatives transverse to /, i.e. the solution-jets
J Ip (u), p=0,1,2,...,0nl,are governed by hyperbolic transport equations interior to
I (cf. [24,26] for more details). The derivatives of u of order p > 1 are subject to linear
equations with forcing terms F? which depend on the solution-jets qu wm), g <p-1,
of lower order. The linear equations have been analysed in [24] and in cases which
admit sufficient control on the forcing terms the solutions can be discussed in detail.
It turned out that in general the solution-jets J Ip (u) are smooth on I but can develop
logarithmic singularities at the critical sets /*. Because the forcing terms F” become
quite complicated with increasing order p a full analysis of the transport equations is
still outstanding, simply because of the heavy algebra involved.

There are good reasons to assume that the smoothness of the solution-jets J Ip (u) at
I* controls the smoothness of the conformal structure at null infinity ([25]). Therefore it
is important to identify those properties of the initial data which give rise to obstructions
to the smoothness of the solution-jets. The most complete results have been obtained
so far in the case of time reflection symmetric data which admit a smooth conformal
compactification. To explain the situation we use a conformal gauge on the initial slice
which is different from the one indicated above. The conformal data are then derived
from a smooth (in our convention negative definite) Riemannian metric 4 of positive
Yamabe class on a three manifold § ~ S3 on which there exist a point i € S and function
Q € C3(S) N C>®(S) so that

Qi) =0, DG =0, DyDpQi) = —2hap, >0 o0n §=S5\{i}, (I.1)

where D denotes the Levi-Civita connection defined by 4, and where h = Q72 h satisfies
the vacuum constraints

R[h1]=0 on S.

Two types of obstructions to the smoothness on the critical sets have been identified in
the case of such data.

(i) There arise obstructions related to the conformal structure of h. It has been shown
in [24] that a necessary condition on & for the solution-jets J Ip (u) to extend smoothly
to the critical sets is that the dualized Cotton tensor of 4, given by

1 1 .
Bap = 5 (DeRaa = 7 DeR haa) € od,

where R,p, R, and €, denote the Ricci tensor, the Ricci scalar, and the totally anti-
symmetric tensor density which defines the volume element of /%, satisfies

(%) Dy, -~ Dy, Bap(i) =0 for p=0,1,2,3,....

Here the curly brackets indicate taking the symmetric trace free part of the tensor with
respect to the indices in the curved brackets. At the lowest order p at which (x) would
be violated the solution-jet J Ip (u) would develop logarithmic singularities at the critical
sets which then generate logarithmic singularities also at higher orders.

Condition () has been observed as a regularity requirement for the first time in [21],
which studies the case of vanishing ADM mass. There it has been observed in particular
(cf. also [3]) that
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— (%) is conformally invariant (though a single member of the sequence is in general
not conformally invariant) and thus imposes a restriction on the conformal structure
of h,

— data which behave near i like conformally compactified asymptotically flat static
data (discussed in detail below) present a non-trivial class of data which satisfy ().

(ii) There arise obstructions related to the conformal scaling of h. Suppose that there
is a neighbourhood U of i in S on which the function 2 and the metric & are such that
the metrich = Q 2hon U = U \ {i}, which has an asymptotically flat end at i, sat-
isfies the static vacuum field equations on U (see details below). As pointed out above,
the solution-jets J ]p (1), where u are the Cauchy data for the conformal field equations
derived from & and €2, then extend smoothly to / £,

Assuming U suitably small, we can consider other conformal factors Q' € C>(U) N
COO(U) which satisfy conditions (1.1) and which are such that R[S 2 ﬁ] =0onU.
Such functions are obtained by solving the Lichnerowicz equation with suitable bound-
ary data. One can then write Q' = Q6 with a positive function 6 € Cc*(U) N Coo(lj)
of the form 6 = (1 + /2 W)~2, where W is a solution to (A}, — é R[h])W = 0O near
i. Assuming 6 to satisfy the conditions 6(i) = 1, D,0(i) = 0, D,Dp0(i) = 0, which
ensure in particular that the static vacuum data /2 and the vacuum data 62/ on U have
the same mass (and which avoid certain subtleties), J. Valiente Kroon states in particular
(and in somewhat different terms) the following result in [46,47]:

The solution-jets J Ip (u"), where u’ are the Cauchy data for the conformal field equations
derived from & and €, are free from logarithmic singularities and extend at all orders
p smoothly to the critical sets if and only if & — 1 vanishes at i at all orders.

Additional information is required to understand the precise scope of these results.
For convenience it has been assumed in [24] and consequently in [47] that the metric 4 is
real analytic in some neighbourhood of the point i. The analysis of [15] shows, however,
that this is not necessary. The properties of the fundamental solution of the conformal
Laplace operator with pole at i which are needed in the two articles hold also if 7 is only
C®°. Moreover, only the derivatives of the data 4 and 2 at i up to some related finite
order p’ = p’(p) are needed to determine for a given order p the solution-jet J Ip (u)on I
and thus on /=, This implies that the results referred to above only depend on the Taylor
coefficients in an expansion of the data 2 and 2 at i. As a consequence, the results are
less restrictive than may appear at first sight.

To explain that only the asymptotic behaviour of 4 needs to be restricted in case (i)
considered above, let & and €2 denote again a metric and a conformal factor on U such
that (1.1) holds and & = 22 h satisfies the static field equations on U. Consider metrics
which are of the form

h’:z?z{(l—¢)h+¢fz}, (1.2)

where ¢ is a smooth positive conformal factor and h some smooth Riemannian metric
on S, the function ¢ € C°°(S) vanishes at all orders at i, is positive and < 1 on S \ {i},
and equal to 1 on a neighbourhood of S \ U. The metric (1 — ¢) h + qbfz coincides then
at all orders with the metric & at i and it follows by the observations above that with
h also K’ satisfies (x). Besides data which are conformal to static data in some punc-
tured neighbourhood of i there is thus quite a general class of non-analytic C* data
which satisfy condition () and which are not conformal to static data in any punctured
neighbourhood of i.
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To explain the role of the asymptotic behaviour of / in case (ii), let i’ be another
metric on U with an asymptotically flat end at i. Assume that it satisfies the vacuum con-
straint R[h'] = 0 but not necessarily the static field equations in any neighbourhood of i.
If this metric is such that 2’ = 2 &’ extends smoothly (resp. with a certain smoothness)
to all of U and k" — h vanishes at all orders (up to some order) at i, then the solution-jets
J Ip (1) determined by the pair (h’, Q) extend smoothly (up to some order) to the crit-

ical sets. If ' were a different conformal factor with R[22 k'] = 0 on U, we could
subject the pair (h', Q') to the analysis of [47] and would find again that (up to some
order) the solution-jets determined by these data extend smoothly to the critical sets if
and only if Q" =  (up to some order). This seems to indicate that the discussion of [47]
does not require staticity on some neighbourhood of i but only asymptotic staticity at
i. There remains, however, the question whether metrics 2’ which bear the relations to
static metrics indicated above do exist. If the requirements are relaxed, as indicated by
the statements in brackets, results of [14] apply which ensure the existence of asymptot-
ically flat, not necessarily static, vacuum data which coincide near space-like infinity up
to an arbitrarily prescribed order with some static vacuum data. While the restriction
to finite differentiability may in fact be sufficient for practical purposes because the
violations of smoothness of the solution-jets become less severe for increasing order p
([24,26]), we concentrate here on the C° case to get a complete understanding of the
situation. Therefore it is of interest that the techniques and arguments provided by [14]
allow one to show the existence of metrics 4’ for which 4’ — h vanishes at all orders at
i ([12.

The discussion above suggests that staticity, possibly in an asymptotic sense, plays a
distinguished role when it comes to deciding whether a time reflection symmetric vac-
uum solution develops smooth conformal asymptotics at null infinity. The connection
is fairly clear for the class of data considered in case (ii), the relation is not so tight in
case (7). In the examples (1.2) staticity is used, though only in an asymptotic sense. It
is not clear, however, whether this is necessary. So far it cannot be excluded that there
exist data for which the solution-jets extend smoothly to the critical set while the data
are not asymptotically static at i.

Several steps are required to find the answer:

— Assuming (x), one needs to control the algebraic structure of the forcing terms
F? well enough to decide whether the solution jets J Ip (u) develop logarithmic
singularities at / £,

— if they do, the precise conditions on the initial data u|g need to be derived which
ensure that the singular terms drop out,

— these conditions must be translated into meaningful, possibly geometric, statements
on the initial data 4 and 2.

These steps are already quite difficult in the case (ii) where a regular static reference
solution is available and everything reduces to controlling the one function 8. They
are more difficult in the case (i), where no comparison solution is available and even
changes in the conformal structure of the metric & may be required. It is not clear what
to expect in the third step. Recognizing condition () in the context of [24] was con-
siderably simplified because it was known already from [21]. It is not obvious at all,
however, whether and which conditions beyond (x) have necessarily to be imposed on
the conformal structure of the data to guarantee regularity at null infinity if the scaling
of the metric is chosen appropriately. But certainly we will have to understand how the
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set of conformally static data is embedded in the set of data which satisfy (x) and by
which conditions the conformally static data are singled out.

As a preparation for this investigation, a characterization of the static data which is
complete and well adapted to our analysis has been derived in [27]. Secondly, it has
been shown in [28,29] that the map which relates static data to their conformal classes
is injective if a few exceptional cases, that admit conformal Killing fields, are omitted.

In the present article we derive under a non-degeneracy assumption, which excludes,
in particular, the exceptional cases, a criterion that allows one to decide whether a met-
ric which satisfies () is conformal to static vacuum data up to some order, in some
asymptotic sense, or on some neighbourhood of i.

Though we mentioned above that analyticity is not required in the present context,
it turns out to be technically convenient to assume it in a first analysis because it allows
one to put certain questions into a geometric setting and to recognize arguments which
are difficult to see in the context of messy recursive procedures. All our basic results
can be derived recursively in the C* setting, however, and the arguments are given after
obtaining the analytic results.

A second aspect which permeates the following analysis is the fact that we are only
interested in the structure of the data on an unspecified small neighbourhood of the
point i which represents space-like infinity. Without pointing it out in each case, this
neighbourhood will always be assumed to (and, in fact, can) be chosen such that the
requirements and statements we make are correct.

We comment on the structure of the article. In Sect. 2 we state our problem more pre-
cisely, recall a few results on static data, give formal definitions of notions of asymptotic
staticity, and comment on the C* case.

In Sect. 3 we derive the basic equation (of second order) which needs to be solvable
for a conformal factor w in order for a metric 4 to be conformal to a static datum. This
equation poses three problems: it contains a term which is highly singular at the point i,
it is highly overdetermined, and it does not seem to fix the differential of w at i though
the results of [28] and [29] tell us that this differential cannot be chosen arbitrarily.

In Sect. 4 we discuss properties of a conformal gauge which is used in Sect. 5 to
control the properties of a fundamental solution. Assuming % to be real analytic near i,
we study in Sect. 6 the extension of our setting into the complex domain. With the same
assumption it is shown in Sect. 7 that condition (x) is precisely the condition which
ensures the regularity of our basic equation. After this it is shown that the same result
holds in the C* case.

In the subsequent sections we only consider metrics which satisfy (x). In Sect. 8
consequences of the overdeterminedness of the basic equation are analysed. It turns out
that this is done most conveniently in terms of a certain conformal density 7,; which
exists and is smooth for metrics satisfying (). It shares various properties with the
(dualized) Cotton tensor. We use it to rewrite our basic equation and to derive a certain
consistency condition. This equation, which can be read as a PDE of first order for w
that is implicit and again overdetermined, allows us to derive our main results, which are
stated in Theorems 8.2 and 8.3. With a certain non-degeneracy assumption the consis-
tency condition determines the value of dw at i uniquely. This solves the third problem
mentioned above. The condition furthermore suggests the definition a 1-form « whose
differential d« is conformally invariant. The requirements that this 1-form be closed and
one of its integrals satisfy a certain equation provide a criterion under which the metric
is conformal to a static one near i if it is assumed to be analytic near i. Theorem 8.3
considers the C*° case and asymptotic staticity. It should be said that the non-degeneracy
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assumption is made only for convenience. Cases where it is violated simply need a more
detailed analysis. In the final part of Sect. 8 we analyse some aspects of the criterion in
more detail.

In Sect. 9 we finally indicate how our criterion is to be used in the analysis of the
solution-jets on the cylinder at space-like infinity. With the results mentioned above,
showing that our criteria are implied by the regularity requirement on the solution-jets
at the critical sets comes close to showing that the necessary and sufficient condition for
the solution-jets to extend smoothly to the critical sets is that the initial metric 4 behaves
at space-like infinity asymptotically like static data.! While the need for such a condition
was certainly not forseen when the concept of the conformal boundary was introduced,
it appears to be a most natural requirement if there must be imposed specific restrictions
on time reflection symmetric Cauchy data at space-like infinity at all.

In the articles [27-29]. conformal extensions of asymptotically flat static vacuum
data have only been considered. They are defined explicitly and uniquely in terms of
structures associated with the static data. Because the data considered in this article are
more general we add an Appendix in which it is shown that the conformal extensions are
unique up to conformal diffeomorphisms and that conformal maps of asymptotically flat
spaces induce under a suitable assumption conformal maps of the conformally extended
spaces. This removes, in particular, an assumption made in the articles [28,29]. After
this work was completed it was pointed out to us that some results of the Appendix have
been already discussed in [11].

There is some inevitable overlap of the present analysis with that of [24] and some of
the arguments are given in more detail here because we expect to need them in subsequent
work. We do not point out the relationship in each case.

2. The Problem

We are interested in certain asymptotic properties of smooth, asymptotically flat (for
convenience one end only), time reflection symmetric initial data sets for Einstein’s
vacuum field equations which admit smooth conformal compactifications and satisfy
an additional decay condition at infinity. In technical terms, which allow us to specify
this condition, it means that we consider smooth, compact, three-dimensional (negative
definite) Riemannian spaces (S, k) with a distinguished point i € S such that

(1) (S, h) has positive Yamabe number, i.e.

[s(Da® DY + 3 RO?)dp

Y(S,h) =— in > 0, 2.1
(S, ) (9 €C(S8),0>0) (fs 98dw)!/73 @D
(i1) A is not locally conformally flat near i,
(iii) & satisfies the condition
Dia) -+ Da, Bapy(i) =0 for p=0,1,2,3,..., ps. (2.2)

Here D denotes the covariant derivative operator, d u the volume element defined by #,
1
Rab, R, Lab = Rab - Z Rhab, Bacd = D[c Ld]av Bab = 1/2 Bacd €p cd7

1 The complete proof requires the understanding of certain degenerate situations. The analysis of [47] needs
to be extended to deal with the fact that the relation between static data and their conformal classes is not
one-to-one ([28,29]) and the present analysis should be extended to cover also the cases which have been
excluded by the non-degeneracy requirement on 7,5 in Theorem 8.2.
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the Ricci tensor, the Ricci scalar, the Schouten tensor, the Cotton tensor of 4 respectively.
By Tiq, g Vg1 .agsy WE denote the tensor obtained from a given tensor 7, iy g p
by taking the part of it which is symmetric and A-trace free with respect to the indices
enclosed by the curly brackets. Finally, p, is either a fixed positive integer or p, = 00
in which case the requirement on By is to be satisfied for all p € N and (2.2) coincides
with condition () of the introduction. ~

Condition (i) ensures the existence of a unique function 2 € C 2(8) N C*(S) which
satisfies

Q=0 D,Q=0, D,DyQ2=—2hy at i, >0 on S=85)\/{i},
(2.3)

and the equation
Ly (7Y% =475; on S. (2.4)

Here L, = Ay, — % R[h] denotes the conformal Laplacian where A, = D, D¢ and §;
the Dirac density of weight one at i (and thus in i-centered normal coordinates the usual
Dirac measure 8y). These properties imply that # = €72 h has vanishing Ricci scalar
and the space (S, /) represents in fact an asymptotically flat initial data set for Einstein’s
vacuum field equations with vanishing second fundamental form for which the point i
represents space-like infinity.

Condition (ii) and the positive mass theorem imply that these initial data sets have
ADM mass

m > 0. (2.5)

Our main reason for requiring B, not to vanish identically on some neighbourhood of
i is, however, that otherwise the data would be conformal to the static Schwarzschild
data on that neighbourhood and the following analysis would become trivial.

The evolution in time of initial data as described above has been analysed in [24] in
a neighbourhood of the ‘critical sets’ at which space-like infinity ‘touches’ null infinity.
In this context, condition (iii) has been obtained as a necessary requirement on the data
for the solution space-time to extend in a certain sense smoothly to the critical sets.
Understood as a sequence of conditions for 0 < p < py, (2.2) is conformally invariant
([21]) and therefore relevant for the initial data (S, /).

To analyse the strength of condition (2.2), which is our main interest, it suffices to
consider the metric 4 and its associated structures on some open neighbourhood U of i.
This neighbourhood can and will be assumed to be sufficiently small for the following
statements to be correct. With the restriction to such a neighbourhood we will lose sight
of the global condition (i) which will therefore be ignored in the following.

We recall some facts which have been discussed in detail, though in somewhat dif-
ferent notation, in [15]. Assuming % to be smooth, a convenient local representation of
the function 2 near i is obtained as follows. Given the ADM-mass m > 0 of the initial
data set we write . = m? /4. Then there exist C* functions p, w on U which satisfy

p=0, Dyp=0, DyDpp=-2phg at i, p=>0 on U=U)/{},
(2.6)

and

4
Ly (p_1/2+w)=7%5i on U. @2.7)
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The factor 2 ~/? is inserted on the right-hand side to simplify some of the expressions

below. The C* function Ly (w) vanishes at all orders at the point i and the function w is
determined up to replacements w — w + w’ with smooth solutions w’ to Ly (w”) = 0.
Because this equation admits solutions with w’(i) # 0, we can assume w to be chosen
such that w(i) = 0. Assuming (2.6), we can write Eq. (2.7) equivalently

1 1
0:E[h,p]EZps—DapD“p+8R,02—,5 on U with s=§Ahp, (2.8)

where p = % 0>/2 Lj,(w) is smooth and vanishes at all orders at i.

If h is (real) analytic the function p is analytic and w = 0, p = 0in (2.7) and (2.8)
([33]). Taking derivatives of the right-hand side of Eq. (2.8), requiring them to vanish
at i and using (2.6), one finds that D, Dy D.p (i) = 0. Given this, a direct calculation
shows that the Taylor expansion of p ati is determined uniquely by (2.6), (2.8) because p
vanishes at all orders at i. In the analytic case the function p is thus determined uniquely
by (U, h, i) and can in fact be considered as a functional of 4 multiplied by w. In the
following it will be important that the expression of the Taylor coefficients of p at i in
terms of quantities derived from h and | are independent of h being smooth or analytic.

The function p and the associated tensor field

Zaplh, p1 = DaDpp — s hap + p (1 = p) Sap, (2.9)

with s given as in (2.8) and the trace free part 5,5 = Ryp — % R hgp, of the Ricci tensor,
will play central roles in the following discussion. We set

1 1
Aglh, pl= Dgs + (1 —p)sabD”p+—RDap+Ep(1 — p) DgR, (2.10)

6
Ebeallt, p1 = (1= p) Boea — 2 Dicp sapp — D p sate hayp- 2.11)
- 1 — cd cd
Euwlh, p] = 5 Bacd € = (I =0) Bab — Dcp Saa €b) - (2.12)

A direct calculation which uses the Bianchi identity
1
D%s,p = ED],R, (2.13)

and the decomposition of the curvature tensor
Rapea = 2 (hafe Layp + hofa Leia), (2.14)
valid in three dimensions, then gives (suppressing the argument [/, p]) the identities

1
Ay = 5 D¢ Yeas (2.15)

1
D[c 2:a]b + z D¢ 2:e[c ha]b = P Epca, (2.16)

1
D, % = 2pAa—2Db,oE;,a+gp3DaR—Da,5. (2.17)
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Static vacuum data. Let us assume that & satisfies the equations
R[h] =0 and X plh, p]=0 on U. (2.18)

The identities above then imply that A, = 0, Egpe = 0, Dy (Z +p) = 0 on U, whence
> = —pon U because X + p = 0 ati by (2.6).
If we assume in addition that / is analytic then ¢ = 0 whence ¥ = 0. Setting then

1 - .
v LoV g h=Q?h with Q, =

_1+\/5 on U=U\{i},

_r
w1+ /p)
(2.19)

and using the transformation law of the Ricci tensor under conformal rescalings, one
finds that v and £ satisfy the equations

~ 1 ~ -~
Rapli] = = DuDpv =0, Ajv =0, (2.20)

which imply that the Lorentz metric § = v2 dt® + h defines a Lorentzian asymptotically
flat solution to Einstein’s vacuum field equations on M = R x U which is static.

It is well known ([5]) that asymptotically flat solutions to the static vacuum field
equations (2.20) admit conformal extensions at space-like infinity with a rescaled met-
ric & which is real analytic near i in suitable coordinates (so that (2.7) holds with w = 0)
and satisfies the conformal static field equations (2.18).

It follows then that

0= Eaplh, ] = (1 = p) Bap — Dep Saca €5, (2.21)
which implies
0= Ba, D°p D’p near i, (2.22)

and thus condition (2.2) with p, = oo ([21], see also Sect. 6). Because of the conformal
invariance of (2.2), data which are conformal to static vacuum data near space-like infin-
ity thus represent a class of data which satisfy condition (2.2) in a non-trivial way. This
implies the existence of a large class of time-reflection symmetric, asymptotically flat
vacuum data which are C* and satisfy (2.2) in a non-trivial way. The examples pointed
out in the Introduction have in common, however, that they behave asymptotically like
metrics which are conformal to static vacuum metrics.

If above we had just required that & were C*°, that R[h] = O near i (a conformal
gauge that can locally always be achieved), and that ¥, [/, p] only vanished at all orders
at i, we would have concluded that 2 and v satisfy the static vacuum equations asymp-
totically in the sense that the fields on the left-hand sides of Egs. (2.20) have, in terms
of coordinates exhibiting the asymptotic flatness of the metric A, arbitrarily fast fall-off
behaviour at space-like infinity. Similarly we would have concluded that the fields on
the right-hand sides of Eqgs. (2.21) and (2.22) vanish at all orders at i from which we
would again have obtained (2.2) with p, = oo.

In this article we would like to answer the following question. Suppose h is a smooth
metric which satisfies condition (x), does there exist a criterion which allows us to
decide whether h is in fact conformal to a metric which behaves at space-like infinity
asymptotically like a static datum ?

Though the meaning of the question should be intuitively clear, the following defi-
nition allows us to explain some subtle distinctions.
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Definition 2.1. Let (S, h) denote a smooth, time reflection symmetric, asymptotically
flat vacuum data set (one end only) and S’ a (in the following suitably chosen) neigh-
bourhood of space-like infinity in S. We say that (S, h) is

(i) asymptotically static of order j for some given positive integer j if there exists

a static, asymptotically flat vacuum data set (N,k,v) and a diffeomorphism r :
N — §' so that Y*h —k= 0(|z| 7Y as |z| — oo, where 7% denote coordinates
on N in which kap, = —(1 + Iz\ Y 8. + O(|2|~149)) as |z] — oo with some € > 0,

(ii) weakly asymptotically static if it is asymptotically static of order j forall j € N,

(iii) asymptotlcally static if there exists a static, asymptotlcally ﬂat vacuum data set
(N, k,v)and a dlﬁfeomorphlsm VN — 8 sothat v*h —k = O(|z|™7) for all
Jj € Nas |z| — oo, where z% denote coordinates as in (i),

(iv) static near space- -like infinity if there exists a static, asymptoncally flat vacuum
data set (N, k,v) and a diffeomorphism i : N — § so that y*h — k = 0.

More generally, (S, h) will be said to be: (i") conformal to data which are asymp-
totically static of order j, (ii’) conformal to data which are weakly asymptotically
static, (iii”) conformal to asymptotically static data, (iv’) conformal to static data
near space- -like infinity respectively, if the requirements of (i) - (iv) hold with the rela-
tion y*h — k replaced by 1//*h 6% k, where 0 denotes a smooth conformal factor 0
suchthatc <0 <c'on N with some constant ¢ > 0.

In both hierarchies any given condition implies the preceding one. If (S, &) in (iii)
is such that (N , I;, v) and ¥ can be chosen so that w*ﬁ is real analytic, it also satisfies
(iv) The discussion in the Introduction shows, however, that there exist C* spaces
(S h) satlsfylng (iii) which are not static in any nelghbourhood of space-like infinity.
Even if (S h) in (i) is such that for any given j the space (N k v) and the map ¥
can be chosen so that w*h is real analytic and the condition of (7) is satisfied, condition
(iv) may not necessarily follow. It has been shown in [27] that any static vacuum data
set (N, k, v) is defined uniquely up to diffeomorphisms by a sequence of ‘null data’.
The map  allows one to associate with (S, h) null data up to some order j' = j'(j).
Without further analysis there is, however, no reason to assume that the fact that this can
be done for all j € N implies that there can be associated with (S, /) a unique sequence
of null data which satisfy the convergence requirement found in [27].

Property (ii') is of particular interest here. Data (S, &) which satisfy it are at pres-
ent the most general ones known to guarantee, possibly after the suitable conformal
rescaling, a smooth extension of the solution jets to the critical sets.

In the category of conformally compactified C* metrics our problem is a question
about the structure of the Taylor expansions of the metrics at the point i. The direct anal-
ysis is not only awkward, however, but it is also not easy to see how the argument could
go. For convenience we shall therefore consider at various occasions metrics which are
real analytic on some neighbourhood U of i. This will allow us to study some of the
relevant subproblems in closed form. Once the basic argument is understood the results
can then also be obtained by successive order for order arguments in the C*° case.

3. The Basic Equation

To discuss the nature of our problem more closely, we need the following consequence
of the conformal covariance of Lj which slightly generalizes Lemma 2.1 of ([28]).
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Lemma 3.1. Assume that the C initial data set (S, h) with ADM mass m satisfies con-
ditions (i) - (iii) so that = m2/4 > 0 and p is given on some neighbourhood U of i.
Let m' be a positive number and ¥ be a positive solution of the equation

L,(W)=0 on U. (3.1)

If we set h!,, = 4 hap, then the Ricci scalar of the metric h' satisfies R[h'] = 0 on U
and the functions p’' = % @@ ) p, w = /l% @ (@) )~ w satisfy

1 4
Ly(—= +w) = LY

Vo' Vit

where 8, denotes the density which coincides with the standard Dirac measure 8 in
i-centered h' normal coordinates. Conditions (2.6) hold with p, j, and D replaced by
o', i’ and the derivative operator D' of k', w'(i) = 0, and Ly (w") vanishes at all orders
ati.

Assuming that m’ = m, 9 (i) = 1 and writing @ = 92 we have

Wy =0 2 hay, p =0 lp, (3.2)
w(i) = 1. (3.3)

It will be convenient to rewrite Eq. (3.1), which reads in the new notation
Ly '?) = —é w2 R[W] =0, (3.4)
in the form
0=3[h o]l=2wt — Dyw Do + é R[h]»® with ¢ = % Apo. (3.5)

We note that there is still a considerable freedom in choosing the function w.
To express

Zaplh', p'1 = DyDpp" — 5" hyyy + p'(1 = p') 55,
in terms of 4 and p, we use

D.p'=w'Dyp—o?pDyw,
DD} p' =w ' DyDyp—w2 p DyDpw—w 2 hyp Dew D p + @ p hyp Dew D w,

X 1 .
s'hly, = [a)l s —w 2 DewDp —p (§ o Ao — 03 Dow D‘a))] habp,
which give with the general transformation law
_ 1 _
sy = Sablh'] = saplh] + 0 ™" Dy Dpo — 3 hav @ 'Apo, (3.6)

the relation

1 % .
Eab[h/, IO/] = ; Eub[hv 10] - 3 2:l/lb[ha C()], (37)
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with

Saplh, ©] = DaDpw — hap t + @ (1 — @) Sap. (3.8)
We note that (3.7) holds for arbitrary positive conformal factors w, because Eqgs. (3.3),
(3.5) have not been used to derive this relation and there has not been assumed a partic-

ular conformal scaling of . If i/ = 9=2h', p” = ¥~ p’ with some smooth function
¥ > 0 on U repeated application of the relations above gives

1 02 .
1 " _ U / I
Zaplh”, p7] = EEab[hsP]__ﬁ3 X[n', vl
L osm 2 (9280 Swli', 01}, (3.9
_1}(1) ab[ 7/0]_(190))3 (lb[ ,a)]"l‘Cl) ab[ ) ] B ()
which implies the transformation law
Saplh, ¥ o] = 92 Baplh, 0]+ w Sapll, 91, (3.10)

of the functional 245, which is non-linear in the second argument. Similarly we get the
transformation law

. . 1 1
S[h, 9] = 0% 2[h, ] — gﬁzR[h/]+8R[h”]. (3.11)

For later use we note some general relations (suppressing [/, w]). Direct calculations
which use (2.13), (2.14) give

D:2yp = DeDygDpw — hgp Det + (1 —2w) Dew sgp + @ (1 — ) Desgp
= Dy D¢Dpw — R? peg Dgw — hapy Det + (1 — 20) Dew sgp + @ (1 — ) Desap.
(3.12)

. 1 1
D°Yea=2Dut+2 (1—) sqp D”w+§ RDuo+ <o (1 —w)DyR, (3.13)

~ 1 ~
Dic Zapp + 3 D® Xe(c halp = @ {(1 — @) Bpea — 2 Dicw Sa1p — Dw Sefc halp},
(3.14)

A

. .1
D, = w D¢ an—ZDccha+g(u3 D4R. (3.15)

To show that smooth data (S, k) satisfying conditions (i) - (iii) are on some neigh-
bourhood U of i conformal to static data, it is by (3.7), (3.8) necessary to show the
existence of a smooth function w on U with w (i) = 1 that satisfies (3.5) and the basic
equation

DuDpow — hapt + @ (1 — ) sap — @ fap=0 with fup= fuplh, pl=p "2 Saplh, pl.
(3.16)

If h and w were real analytic this would also be sufficient. To show that the data (S, &)
are asymptotically conformal to static data in the sense that 4 could be rescaled so that
the field X[/, p']in (3.7) vanishes at all orders at i one would have to find a solution
w of (3.5) so that the term on the left-hand side of Eq. (3.16) vanishes at all orders at i.
Even if we ignore the question of analyticity here, these tasks are complicated by several
features of (3.5), (3.16).
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The system (3.16) is highly singular at i. In coordinates x¢ with origin at i we have
,02 = 0(|x|4) as x* — 0. Thus we can only expect to find a smooth solution w if f,;
admits a smooth extension to a whole neighbourhood of i. As shown below, this can be
true only if the Taylor coefficients of X, at i satisfy conditions at any order. Dividing
both sides of (3.7) by p’? and assuming o to be an arbitrary smooth positive conformal
factor on U gives the relation

1.
fablh', p'1 = @ faplh, p1 — > Zaplh, o], (3.17)

which shows that the possibility to extend f,; as a smooth (real analytic) function to U
only depends on the conformal class of /.

We add a few observations concerning the function f,;,. Where defined, f,; is sym-
metric and h-trace free. From

D fap = ,0_2 D:Xgp — 2:0_3 Dcp Zap = ;0_2 D:Xgp — 2,0_1 Dep fab,

with (2.8), (2.15), (2.17),
2 1
D¢ fup = — (pAg — D% Z.p) = ~ D, R follows. (3.18)
0

The divergence of f,; thus extends smoothly without any assumption. Moreover, with
(2.16),

1
Dic faw + 5 D¢ feic happ

_ 1 _ 1
=p 2 (D[cza]b + E Deze[c ha]b) —-2p ! (D[cp Zalp + E Dp Yele ha]b)

= )071 {(] — ) Bpea —2 D[cp Salb — De/) Selc ha]b -2 D[Cp fa]b
—D°p Sele ha]b} ,

whence follows
ca 1 e ca
2(1 =) Bpa =2 Dep (Sap + fap) €a) " = p | De fab + 7 D¢ fec hap | €47,
(3.19)
and, using (3.18),
1 e
1Y D[c‘falb = E 1Y D[thu]b + (1 = p) Bpea — 2D[c,O Salb — D P Selc hu]b
=2 Dpep faip — Dp fele hatp- (3.20)

If f,» admits an analytic extension to some neighbourhood of i this implies a relation
between f,;, and Bgp. It will be used in Sect. 8.
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The system (3.5), (3.16) is highly overdetermined. Assume that f,; extends smoothly to
a neighbourhood of i. To some extent the situation is then ameliorated by the following
observation.

Lemma 3.2. Any solution on U to (3.16) which satisfies w(i) = 1 and f)(i) =0, ie
1 .
2t = Dyw D%w — ‘ R[h] at i, (3.21)

also satisfies Eq. (3.5) on U.
In fact, (3.15), (3.16), (3.18) imply

$- [ c % 1 3
DX =w D (0 feq) —2D a)Ew+6a) D,R
3 e c 2 $ 1 3
=w D feq +2 D 0 (w fca—Em)+gw D,R =0.

Thus apart from requiring @ (i) = 1 and the relation (3.21), which fixes the value of
t ati once

ca = Do (i), (3.22)

is known, we are left with (3.16). It may look somewhat odd that a condition of sec-
ond order at i has to be specified above but this becomes plausible with the following
observation. Applying to both sides of Eq. (3.16) the covariant derivative D., com-
muting derivatives on the right-hand side, contracting, and observing (3.18) gives the
integrability condition

N 1 1
0= Aulh,w] =Dyt + (1 — ) s4c Dw + 3 RD,w+ Ea)DaR —w fue Do,
(3.23)

which may require the specification of 7 (7).
The overdeterminedness does not leave much freedom. If | — a,a[> t — y (1) €
U, a > 0, denotes a geodesic with unit tangent vector y¢ and y (0) = i, the equations

VPl Baplh, 0] — @* fap) =0, P (Zaplh, 0] — @* fap) =0,  y* Aulh, w]=0,

can then be read as a system of ODE’s for the quantities w, D,w, t along the geodesic
y. Solving it along all such geodesics with initial conditions

1 1
w(i) =1, y'Dew(i) =y“cqa, 1) = 5 Ca - T R[h],

gives smooth fields w, D,w, t on U. It follows that if there exists a positive solution w
of (3.16) it is uniquely determined by ¢, and it is smooth resp. real analytic if & satisfies
this requirement. This does not answer the question, however, whether there does exist
a solution to (3.16). In fact, it is not clear whether the fields denoted here by D,w and ¢
can be obtained from the given function w by taking suitable derivatives. There remains
a somewhat subtle problem.
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What determines the value of c,?. Assume that & is conformally flat near i. Since the
question we wish to answer only depends on the conformal structure of 2 we can assume
h to be flat near i. Let x4 be i-centered ~-normal coordinates near i so that s, = —684p.
Then p = (x, x) = 84p x¢ x? and it follows that =, = 0. The geodesics y are given by
the curves T — x“(t) = v x¢ with (x4, x,) = 1 and the equations above take the form

d? d d
_— = —Da — a = —1 = L.
d12w+t 0, 77 w—tk 0, dtt 0

The solution, given by

t=-2(cc), D'w0o=2c"-2(,0)x*, w=1-2(x,c)+(c c)(x,x),

defines also a solution to (3.16). The metric h; b= —w2 84p SO obtained is again flat, it

holds A, = (fxh)ap, where the diffeomorphism f, which maps a neighbourhood of i
onto another such neighbourhood, is given in our coordiates x by the special conformal
transformation,

1
x4 — f4(x) = > (xa —(x,x) ca) .

In this case the choice of ¢, is completely free.

In the case where & is not conformally flat near i the situation is more complicated.
Assume that & satisfies Egs. (2.18). We could then try again to solve Eq. (3.16) for some
initial datum ¢ # 0. If there existed a solution w, both metrics, 4 and i’ = 0 2h,
would satisfy Egs. (2.18) with dw # 0 in a neighbourhood of i. It has been shown in
[28,29], however, that this can be the case only for a very restricted class of solutions
and that ¢, must be related in those cases in a special way to the solution /. In general,
(3.16) is solvable only for a unique choice of ¢, if it is solvable at all.

4. The Central-Harmonic Gauge

Some of the following considerations will simplify if the conformal scaling of # is suit-
ably normalized. There are several ways to restrict the conformal freedom of 4 near i, but
in general it is not possible to remove it completely. In general, specifying a conformal
gauge leaves the freedom to specify the value of the conformal factor and its differential
at i. This is related to the fact that dilations and special conformal transformations map
certain neighbourhoods of the origin in Minkowski space conformally onto each other.

The conformal scalings most suited to our purposes seem to be the ones in which
the metric 4 has the property that its coefficients 4,y in i-centered normal coordinates
satisfy the relation

det(hyp) = —1 near i. 4.1)

The coordinates so obtained have been occasionally referred to as conformal normal
coordinates. In [32] the same terminology was used for coordinates defined in a com-
pletely different way and related to a different type of normalized conformal scaling,
and in Sect. 8 still another gauge will be mentioned which has also been referred to as a
conformal normal gauge. To avoid any confusion we shall not use that name here. Fol-
lowing [44] (cf. also [36]) with some simplification, we shall refer to metrics satisfying
(4.1) as being given in a central harmonic (conformal resp. coordinate) gauge, always
assuming that the center referred to is given by the point i.
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For real analytic Riemannian or pseudo-Riemannian spaces (S, h’) of dimension
n > 3 the existence of conformal scalings leading to (4.1) with respect to a prescribed
center point has been discussed in [36]. It was shown there that for prescribed values
9(i) > 0 and d e T;*S there exists a unique real analytic function ¢ near i which
assumes these values at i and for which the metric # = 92/’ satisfies in i-centered
harmonic coordinates the condition (4.1). The existence of such scalings in Riemannian
spaces has been discussed in [6] in the C*° and in [37] for suitable values of k and « in
the C*¢ category.

As mentioned in the references above, the central harmonic gauge can be character-
ized by several useful conditions, which we discuss in the 3-dimensional Riemannian
case. Condition (4.1) is saying that the exponential map exp; is volume preserving. Let
U denote a convex normal neighbourhood of the i and I"(p) the square of the /-distance
of a point p € U from i. It represents the unique smooth (real analytic) solution to the
conditions

D,L' DT +4T =0 on U, r=0, D,I'=0, D,Dy,I' =—-2hy, at i.
4.2)

The equation on the left-hand side will be referred to as the eikonal equation (though
this is usually used for the equation which is obtained by rewriting the equation above
in terms of the unknown \/F). In i-centered normal coordinates x“, characterized by
the condition /ap(x) X2 = hap(0) x? = =845 xP, T' = |x|2 = 845 x x” holds, whence
D,T = —2 hyp, x? and thus

 (det(hap)) e X

DyDpl"' = —2hgp — h ‘, Al = =2 4.3
a b ab ab,c X h n det(hup) 4.3)

This shows that (4.1) is in our case equivalent to
AT = 6, (4.4)

or to

1
Apl— ) =47m6;. 4.5
h (ﬁ) 7 4.5)

On the geodesics sphere S, = {+/T = ¢ > 0} with small radius ¢ consider a frame
er, k =1,2,3, with e‘f =« F)_l/ 2 DT the geodesic radial unit vector and vectors
ea, A =2,3, tangent to S such that i(e;, ex) = —8 . The second fundamental form
on S, given in the frame e4 by xap = h(De,e1, ep) = 4T)"V2e% e D,D,T, has
then trace

hAB yap = (AT) V2 (AT + e e D,DyT) = (4T)7V/2 (AT +2),

2
\/_F.

A characterization of the central harmonic gauge in terms of fields of higher order
which will be used later on is obtained as follows. Applying two covariant derivatives
to the equation on the left-hand side of (4.2), commuting covariant derivatives, and
performing a contraction gives with n = 3,

which implies that A,I" = —2n is equivalent to hAB XAB = —

0 = Ry, DT DT + D,DyT D*D’T — 415 + DT Dy(ART +21) +2 (AsT +2n).
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Because we can write in i centered normal coordinates x4,

DT (y(r)) = 2x%(y(r)) = -2t xy, x¢ = const. # 0, T an affine parameter,

(4.6)
along any geodesic y (t) passing through i, it follows for smooth functions f that
DT'D,f =-21 %f along the geodesic y (1), 4.7)
and thus
DT Dy(ART +2n) +2 (AT +2n) = =272 % (w) .

Because A" +2n = O(|x|?) in normal coordinates as x¢ — 0 by (4.3), it follows

ARl = =2 n holds in normal coordinates near i if and only if
Rap DT DT = 4n — Dy DT DDT = —h b hyp o xS hepa x4, (4.8)
in normal coordinates near i.

Here Egs. (4.1), (4.2), (4.3) have been used to obtain the expression on the right-hand
side. The central harmonic gauge thus implies near i the relations

4
sap DT DT — JTR= 4n — Dy Dyl DODPT = —h b8 hypy o x€ hof.a x°,

(4.9)
a b a b 4 4
Desap DT DT + 24y DT’ DeD'T' — 2 DI R — 2T DR
=—-2D.D,DpT" D*D"T, (4.10)
Dy DeSap DT DPT +2 Dosgp DgD®T DPT +2 Dysap Do DT DT
42545 DgDeD T DT + 254, D.D°T DyD"T
4
=5 (DaDeRT + DR Dyl + DgR DT + R DyD,T)
=—-2DyD.D,DpT" D*D’T —2 D.D,D,T" D4D*D'T. 4.11)

Relation (4.9) implies in particular that in a central harmonic gauge R, x¢ xP=o0(x|H
as |x| — 0, and thus

R(@) =0, s4p@i) =0, DgR(@) =0, DSpe)(i) =0, 4.12)
whence

Dy Rpege(i) =0 if Byp(i) =0. (4.13)

5. The Function p

In this section we describe a construction of the function p which allows us to relate it
to the properties of the local geometry near i and to analyse the regularity of f,; at all
orders. We assume here /4 to be real analytic. As pointed out in [15], the construction
discussed here also gives rise to the construction of a corresponding function p in the
C case.
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5.1. The Hadamard construction. Suppose (S, h) is real analytic near the point i. We
use Hadamard’s construction to obtain a parametrix with pole at i for the operator

1
L=L,=A,— 3 R[h] with A, = D, D“.
To begin with we keep the scaling of & general. We shall specialize to the central-har-
monic gauge later.
Let x¢ denote h-normal coordinates centered at i and I' the function considered in

(4.2). Our discussion will be restricted to a sufficiently small convex normal neighbour-
hood B(i) of i on which & and the function I" are real analytic. A real analytic function

U (x%) which satisfies U (i) = 1 and L[U F_%] = 0on B(i) \ {i} is obtained on B(i) as
follows. Inserting the ansatz

o0
U=> U,I?, 5.1
p=0
with coefficient functions U, into the equation

\ |
0=—F%L[Ur—%]:D“FDaU+5(Ahr+6)U—rL[U], (5.2)

writing the resulting expression again as a series in terms of powers of I', and assuming
that the coefficients functions vanish seperately yields the equations

1
DT DUy = ) AR T+6)Uy, U@G) =1, (5.3)

1
DT DyUpst = =3 (AT +2 = 4p) Ups1 LUy, p=0,1,2,... .

2p+1
(5.4)

The solutions U, are obtained as follows. Writing (4.6) along a given geodesic equa-
tion (5.3) reduces to an ODE which can be immediately integrated to obtain the solution

u 1 T o ds
Uo(r)c*):exp[é—t/O (Ahl"+6)(sx*)?],

which can also be expressed in the form

Y 1! 4. ds
Ug(x") = - (AT +6)(sx) — 1. (5.5)
4 0 N
The remaining equations, rewritten with (5.3) in the form
U U LIU
D“FDa( "“) =2(p+1) ( ”“) __HOL 012 56
Uy Uy 2p+1)Uy

have unique smooth solutions near t = 0 which are obtained recursively in the form

Uo(t x9) / L[
@p+2)tr*t o

U
p](sx:)spds, p=0,1,....

Up+1 (T xi) = Uo
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They can be written more concisely

Up(x) (! LIU]

asPds, p=0,1,....
apr2 Jo Uy SF)sTdsop

Up+1(xa) =

The functions U, are real analytic in a neighbourhood of i if the metric h, is real
analytic there. It has been shown in [33] that the series defined by (5.1) is absolutely
convergent and thus defines a real analytic solution near i.

5.2. An expression for p. The uniqueness of p, comparison of (2.6) and (4.2) give with
(5.1) near i,

k
p=ngm =iy | kD=2 ) [ =2 VI 6D
0 k=0 p=1 p=1
where
1 Uy 3UF —2Uy Uy
Vl:MU_g V2=—2/«LU—8 VSZMU—Sv

The following relations will be used later on. From the expansion above we get with
certain analytic functions F,, Fyp, Fype,

D,p =V D, T +T Fg, (5.8)
DyD,p =DpVi D, T+D,Vi DyU'+Vi Dy D,T +2V, Dp " D, T+T Fp,, (5.9)
D:DpDyp =V D:Dp Dy T +3D(DpVi Dy I' +3 Do Vi DpDyy T’
+6 D(cVo Dp ' Dy ' +6 V2 D(.I" Dy, Dy T
+6 V3 D.I' DU Dy U +T Fepg. (5.10)

Assuming now a central harmonic gauge, various expressions simplify. We get Uy =
1 and thus

1 1
Visu Va=-2uQ with QG =U1G") =—1 i R(sx%)ds, (5.11)

1
Vi=pn(30>—2P) with P(x%) =Uy(x%) = é / s (ARQ — % R Q)(s x) ds.
0

(5.12)
In some calculations it is useful to write with the notation of (4.6),
O( x{) : tR( $ds, P(txy) : /T (ArQ ]RQ)( $d
Xy)=—— sx;)ds, TX,) = — s - = sx,)ds.
* 16t 0 * * 612 0 h 8 *
(5.13)

Moreover, Egs. (5.4) imply in particular

1 1 1
D'TDQ=2Q+ R DTDP=4P- (80~ 0. (14
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6. The Holomorphic Extension

Assume / to be real analytic and all fields to be given in i-centered normal coordinates
x“ on some open convex normal neighbourhood O of i. If we consider R? and thus O as
being embedded in the usual way in C3, all real analytic fields considered so far extend in
aunique way as holomorphic functions to some connected open neighbourhood O of O
in C3 where the extension of /1, is non-degenerate. The differential geometric relations
satisfied on O will be preserved on O and we can assume the extended functions x¢ to
define normal coordinates in the sense that x4 A, (x¢) = x4 h,,(0) on O.

We are only interested in properties which hold on some unspecified connected open
neighbourhood of i. In various of the following statements it is understood that O or
other neighbourhoods of the point x¢ = 0 are chosen sufficiently small and ‘close to i’
should be read as a reminder of this. Though it would lead to logically more satisfactory
statements, we shall not introduce the language of germs of analytic functions (cf. [38]),
hoping our simple applications of complex analysis to be obvious enough.

The extension into the complex domain will allow us to analyse certain relations by
differential geometric techniques which otherwise would have to be discussed in terms
of formal expansions. The symmetric tensor /.5, defines at each point of O a cone of
null vectors. Of particular interest to us will be the subset AV; of O which is generated
by the complex null geodesics passing through i. In terms of the normal coordinates x¢
or the extended function I', which satisfies (4.2) on O, we have

Ni={x% € O|8px" x> =0} = (x* € O|T(x%) = 0). (6.1)

Because null geodesics considered as point sets are conformal invariants, the set N;
is a conformal invariant as well. The set N; \ {i} represents an analytic null hypersurface
and M is a holomorphic subvariety of O with singular point i ([38]).

Equation (3.16) can only admit smooth solutions if the tensor field f,;, = p_2 Yab
extends smoothly to i. This requirement implies at all orders restrictions on the coef-
ficients of the Taylor expansion at i of ¥,;,. The details of this fact are most easily
discussed if 4 is assumed to be real analytic. The field f,; then extends as a real analytic
field to i if and only if it admits a holomorphic extension to O. Because p = uI' U2,
where U (i) # 0, this then implies that the fields X,, and D.X,; are holomorphic
and vanish on ;. The infinite sequence of conditions on the Taylor coefficients of these
fields at i follow because i is a singular point of N;.

Lemma 6.1. A holomorphic tensor field T on some neighbourhood O of i vanishes

on N; if and only if its covariant derivatives at i satisfy in space spinor notation the
sequence of conditions

Dc,p,---De,ppT()=0 p=0,1,3,..., (6.2)

where the brackets denote symmetrization. The equivalent conditions in tensor notation
read

Di,...DeyT() =0, p=0,13,..., 6.3)

where the curly brackets denote the symmetric trace free part with respect to the indices
in brackets.
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Proof. Since we consider tensor relations we can use coordinates and a frame field which
are well adapted to the situation. Let e;, a = 1, 2, 3, be an h-orthonormal frame field
on O near i which is parallelly transported along the i-geodesics through i and let x¢
denote normal coordinates centered at i so that e® ; = < dx?, e, >= 8%, ati. At the
point with coordinates x¢ the coefficients of the frame then satisfy

el ax® =8P 5 x%, xpela=xp8"2 where x, =8, x", (6.4)
where it is assumed, as will be done in the following, that the summation rule does not
distinguish between boldface and other indices. In the following all tensor fields, except
the frame field e, are expressed in terms of this frame field, so that the metric is given

by hap = h(ea, e¢) = —8ap. With Dy = D, the connection coefficients with respect
to e, are defined by Dy ec = I'y b ep. Let X denote the vector field near i which has in
normal coordinates the expansion X (x) = x2 82, eq, so that X = —1/2 grad, T" and

thus tangential to the geodesics passing through i.

Suppose T is a tensor field of rank (r, s) near i which has components 721-% y,  p
with respect to the frame e.. Since Dy e. = 0, we find for x* sufficiently small and
7| <1,

d

ad
d_f( aj..a, by b, ('L' .Xe)) — .Xf (mTaL..ar bl...b,;)(f xe)

= X ) (DT p, b, (T ).

Observing that such formulae also hold for the covariant differentials of T', we get for
p=0,1,2,..., by induction,
dar

ﬁTal"'a’ b1..b (T x€) = X% ... X9 (xe)Dcp ... D¢, (7312 by..b ) (T x°).

This implies a Taylor expansion of the form

o
1
Ty b, (0 = > XD XTG De, o De T b (0, (65)
p=0""

which is absolutely convergent for sufficiently small values of x¢.

Let y () be a null geodesic on N; with y(0) = i. In the normal coordinates x it
has a representation T — 7 x¢ with some x¢ # 0 which satisfies 8,5 x¢ x? = 0. In the
space spinor formalism, in which the frame is written e4 g with eqp = e(a p), the vector
field X = X458 ¢4 p is null along y so that we can write X458 (y (1)) = v14 (8 with a
spinor field (4 which satisfies D,;LA = 0. With this notation the expansion (6.5) implies
along y,

o0

1 .
T b (v (D) = D o P 0 Pr Py Dep, L Deyp TR by, ().
p=0""
(6.6)

We can symmetrize here over the indices C, ... D1 and conclude that T vanishes along
y if and only if

0= LC” LD” ...Lcl LD' D(Cpr - DCIDI)Ta""a’ bln-b.r(i) p= 0,1,3,....
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Since y was arbitrary these equations must hold for arbitrary (4, which implies for all
p = 0that Dc,p, ... Dc,p))T** v, b, (i) = 0. Relation (6.3) is just the translation
of this equation into tensor notation. O

We note that the singular nature of the point i with respect to A; comes into play only
in the last step of the argument, where it is used that all null directions at i are tangent
to NV;. In the analytic case a similar argument implies:

Condition (2.2) with p, = o0 is equivalent to the condition that

Bay D*p DPp =0 on N; near i, 6.7)

which follows from (2.22).

In fact, the gradient D48 p is by (5.7) proportional to DABT" on N; whence tangential
to the null directions on N; and thus also proportional to (4 (% along y. On y the relation
(2.22) is thus equivalent to Bspcp A8 €D = 0. The conclusion then follows with
the type of argument above.

Observing that D?p is tangential to the null directions of ;, which are conformal
invariants, and that B, is a conformal density, condition (6.7) and thus condition (2.2)
with p, = oo is seen to be conformally invariant.

To control the smooth extensibility of f,;, we would like to make use of condition
(2.2) with p, = oo. Sorting out in terms of Taylor coefficients whether this condition
implies relations like (6.3) with 7' corresponding to the fields ¥, and D, X, would
require some awkward algebra. The following result will allow us to discuss the question
in a more geometric way.

Lemma 6.2. Let g be a real analytic function on O. Then the real analytic function
f= % on O\ {i} extends as a real analytic function to i if and only if the holomorphic
extension of g to O vanishes on N;.

Proof. 1If f admits the desired extension, the relation g = I' f then satisfied by the three
holomorphic functions to O implies that g = 0 on V;.

Assume that g # 0 on O and g = 0 on ;. Denoting the normal coordinates x¢ by
x, y, z we have I' = x2 + y + z2. By the Weierstrass Division Theorem ([38]) there
exist then holomorphic functions & = k(x, y,z), a = a(x,y), and b = b(x, y) such
that

g=kI'+az+b near i. (6.8)
Our assumption implies that a(x, y) z + b(x, y) = 0 if x> + y* + z2 = 0 and thus
b* = q a® with q= —()c2 + y2), (6.9)

for (x, y) close to (0, 0).

Consider the ring Hy of functions which are defined and holomorphic on some con-
nected open neighbourhood of the origin in C>. We consider these functions as repre-
senting their Taylor series at the origin which converge on some neighbourhood of the
origin. A function m € Hy is called a unit if it has a multiplicative inverse m ! close to
the origin, that is m (0, 0) # 0. A non-vanishing function m € Hy is called a nonunit if
m(0,0) = 0. A nonunit m € Hy is called irreducible over Hy if it cannot be written as
a product m = m1| my of two nonunits m, m» in Hy.

To show that (6.9) leads to contradictions unless @ and b vanish near (0, 0) we use
the fact that every nonunit in Hy can be written near the origin as a product of a finite
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number of irreducible factors which is unique up to reorderings and insertions of factors
€ - €1 with units € ([38]). An example of this situation is given by the relation

g=¢qs+q-=€cqye ' q_ with g1 =ix+y and € aunitin Hp.

Most important for us is the observation that € can not be chosen here such that € g, =

e~! ¢_, in other words, g can not be written in the form ¢ = ¢ with some ¢ € Hy. It

follows then immediately from (6.9) that a cannot be a unit. Thus, if a # 0, a and b
admit factorizations in terms of irreducible factors so that (6.9) takes the form

2 .2 2 2 2

bl-b2~...~bk=qal~...~a~.

1

But the uniqueness of the factorization implies that this is in conflict with the observation
that ¢ cannot be written as a square. It follows that a = 0, » = 0 in Eq. (6.8) which
implies that g = 0 on A;. O

6.1. Some relations on N;. For the analysis of fields near A; it will be convenient to
consider a neighbourhood W of a given null geodesic y () in V;, y(0) = i, and assume
W to be ruled by null geodesics. Let

n?, p*, m® with n* = DT, (6.10)
be a smooth frame on W \ {i} satisfying
ngn® =p, p* =n,m® = p,m* =0, ng pt =1, mgm® =—1/2.  (6.11)
Assuming that m“ is parallelly propagated along the null geodesics,

n“Dan® = =2n®,  n'Dym® =0, n'D.p’=2p" on W\ {i}follows.

(6.12)
In the notation of (4.6), (4.7) along the null geodesic y, where 6,5 x& xf =0,
n(y(r)) = -2txy, P(y() =0(z|™") as 7 — Ofollows.
(6.13)
The frame is fixed by these conditions up to transformations of the form
m* > m'=4+m+cn®, p’— pl=p'+2cm®+ctnl, (6.14)

where ¢ is a function on W \ {i} which satisfies there D*T" D,c = 2c.
The vectors n¢, m“ span the tangent space of AV; \ {i} at points of W \ {i} and

hap = ng pp +np pg — 2m, mp holds. (6.15)
Furthermore, possibly after replacing m® by —m?,
€abe = A g mp g With a =i 6+/2follows, (6.16)

and consequently

o
np pels P° €ape = 3 ™Mb Pel- (6.17)

a o a
n- €gpc = g nipmel, M- €gpe =

N R
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In the following we assume (6.16), which removes the freedom to choose the sign in
(6.14).
Observing that D% = UO_2 DT on N; and u UO_2 # 0 near i by (5.7) we see
that (2.22) implies
DT DT B,y =0 on A;. (6.18)

The following consequence of this relation will be important for us.

Lemma 6.3. If DT D’T' By, = 0 and DT D’T'sy, = 0 hold on N; then
DT m? s4q = 0 holds on N;.

Proof. We have
n® D,n" = DT D,DT = 1/2 D*(D,I" D°T) = —2 DT = —2n",
and thus with suitable coefficient functions
méD.n® =yn*+8m?, n°D.m" =pn® +7m°,
because the members on the left-hand sides contract to zero with n¢, and
ynt+8m® =mP DyDT — —2m® whence y — 0, § - —2 as x* — 0holds.

For the Cotton tensor we have

1 1 1
By = E Dy spa €. ab + ﬁ DR e, = 5 D, Sb(d €e) ab’ (6.19)

where the Bianchi identity has been used in the second step. With (6.17) it follows on
Ni

n®n® By, = 10(—2 n*mP — m® n®)n? D, spg
= 10{_2 {nc De (sqa m? n%) — m€ D, (s4q n% n%)
- (nC De(m? n®) — m® D, (n? na)) sda}
= % {n” De (sga m® n®) — m® De (saa n n®) — (o — 2 ) nn® 54

—(T —2—28)n"m® sa,,} , (6.20)
which implies with our assumptions the ODE
d a b a b
0=27 d—(sabm n’)+(m—2-—26) (sqpm“n”),
T

for sy, m® n® along the null geodesic y on V;. Because 71 —2—28 — 2 > 0ast — 0
and because y is arbitrary, the result follows. O
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7. The Smoothness of f,

In this section we show that condition (2.2) with p,, = oo ensures the regularity of our
basic equation.

Proposition 7.1. Suppose the metric h is real analytic near i. The field fup = p~2 Zap
extends then as an analytic tensor field to i if and only if the Cotton tensor satisfies
condition (2.2) with p, = 00 or, equivalently, condition (6.7).

Proof. Lemma 6.1 shows that the Taylor expansion coefficients of X, at i must sat-
isfy conditions at any order if f,; is to extend smoothly to i. Instead of analysing the
expansion coefficients we shall study the holomorphic extension of %,; on N;. The
requirement that f,, = p~2 £, extends as a real analytic field to i translates in view
of Lemma (6.2) into the condition that X,; extends to a holomorphic tensor field near i
which satisfies

Yap =0, DXy =0 on N; near i. (7.1)

In fact, ¥, = pzfab and (5.7) imply Eqgs. (7.1) near i if f,; extends as a real analytic
function to i. Conversely, (7.1) implies with (5.7) and Lemma (6.2) the existence of ho-
lomorphic functions /5 and [.45 on O near i such that X, = plgp and D Zgp = p leap-
It follows that D.p Iy = p (Ieap — Delap) and thus 1, = 0 on N; because D.p # 0 on
N;\ {i}. By Lemma (6.2) it follows that l,, = p fy5, whence g = ,ozfab with some
holomorphic function f,; neari.

With the formulation (7.1) of the problem the assertion of the proposition follows
now as a consequence of Lemmas 7.2 and 7.3 proven below. O

The behaviour of conditions (7.1) under conformal rescalings is of interest here. We
have seen that a rescaling of type (3.2) leads to a transformation of the form

1 ,02 ~
/
2:t/zb - Eab = ; Eab - (1? Eabv

and thus
1
D.%y — D.X., = = {22c@ Dpyw + Dew Zap — 2 he(a Spye D0}

1 2p N
+— DeXgp — -3 Dcp Zap
w w

02

_F {a) Dcﬁ:ab+2 f:c(a Dpyw—D.w ﬁ:ab—z hega 2h)e Dea)},

which implies the transformations

1
Zab|j\/,- - Z;;;L/\/,- = ; 2ab|,/\/',-7

1
Dczab|j\/i —> D; E;b'/\/’i = (07 {2 Ec(a Db)a)+Dca) Zab

1
—2he@a Zpye Dea)} + > Dczab) A

While in the first case we find a transformation behaviour as satisfied by conformal
densities, the behaviour is more difficult in the second case. Nevertheless, the pair of



Conformal Structures of Static Vacuum Data 447

conditions (7.1) is invariant under conformal rescalings. This allows us to analyse these
conditions in a convenient conformal gauge.

Not all of the conditions (7.1) imply restrictions on the conformal structure of 4. In
fact, it follows from (2.16) that the relation

1
(D[c Sap + 5 D¢ Yele ha]b) |M =0, (7.2)

is satisfied identically for any metric 4. Observing that X, is symmetric and trace free
we get the decomposition

2 2
Da 2:hc = D{a 2;bc} + 5 (D[a z:h]c + D[a z:c]h) + g D¢ z:e(a hbc)- (73)

It follows that (7.1) holds if and only if
S =0, D%yp =0, D(Zapy=0 on N; near i. (7.4)

Assume now a central harmonic conformal gauge and associated normal coordinates
x“. With the expressions given in Subsect. 5.2 a direct calculation using (4.3) gives

1
;Eabb\[,- = (DgDpl' +2hgqp — 4 Q DaI" Dp)| ;.

Observing (2.15), we need to analyse Ay|a7;, which is given in our gauge by

1 1
— AdlN: = San DhF+(8Q—6R)DaF.
"

Finally, we get in our gauge

1 1
— D XpayIN; = DaDp D T + 3 R DT hpe + DyT spe + pir Sda Ppe.
m

—12D(Q Dy DyT' — 12 Q DT DDy + (18 Q% — 12 P) D,T" DT DT

(2R = 0) DT hoey — 2 DTsaa
— R — — - = S, .
10 5 (a bc) 5 d(a "bc)
Conditions (7.4) thus read, in the same order, in a central harmonic gauge
DDy +2hy, =40 D, T DT on N; near i, (7.5)
1
sqn D'T = (6 R-—8 Q) D,I' on N; near i, (7.6)

D,DyD.T = (12 P — 18 Q*)D,T DyT" DT + 12 D(, Q D,T" Dy

1
+120 DT DpDyT — c R DT hpe — DT spe — DT 544 hipe
72 3 9
+ (? Q — 1—0 R) D(aF hbc) + g Ddl“ Sd(a hbc) on ./\f, near I.
(7.7)

Lemma 7.2. The conformally invariant condition X .| n; = 0 is equivalent to the con-
formally invariant condition D*p D®p Byp| N; =0.
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Proof. The central harmonic gauge implies the following important relation:
sap DT DT =0 on M. (7.8)

In fact, taking a derivative on the left-hand side of the eikonal equation in (4.2) shows
that the field [y, = DgDpl" + 2 hyp satisfies DT" I1,, = 0. Observing that 1, ¢ =
Apl" +6 = 0 by (4.4) it follows that 1, has in a frame satisfying (6.11) the expansion

[yp =Kk ngnp+Bmeny with « = p* PP up, B = —4p*mP y.
This implies that
0=, 0% = D,D,T D*D’T — 12 on M.

Restricting (4.9) to ; and observing the relation above gives (7.8).
Taking a second derivative on the left-hand side of the eikonal equation and com-
muting derivatives gives with (2.14),

DT D M pe + Tpg ¢ — 2T,
= D/Tssp DI+ D/Tsye DT — D"T DT 535 hie

R R
g DT DT +4T {spe + o hep). (7.9)

Contracting with p® m” and observing (6.12), we get the equation n*D, — 4 =
n® m? s, which reads with (4.6), (4.7):

d
E(t2 B) = —%n“ m® sap.

Since 72 B — 0ast — 0by (4.12) and (6.13), it implies in view of (6.20), (7.8) and
Lemma 6.3 that the function B vanishes along a given null generator of N; if and only
if Bap DT DPT vanishes along that generator.

This shows that X45|n; = 0, i.e. (7.5), implies D p DPp Bap|n; = 0. The converse
will follow if it can be shown that k = 4 Q if 8 = 0.

To derive the relevant equation we use the eikonal equation repeatedly and observe
that

D.DyD,T DT D'T = DT {DC(DbDaF DT — DyD,T DCD”F}
— DT {—2 DeD,T — DyD,T DcDbF} —0 near i.
Assume now that g = 0, so that
DyDyT = —2hgp +kngny and n“mPsu =0 on W\ {i}).
This implies that

m*Dyn® = —2m®, mDym® = —p® —vnb, m*Dyp® = —2vm® on W\ {i},
(7.10)
with v = —m® p® Dymy, = m*m® D, py,.
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Contracting (4.10) on W \ {i} with p° and observing (4.4), (7.8) and the equation
above gives

4
S nn Desay — 4n® pP sqp — JR= 0. (7.11)

With our assumption, the Bianchi identity, (6.15), (7.8), (6.12), (7.10) and the relation
0=s5,4=2(n" pb —m4 mb)sab follows:

p-nt n? Desap = (h°4 — n® p+2mm?) n? Desap
1 .
=< n“DyR — nDe(p® n® sqp) + n°De(p® n)sap + 2m€ De(m® n® sqp)
—2m Dc(m® n?)sap

1
=g n“*D,R — n°D.(p? n sap) + 61n° pbsah,

which implies with (4.7), (4.10),

1 4
0= gn“DuR —3 R —n®D,(n® p€ spe) +2n p€ spe
2d( @ pPsap) ! d(R)+3R
=2—(tn sap) — = | —(t ,
ar P T3
and thus the important relation
a b 1 .

n psahzgR—8Q on W\ {i}. (7.12)

Transvecting (7.9) with p? p¢ gives
a a b 1
n“Dax — 6K =2n"p sab+6R,

and thus with the equation above

d 3 _ 2 _l
E(t K)=T (8Q 4R).

With the first of Egs. (5.14) this implies

d 3 .2 l 2 2 i _
E(r (K—4Q))—‘L’ (8Q—4R)—121 0+4t1 (Q+16R)_0,

and thus k =4 Q on W \ {i}. Since W is a neighbourhood of an arbitrary geodesic y,
the desired result follows. O

Lemma 7.3. If any of the equivalent conditions of Lemma 7.2 is satisfied then

DXy =0 on N; near i.
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Proof. The relations
a b a b a b 1 .
n“n’sapy =0, n“m°s,p =0, npsabzgR—SQ, on W\ {i}, (7.13)

which we have seen in the proof above to be a consequence of our gauge conditions and
the conditions of Lemma 7.2, immediately imply (7.6) and thus D?%,, = 0 on ;.

To show that Dy, Ep) = 0 on N; we consider Eq. (7.5). Because n® and m“ are
tangential to W \ {i}, we can take derivatives in these directions which give on W \ {i}
with Egs. (5.14) and (7.12),

1
n* DDy D' = (5 R -8 Q) npne, (7.14)
m® DaDpyD. T =4m“D,Qnpne — 16 Qng myy, (7.15)
and, after commuting derivatives,

n® DyDy DT = 8 Q ny np, (7.16)
m¢ DyDpD.I" = (4m DeQ — m€ p? sca) nany —8 0 2ngmp +npymg).  (7.17)

Corresponding contractions of (7.7) with n%, m® give precisely the same results. This
implies that with the possible exception of p¢ p? p® D¢ Xpq) all components of Dy Xpq)
in our frame vanish on W.

We set

¢ = p° p’ p*DeDyDqT,
and denote the contraction of the right-hand side of (7.7) with p¢ p? p® by g: Then
[ =12p"DyQ+300%+12P — p® p€ sqc, (7.18)
and the proof will be complete when it can be shown that
¢=1¢ on W\J{i} near i. (7.19)

Because (7.5) it is only known so far to hold on V;, this equation does not allow us to
calculate a threefold derivative of I in a direction transverse to JV;. It can therefore not
be used to derive (7.19) and we need a different representation of I".

Calculation of ¢ and comparison with E Let y (t) with y (0) = i denote one of the null
geodesics ruling W and let k, m, p denote a frame at i with k = y’(0) and

h(k,q) =1, h(m,m) = —%, h(k,k) =h(q,q) = h(k,m) = h(g,m) =0.
Assume the frame to be parallelly transported along y so that
Dk =0, Dym =0, Drg=0.
In the normal coordinates x¢ the geodesic y is then given near i by the curve

e =X € Zl<€efa3T—>x(t)=71tx, €N; with x_ =k", € >0,
Be={zeC|lz| <¢) “r)y=tx% € N; with x¢=k“ 0
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and
n“(y(r)) = DT (y(r)) = -2tk along y.

We assume that the vector field m“ considered here coincides on y with the field m“
introduced in Sect. 6.1. Because the fields ¢ and p“ are determined by the normalization
conditions uniquely once k%,m“ and n“, m“ are given respectively, it follows that

a

1
pt =——¢q“ along y. (7.20)
27

For (7, A) € B x B with some €’ > 0 a 1-parameter family x“(z, 1) of geodesics
with affine parameter A and family parameter t is defined by the following conditions:

x%(t,0) = y“(r) sothat x“(0,0) =x“@) =0,
and for given value of t the curve
A= x9(z, A),

is the geodesic which has tangential vector g at y (7).
We extend the fields k and ¢ given on y to the points x¢(z, A) by setting

K4 (t,\) = %x” (T, A), q¢%“(, 2= a%x“(r, A).
Then ¢ is geodesic and the field k¢ is a Jacobi field which satisfies the equation
D; k% = R% oy qb q° k4 along the geodesic A — x(z, 1),
and the initial conditions
k(7,0) =y"“(r),  q°Dck(r,0) =k°D.q"(z,0) = k°Dc q°|, ) = 0.

By construction, the curve A — x(0, 1) is a generator of NV;. Therefore I'(x (0, 1)) =
0 whence

C(x(t, 1) = /T %F(x(f’,)»))dr/ = /T kD T (x(t', 1) dt’.
o drt 0

Along the geodesic A — x(t, A) it follows then

: &3 T d
qa qb qc DanDcF|x(I,A) = d?(r(x(f, A)) = /O d? (kaDaF(x(T/s )»))) dt’

T T
= / q* q* ¢¢ DD} D, (k*DaT (x(t', 1)) dr/:/ Jdt'.
0 0
With the Jacobi equation the integrand J can be written
a b _c

T =qn®q° ¢ k% DoRupea +n® q° ¢ ¢ Dek? Rupea
+3¢°DeDT q" ¢ k% Rupea+3 g¢Dek® g€ ¢" DDy DT +k® q° ¢¢ ¢? DyD.DyD,T.

Restricting the equations above to y and observing (7.20) and (7.5) gives

T
—873¢ :/ Jdt',
0
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where we have along y,

1
i) = P’ P 1 DeRapea +12 Q n® pb p©n? Rape
+p? p¢ p? D,D.D;D,T DT.

The last term on the right-hand side can be simplified by using the eikonal equation
and (7.5),

D.DyD,T DT = D.(DyD,T" D°T) — DyD,T" D.DT
= —2D.DyT +2DgD.T +8 Qneng =8 Qneng on N;holds, (7.21)

which implies with (4.4) and (7.5),
D.DyD,L D*DT =0 on N, (7.22)
and

DyD.DyD,T DT = Dy(D.DyD,I" D°T) — D.DyD,T" D, DT’
= Dy {Dc(DgD,T DT) — DgD,T" D:DT'} — D:DqD,T" D, DT’
= —2DyD.DyT — D,DyD,T D.D*T —DyD,T" D,D.D°T —D.DyD,T" D, DT
=—-2D,D.DyT" +2Dp,DyD.T" +2 D, D.D;I" +2 D.D4 DT’
—4 Q (ne DyDgD,T +ng DyD:D,T +np D.DgD,T" )DT
=2DpD.DyT +2D.DpDgT" — 96 Q> npneng on Ni, (7.23)

whence
DpD.DyD,T D'DT =2" 0’ npn. on Ni. (7.24)

With (2.14), (7.12), (7.21) and (7.23),
1 c b _a 1 c 2
m](y(r)):Zp n’ p Dcsba+8p D.R+6RQ —288Q°+4¢

and thus follows,
T
¢ =/ 2 (p—20)d7, (7.25)
0
with
1
n=—p°n’ p®* Despq — Ep”DcR—3RQ+144Q2
ch c . b c b a 1 e 2
=—h" —n"p’+2m"m’) p Dcsba—ﬁp D.R—-3RQ+144 Q~,
whence
1
n = n° p? p® De spa — 2m  m® p® D¢ spq — i p’D.R —3 R Q + 144 0?. (71.26)

Taking in (7.25) derivatives with respect to t gives

r3i§+312§=r2(n—2§),
dt



Conformal Structures of Static Vacuum Data 453

whence

d d

E(rsé) =7 EHST“@ =1t
and thus finally

1 T
. = —5/ ™ ndt’ along y. (7.27)
> Jo

Because ;:(t) = O(1) as T — 0 by (4.13) and (7.20), we can write the function E
given by (7.18) in the form

s L [T s
It follows then with (7.27) that

¢ = 2 on y near i if and only if K =0 there, where
KE%(%(TSE)—‘LAT)) =-n"D,’+10¢ — 2. (7.28)
The right-hand side of (7.28) reads more explicitly
K = —n°D, (—p“ PP Sap +12 P +12 p?D, O + 30 QZ)
+10 (—p“ PP sup+12 P +12 p® D, 0 + 30 QZ)

. 1
-2 (nCDC(p“ P" sap) =4 p* P’ sap = 2m"m" p* Desap — 7 p*DaR

+144 0% — 3R Q)
_ c a b a b c. b a
= —n"Dc(p* p° sap) — 2 p® p” sap +4m"m” p® Desap

2 a b a b 1 a
—12 4P—§(n p —m m)DanQ+ﬁRQ +120P —24 p“D, QO

+ 120p“DaQ+% p*DyR—121n° p*D,Dy0—60 O (g +2 Q) +120%+6RQ
= —nDe(p® p? sap) — 2 p® pP sap + 4m  m® p® Desap + 72 P — 8m® m? D, Dy, O
—4 p* DT D,DyQ —2R Q +96 p°D, 0 + % p*DyR — 108 0?
= —n°D.(p? pb Sap) — 2 p° pb Sap +4mE mP p® Desqp +72 P — 8m? m’D,D,0
4 {p“ Do(D'T Dy Q) — p° D.D'T DbQ} —2RQ+96p*D, 0
+% p“DyR — 108 02,
where we used that Eqs. (5.14) hold in a full neighbourhood of i. It follows that

K = —n“D.(p“ pb Sab) — 2 p* pb Sab +4m° m" P* DeSap
+72P —8m*m’D,D, 0 +80 p*D, Q0 — 76 Q. (7.29)
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To make use of the second of Egs. (5.14) we consider the ODE
n‘D,K —4K =M,

on y, which is such that the function M on the right-hand side does not contain the
function P. Because

a B d . 2d ,
n“DyK —4K =-2{t —K+2K)=———(°K),
dt T dt

and 2 K — O as T — 0, it follows that
K vanishes along y near i if and only if M vanishes there.
With the expression (7.29) for K, a useful form of M is obtained as follows.
M =n’Dy {—n”DC(pa pb Sap) — 2 p* pb Sap +4mE m? p* DeSap +72 P
—8m m DDy 0 +80 p" Dy Q — 76 02} = 4 {1 Do p su) =29 p 500
+4mE mP p Desap +72 P — 8m mP Dy Dy Q +80 p? Dy O — 76 QZ}
_ dD ) a b c a b a b d c b a
= —=n“Dq \n“Dc(p® p” sap) ) +2n°Dc(p® p” sap) + 8 p* p” sap +4n Dg(m® m” p* Desap)
1 1
—16m° m® p® Desap — 8m* mP n°D. DD, 0 +72 {—3 ApQ+ o, R Q} +160 p®D, 0
b a R a b a 2
+80n” p* DyDaQ ~ 1520 (5 +2Q ) +32m* m” Dy Dy Q —320 p DaQ +304Q

= =1 Dy (0 De(p" " s0)) + 28 Dep " su) +8 P " s
+4n?Dy(m¢ m® p* Desqp) — 16 m€ mb p“ Desqp — 8m* m?n°D.D, D}, 0
+32n% p’ Dy Dy QO + 80 m® m® D,D,Q — 160 pD, QO — 16 R Q.

Using here
n“ p’ Dy Dy Q = p” Dy(DT D, Q) — p” Dy DT D, Q
1 a a 1 2
=37 DyR+4p DaQ—ERQ—SQ ,
and
m®mP n°D,DyD.Q

= m®D, {meb(ncDL.Q)—mebnc DCQ] _ {m“Damh n¢+m? m”Danc] DyD.Q
=m*m®D,Dy(n°D.Q) — (p° +vn®)Dp(n° D Q) +2m" m¢ D,D.Q
2 (p +vn) DO + {(pb +vn?)n® +2mb mC} DyD.O

_ a0 b 5 a, b _l _ 2
=m“m"” DyDyp 8+2Q +4m“m” D;Dp Q 2RQ 8 0°,
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which gives with

R 1 R
R pea DrQm mP n¢ = (m“ mP sap — ﬁ) n‘D.Q — 3 (n“ PP sap + E) n‘D.Q
=3 ,
the expression
m®mb n DDy Dy O = m® m® n® (DaD;,DCQ — R pea Dy Q)
= L DDy R + 6m® mP DD
=3 allb m®m” DDy Q,
we finally get
_ d c a b c a b a b
M = =1 Dy (1 De(p” p sa)) + 20 De(p” b sa) +8 p° 1 s

+4n?Dy(m m® p® Desap) — 16 m€ mP p® Desay, — m* mP Dy Dy R
+4 p*DyR +2° - (m*m® D,DyQ — p*DyQ — R Q) —28- Q% (7.30)

Lemma 7.3 will be proven when it can be shown that this function vanishes on y near .

Proofthat M = 0 on y neari. Tomake use of Egs. (4.10) and (4.11) we observe (7.22),
(7.24) and the fact that Egs. (7.14), (7.15), (7.16), (7.17) allow us to derive the expansion

1
D,DpD.I" =ngnpne(p, p, p) + (5 R—-38 Q) Panp Ne

+8 Qny (ppne +np pe) — (8m“DaQ +16Q — % R) ng(np me +mpne)
+320nampme —8m*DyQmgnpne +16 Qmy(np me +mp ne),
which implies
D.D,DyT D;D*D’T =3-27 . 0*neng on W. (7.31)

The restrictions of (4.10) and (4.11) to W are then obtained in the form

4
0 = Desap DT DT + 254, DT D.D"T — §DCF R, (7.32)

0 = DyDcsapn®n® — 4 (Desap n® + Dysep n?)
+8 O (ne Dgsap n® n®” + ng Desap n n?) + 8 sea

4
-3 (DcRng+DygRne —2hegR) —8R Qneng+9-27 0% neng. (1.33)
Contraction of (7.11) with p© gives

, X 4
p‘n“ancsab:4nbp‘scb+§R:2R—32Q on W.
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Contracting (7.33) with p? p¢ and observing the equation above we get

0= pd p¢ DgD,sqp n® nt — Spd pS Desap n + 16de Dgsapn®n”
+8pcpdscd—gp"DCR—SRQ+9-27Q2
= p? P DgDesap nn® — 8 p? p¢ Desapn® +16 Q 2R — 32 Q)
+8pcpdscd—gp”DCR—SRQ+9~27Q2,

whence, finally,
0 = p* p° DgDesap n® n® — 8 p° n® p* Despa +8 p© p? sea
8
—gpL D.R+24RQ+5-2" 0> on W. (7.34)

To bring the expression on the right-hand side of (7.34) into a form similar to (7.30),
we need ways to swap in the first term the positions of the vectors n and p. To achieve this
we shall repeatedly use the representation (6.15) of the metric and the Bianchi identity.
This gives for the first three terms of (7.34):

p? p* DgDesapn® n” — 8 p°n® p* Despa +8 p p? sea
= p?n® p°n” DyDesap — 8 p°n” p* Despa +8 p° p? sea
= % —n? p® +2m? m®) (h” — n¢ p® + 2m° m®) DyDesap
—8(h? —n¢ p? +2m¢ m?) P Despa + 8 p¢ p? sea
= D*Dbs,, — n p® DyD sy +2m m® DyD"syp
+(—n€ pb +2m mP) (D.D%sap — 25f(@ R/ o)+ n? n¢ pb p® DgDcsap
—2n?m® p*m® DyDesay — 2m4 n€ m? p® DyDesap +4m® m€ m® m® DgDesap
—8 p® Dlspy +8n€ pb p Despa — 16 m€ mP p® Despa + 8 p€ p? seq
=n?n® p® p® DgDesap — 40 m€ p® mP DgDesap +4m? m€ m® m® DyDesap
1 1 1 1
+= AR — =n? p* DyDuR + = m* m* DgD,R — = n° p® D.DyR
6 6 3 6
1
+§ m¢ m® D.DyR — 4m? n m¢ pb Sf(a be)cd +(2n° pb —4m° mb) Sf(a be) ¢,
4 a c b a c. b a c .d
—3 pY DaR +8n° p” p* Despg — 16 m©m” p® Despg + 8 p© p© Sea
=ntnc pb p* DyDcsqp — 4ntme p¢ mP DyDesap +4mm¢ mP m® DygDesap
1 4
+81¢ p’ p® Despa — 16 mS m® p® Despa + 3 m?m® DyD,R — 3 p“ D4R
+8 p° pd Sed — 4m4 S m® ph Sfa R/ byed — (2n° pb — 4mmP) St RS by’

= n?Dy(n p” p* Desap) — n? Da(n® p” p*) Desap — 4n? Dy(m® p® m” Dsap)
+4n? Dy(m® p° m?) Desap + 4m?Dg(m mP m® Desap) — 4m® Dy (m€ m® m®) Desap

. 1
+81° p’ p® Despa — 16 mS m® p® Despa + 3 m?m® DyD,R

4 .
~3 p* DyR + 8 p¢ pd Sed — 6 (sqp n? pb)2 + R s4p n® pb,
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where we use the relations
2 b 2 2
€ anascb Pb=(’la pbsab) s ¢ amascbm =-2 (na pbsab) ,  Sab Sab:6(na pbsab) ’
and
. 1
—4m® n mb P58 fa RS byed = —3 (Sap n pb)2 + > R sqp n*° pb,

. 1
—@2n p? —4mmb) S f(a R/ pye 4 = =3 (sqp n° %+ 3 R sqapn® pP.

It follows that
pd p¢ DygD.sqpn® n? -8 p¢ n p® D.spy + 8 p© pd Sed
=n’Dy {n"Dc(pb P spa) — 4 p” p° sab} —2n° p? p* Despa
—4n?Dy(m p* m® Despa)
+8 m¢ ph m® Despa +4m? Dy {mCDC(mb m® sap) +2 (p? +vnb)ym® Sab}
+ {4 (p¢ +vnS)ymP m* +8m¢ (p” + vnb)ma} Desap +8n° p? p® Despa

—16mm? p® Dcspg + % m?m®* DyD,R — g p* D,R +8 p°© pd Sed
—6(sapn* p*)* + R sapn p"
=n'Dy {n"Dc(p” P° Sba)} —4n"Da(p” p* sav) + 61 De(p” p* spa)
—24 p® p® spa
—4n9Dy(m p* m® Despa) — 8mE mP p® Despa +4m? Dy [mch(mb m* sub)}
+8ma Dy (p” m® sap) + 8m Dy (v n® m® sap) + 4 p¢ m® m® Desap
+4v 1 m? m® Desap + 8m€ p” m® Desap + 8 v m€ n® m® Desap

1 4
+§ m m® DysD,R — 3 p® DR + 8 p°© pd Scd — 6 (sqp n® pb)2 + R sgpn® pb

=n'Dy {n“Dc(p” p* Sba)} +2nDe(p” p* spa) — 24 p” p* Sba
—4n?Dy(m¢ p° mP Despa) +4m? Dy, {mCDc(mb m? sab)}
+8m? p? m® Dysap +4 p¢ m® m® Desap +4 v n€ De(m® m® sqp)
+% m?m* DyD,R — ;—1 P DyR — 6 (sap n® p")* + R sapn® pP.
With

a

4 p¢ mb m® Despa = 2 p¢ (—=h* + pP n® +n® p®) Despa = 4 p€ nb p Despa
, , 2 ‘
=4 (h — n® pb +2m m®) p® Despa = 3 p® DuR — 4n€ p’ p® Despa
+8mmb P Despa

2 . ,
=3 p* D,R — 4n‘DC(pb p? spa) + 16 pb P spa +8m€ m" p® D¢spa,
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this implies

p? p° DaDesapn® n® — 8 pn® p® Despa +8 p° p* sea
= 19Dy {1 De(p” ™ spa) |} = 28 Dep” p® 5p0) = 8 P " s1a

—4n?Dy(m m? p® Despa)
+16m€ p® m? Desap +4m Dy {mCDC(mb m¢ sab)} +4vnDa(mP m® syp)

1 2
+§ m?m* DyD,R — 3 p* DR — 6 (s n® pb)2 + R sy n® pb
= 1Dy {1 De(p” b spa) | = 20 Dep? p* 550) = 8 P " 51
—4n9Dy(m® mP p® Despa) + 16 m€ p® m? Desap
. 1 . 1
+4m¢Dy ’m‘DC (ER —8Q)] +4vnD, (ER—SQ)
1 2
+§ m®?m® DyD,R — 3 P DR — 6 (sap n% p*)? + R sapn® p?
_.d c b a c b .a b a
=n"Dy {n D.(p” p Sba)} —=2n°De(p” p* spa) — 8 p” P Spa

2
—4n?Dy(m¢ m® p® Despa) + 16 m€ p? m Desqp + 3 m?m® DD, R

_gp

2
+32vn”DaQ+§vncDCR—26- vQ—4vR

2 2
“DaR—gvnaDaR—SZmbm“DbDaQ+32p”DaQ

1 2
+=mPm® DD, R — 3 P DyR — 6 (sqp n® pb)2 + R sgpn® pb,

whence
P! P DyDesapn®n” — 8 p€ n” p® Despa +8 p© p? sea
= ndDd {”CDc(Pb Pa Sba)} - 2nch(Pb pa Spa) — 8 pb pa Sha
—4n? Dg(m® m® p® Despa) + 16 m€ p? m® Desap + m” m® DDy R

4
-3 p“DyR —32m’m* DyD, Q +32 p*Dy QO +8RQ —3-2" . Q°.

With this result Eq. (7.34) takes the form

0= 1Dy {nDep? p* 50} =20 Dep? P 550) =8 " P s
—4n?Dy(m® m® p® Despa) + 16 m€ p® m® Desqp + m” m® Dy Dy R
—4p*DyR —2° (m* m® DyD, Q — p*Dy O — R Q) +2% . 0% = —M, (7.35)

with M as given by (7.30). O
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7.1. Remarks on the C* case. Let x® denote i-centered h-normal coordinates. With
the notation of (5.7) Proposition 7.1 says that the field f,; defined by the relation
w2U* Sy = |x|* fup is analytic if 4 is analytic. The discussion following Eq. (2.8)
shows that the expressions of the Taylor coefficients of =2 U* X5 in terms of x and
quantities derived from 4 are independent of & being smooth or analytic. By Taylor’s
theorem one has thus in the C* case for each N € N a representation

-2 574 4 N N+1
w U Zagp = |x|" pyp, + R,

where the components of pfx) (x) are polynomials of order N and the remainder term

satisfies R(II\;” (x) = O(Jx|N*1) as |x| — 0. The p(% define the partial sums of a formal
power series which, in general, will not converge near i and if it does it defines an analytic
function which may not be related to =2 U* £, away from i. By Borel’s Theorem

([17]) there exists, however, a C* field fab near i such that we have fab = pa » RN +1

for any N with a smooth remainder term such that Ré\'” (x) = O(|x|N*1) as |x| — 0.
This implies that

ab = p* fab,

with fap = fup + fap, Where fup(0) = 0, fup(x) = x|~ RNFN — RN+Uif x £ 0 for
arbitrary N € N. It follows that fab(x) = |x|_4 fab with a smooth function fab that
vanishes at i together with its derivatives of any order. The same property follows then

for fab, which implies that f,; is smooth.

8. The Overdeterminedness

In the following we assume that the field f,; extends smoothly to a neighbourhood of
i. It remains to study the problems arising from the overdeterminedness of the basic
equation and the need to find D,w (i). It turns out that the analysis simplifies if we use
instead of f, the field

1
tab = fab + Sab = ? (DaDpp — s hap + p Sap), (8.1)

which also is smooth and has various important properties. Equations (3.6) and (3.17)
show that #,5 is as a conformal density of conformal weight —1,

tap[9 72 h] = 0 tap[h], (8.2)
and it follows from (3.18) and the Bianchi identity that, independent of the scaling of /,
D%y = 0. (8.3)

The tensors ., and B, = % Buca €5 ¢ share these properties and they are in fact related
by (3.20), which can be written

Bape = p D[btc]a + Dep (te[b hc]a +2 he[b [c]a)a (8.4)
or in space spinor notation

bagcp = p Da™ tscpn +2 D p tgepyn, (8.5)
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where we write

1
BABcDEF = —5 (baBCE €DF +bABDF €CE),
so that
_ F_ H
bapce = —Bapcre’ = D " SpcE)H- (8.6)

(The spinor bspcp differs by a constant factor from the spinor obtained by directly
translating the frame form of B, = % Bucq €p cd with the van der Waerden symbols into
a spinor field.) Another property which #,; has in common with B, is the following.

The metric h is locally conformally flat near i if and only if t,, vanishes on some neigh-
bourhood of i.

In fact, it follows from (8.4) that B, vanishes on open sets on which #,;, vanishes.
Conversely, on a sufficiently small neighbourhood of i on which B, = 0 there exists
a conformal gauge such that &, is flat near i. Then s,, = O there and also f,;, = 0
because the flat data are Schwarzschild data whence static in the preferred conformal

gauge.

The relation between By and 7,5, can be reversed at the point i in the sense that
Eq. (8.4) allows us to obtain an expression for 7,; and its derivatives at i in terms of
derivatives of B, and lower order terms at i. At the lowest orders this is seen as follows.
Taking a derivative of (8.4) at i gives

DgBapc(i) = =21 (ld[b hc]a +2 ha’[b tc]a)s (8.7)

whence
. I, ) . 1 H .
tac(i) = —5— D" Bupc(i) resp. tapcp(i) = m— Da " Bpcpu(i). (8.8)
3 3
The relation
2 . . .
D:Bp, + 3 (DiaBep + DipBeya) | (i) = D Bpay(i) = Dyc Bpay(i) =0,

implies that
D¢Bpa (i) # 0 iff DbBahC(i) #0 iff 1,5@G) #£0. (8.9)
Taking a second derivative of (8.4) at i gives

De DdBabc(i)
= =2 puthea Dipteya + De (agp heya + 2 haip teja) + Da(tepp heya + 2 hepp teja) )

The only non-trivial contractions are
D s DY Bape(i) = —14 1 Dipteya (i), (8.10)
and

DeDyBy ' (i) = DyDeBy” (i) = —ju (4 Dy feq +2 Die Leja + 2 Die Lae),
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which implies

. 1 1
Detac(l):_mDeDfBafc_ meDfB(ac)e- (8.11)
Because
¥ 1 7 1 L, 1 " s
D Bafc = ED Dfsca — g DaDCR — ES cSha — g Rsac"'i R a Cth
1
+ﬁ Athac,
whence
DsB,/ . =DsBu' o, DsB /" =0, (8.12)

the right-hand side of (8.11) reflects indeed the algebraic properties on #,p.
More generally, observing (2.6) and the fact that the equation for p implies that
Dy,DpD.p(i) = 0, it follows with (8.4) for g > 2,

Di,ys - - - Dty Bae (i) (8.13)

=-2u z hdidj qu+2 ... bdj - Dd,- ... DgyDp tela

1<i<j=<q+2

+ Z qu+2~~'Ddi~~Dd](td,-[bhc]a+2hdi[btc]a) + L4,

1<i<q+2

where L, 1 denotes an expression which is linear in the derivatives DC_/ .. D¢y tap (i),
0 < j < ¢ —1, and linear in the terms D, ... D¢, p(i), 0 <[ < g + 3. The structure of
the term in curly brackets suggests that (8.8), (8.11) and the equations above can be used
successively to obtain formulas for D,,, ... D¢, tap(i) in terms of a linear expression
in D, - - - Da, Babc (i) and terms in involving lower order derivatives of B,p. and and
derivatives of p at i. We do not work out the details here.

Equation (8.4) implies furthermore

1
D D%p Ba = 5D Dp Dpteqeq ™,

so that, if / is real analytic, the holomorphic extension satisfies
Do D*p Bualn; =0.

It follows that for real analytic metrics Eq. (8.4) holds if and only if the metric satisfies
condition (2.2) with p, = co. We omit a discussion of the smooth case.
In terms of 7, the basic equation (3.16) assumes the form

DaDpw — t hap + @ Sap = & taplh]. (8.14)

If we set

D.w Dw
Yaplw, h] = Dy Dpw — Cz—w hab + @ Laplh] — @* tap[h],
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Egs. (3.5) and (8.14) are combined in the relation
Yaplw, h] = 0. (8.15)

Equation (3.7) takes in terms of 7,5 the form

2
Sapll, 0] = —% Yaplh, wl. (8.16)

This follows by using Egs. (2.8), (2.9), (8.1) to write X[k, p] = ,02 (tap — Sqp) and
Egs. (3.5), (8.15) to obtain (3.8) in the fourth X[k, w] = Yyplh, 0] + w? (tap — Sab)-
Equation (8.15) implies a conformal staticity criterion in terms of the conformal density
tab-

Lemma 8.1. If the metric h is analytic it is conformal to a static datum if and only if
there exists a conformal factor satisfying w (i) = 1 and

Raplo™% h] = wtap[h].

Proof. As an immediate consequence of the general transformation law
1 :
Laplw 2 h] = Lap[h] + @' D,Dpew — Ea)_2 D.w D w hgp,

of the Schouten tensor and the behaviour (8.2) of t,5, the relation (8.15) is seen to be
equivalent to w t,p[h] = taplo~2h] = Laplw™2h]. O

If h were real analytic and there existed a solution to (8.15) with w (i) = 1 and some
value of the differential D, w (i), it would then be given in i-centered normal coordinates
x“ by the function

o= 1+Z—xa1’...x“1 Dy, ... Dg o),

where the D, denote covariant derivatives in the directions of an orthonormal frame
which is parallely propagated along the geodesics through i and the covariant derivatives
of w are obtained sucessively by taking formal derivatives of Eq. (8.15) and restricting
to i. One might think of using this procedure to construct a solution. The function ® is
determined, however, by the symmetrized coefficients D, ... Da))@ (i) only and with-
out further information it is not clear whether the covariant derivatives D, o+ Da (i)
coincide with the coefficients Dy, ... Dg (i) obtained by taking formal derivatives
of (8.15). This corresponds to the fact that apart from the choice of the scaling factor
and its differential at a given point, a conformal gauge is fixed in general uniquely at
all orders at that point by imposing conditions on the symmetrized covariant derivatives
of the Ricci tensor ([18,40]) or the Schouten tensor ([35]) at that point. Whether the
assumption (2.2) with p, = oo allows us to say more is not clear and we proceed along
different lines.
With the expression Y5 in (8.15) we get

D:Yyp = DDy Dpw» — ! Yea Do hap + Do (Led hab + hae Lab)
+w DeLgp — w? Dctap — @ Do (tac hab +2 hac tap),
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whence

w ! D Yap + oD% Yaic happ

= Bpea — @ Dictap — Do (taje happ + 2 haie tapp)- (8.17)

It follows that Eq. (8.15) can only hold if the function w satisfies the compatibility
condition

Bpca = @ Dyctapp + Dda) (td[c ha]b + Zl’ld[c ta]b). (8.18)

The relations (8.8), (8.11), (8.13) and Eq. (8.18) suggest that the requirement of con-
formal staticity induces restrictions on the conformal structure of the metric / in terms
of a sequence of differential relations on the Cotton tensor at the point i, whose lowest
order member would be given by

1 - 1 .
Bpea = —m a)Dfo Bpeq — @ Dda)(Ddef[c hap +2 hape DfBa]fb) at i.

These relations involve besides the expansion coefficients of the Cotton tensor also those
of w, however, and one would have to determine those in accordance with (8.15) and
(8.18) to obtain conditions expressed entirely in terms of 4 and its derived structures.

We shall concentrate instead on analyzing Eq. (8.18), considered as a differential
equation for w. We note that this equation is implicit, highly overdetermined and a priori
a solution to it need not even satisfy the equation Y,, = 0 because (8.18) and (8.17)
only imply

@ D Yo + Dlw Yaic hap = 0.

8.1. Analysis of the compatibility condition. Using (8.4) we can rewrite (8.18) near i in
the form

;e (te[c ha]b + 2he[c ta]b) = _D[cta]b» (819)
with
{a =Dy, x =log(w— p).

We need to understand now the conditions under which Eq. (8.19) can be solved for
a smooth 1-form ¢,, the conditions which ensure this 1-form to be closed so that we
can write {; = D, x with a function x satisfying x (i) = 1, and finally whether the
function @ = e* + p so obtained does indeed satisfy Eq. (8.15). We shall discuss these
questions in two different ways. The first method, which imposes right at the beginning
a non-degeneracy condition, gives concise expressions and illustrates the overall argu-
ment. The second method, discussed in Sect. 8.3 gives more detailed information but
also requires more detailed information on the underlying structure.

Because 1, is symmetric there exist at each point orthogonal eigenvectors €4, 14, p¢
with corresponding real eigenvalues «, § y (satisfying o + § +y = 0 because 7, ¢ = 0)
so that

tpE" =g, 1y AP =B 190" =y p”.
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We assume that

aFzPFy Fa, (8.20)

at the point . This condition will then also be satisfied and 7,5, 1*? = o> + B2 + 2 # 0
on some neighbourhood U of i. This requirement is not particularly restrictive. By (8.9)
it reduces to the condition that the derivative D? B, of the Cotton tensor symmetrizes
with three different eigenvalues at i. As discussed in more detail below, the assumption
(8.20) excludes in particular the situations in which the map of static data onto their
conformal classes is not 1 : 1. Moreover, it fixes our problem uniquely.

On U the equation resulting from the contraction of (8.19) with r%® can then be
written

a c
with 79, =2 el

1! Diptea
2 tgetde”

Dax 8%p—T%p) = —
ax (8% b) o 17

We note that these three equations are not necessarily equivalent to the original five
equations. Any solution to (8.19) will solve the equation above but the latter may admit
solutions x which do not solve (8.19).
The tensor T¢ 5, with the given index position, is conformally invariant,
T [9 2 h] = T%p[h].

The matrix T = (T%p) is symmetric with respect to the symmetric form defined by A
and with the notation above we have

TOE9 =uk® T A =vA% T p* =wp?,
with
302 382 392
T @ ey T T 2@ D) T 2@+ pr D)
The eigenvalues u, v, w are independent of the scaling of 4. The relations

|y B=7? |y = pe  @=P)
2@+ By 2@+ By 2@+ By

imply
O<u,v,w<l, if a#B#y #a,
1
u=1 O<v,w<l1 if ﬂ:y:-za;éo_

In the first case, which is considered here, the matrix 1 — 7 is invertible on U with an
inverse whose entries are given by

o
M® ), = (1+ZT’<)“b, (8.21)
k=1
where the series is normally convergent with respect to the operator norm implied by the
standard Euclidean norm on R3. The invertibility being given, it follows from Cramer’s
rule that the functions M“ j, and thus the components of ¢, are smooth resp. real analytic
on U if h is. Our equation can thus be written

red Dipteya .

Dux = — 7 Mb,. (8.22)
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8.2. Conformal staticity and asymptotic conformal staticity criteria. The relation above
gives rise to a criterion which characterizes initial data satisfying the requirement (iv’)
of Definition 2.1.

Theorem 8.2. Suppose the metric hyyp is real analytic near i and the dual Bgp of its
Cotton tensor satisfies at the point i the condition

Dy, -+~ Da, Bapy() =0 for p=0,1,2,3,... . (8.23)

Suppose furthermore that h is generic in the sense that the map associated with the con-
Sformal density t,p, defined by (8.1) has three simple eigenvalues at i. Then h is conformal
to asymptotically flat static vacuum data near i if and only if

(i) the I-form

thDbt
K = kgadx® with Kk, = - Tlbeeld b

tor 17 as
with M% j, given by (8.21), is closed, i.e.
Diukp) =0, (8.24)
and
(ii) the integral x defined by
Dax = —ka, x(i) =0, (8.25)

satisfies the equation

0= DyDpx + Doy Dpx + Lap — (eX +2,0) tap

1 1 1 . .
[—Ah,o+—pR——eX D.x Dx — Dex D€pt hgp. (8.26)

+
eX+p |3 12 2

Proof. Equation (8.22) implies that (8.24) must be required. This being satisfied we can
integrate x and set w = eX + p so that w (i) = 1. Using then the equation
C

D.p D

0
DyDpp —

Rab + 0 Lap — p* tap = 0, (8.27)

which combines (2.8) (where ¢ = 0 by the analyticity assumption) and (8.1), a direct
calculation shows that the function w does in fact satisfy the critical equation in the form
(8.15) and, as a consequence, the compatibility condition (8.18). This calculation also
shows that (8.26) must be required because the right-hand side of (8.26) is just a rewrite
of e X Yypinterms of x. O

It is not clear to what extent conditions (8.23) and (8.24) are independent of each
other. This requires further analysis. Similarly, it is not clear whether the conformally
invariant conditions (8.23) and (8.24) suffice to characterize h as conformally static
vacuum data so that (8.26) would just be a consequence.

If (8.24) holds, there remains no freedom. The problem of solving the overdetermined
non-linear PDE (8.15) for w is replaced here, however, by the problem of integrating
the linear equation (8.25) for x along the geodesics through the point i, and to checking
whether x does indeed solve (8.26). The integration could be avoided if Eq. (8.26) could
be expressed directly in terms of k. This equation contains, however, x explicitly and
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this makes sense because only one of the potentials for «, can possibly represent the
desired solution w to (8.15).

There is a further reason which suggests that a check of (8.15) is needed. With the
assumption (8.20) Eq. (8.18) determines D, w (i) uniquely if there exits a solution at all
and in that case it must hold D,w (i) = D, x (i) with the differential of xy determined
(uniquely) by (8.22). However, because the latter equation is obtained by a contraction
of (8.19) with t® itis a priori not clear that a solution to (8.22) provides in fact a solution
to (8.18) resp. (8.15).

We note that if & is conformally static and given in the conformal gauge in which
tap = Sab, a direct calculation using Eq. (2.11) with Ep., = 0 gives in fact k, =
—D,(log(1 — p)) so that w = 1, as to be expected.

The field «, does not satisfy a homogeneous transformation law under conformal
rescalings, it holds

ka0 72h] = kalh] + Dy(log 9).
With ¢ (i) = 1 this gives the expected transformation behaviour
wl®2h] = 0 wlh).
The transformation law of «, implies
Dyakp) [0 ~2h] = Dyakp[h].

This conformal invariance shows that (8.24) imposes in fact only a restriction on the
conformal structure of h.

To simplify the criterion and to understand the nature of its conditions it would be
desirable to obtain a simple expression for D, k). Writing

red Diptela
Ly=——3
et

3

and contracting Di4kp) twice with § , — T%;, we obtain (8.24) in the form
0= DigLp) — Teja DLpy+ Le M€ 4 (Dyy T b] — Tea D¢ T p1)-

This must be understood as a differential relation for t,;, because the field L, reads more
explicitly

1 ) 1 . 3 1
Lo = 7 Dalog(ica ey — 3 Delogltc 1y T¢ , — 3 DT,

and there is no way to express fcq ¢ in terms of 7% .
In the case of C°°- data an analysis related to the one above supplies a characterization
of data that satisfy the requirements of part (ii’) of Definition 2.1.

Theorem 8.3. Suppose the metric hyyp is smooth near i, its Cotton tensor satisfies at
the point i condition (8.23) and h is generic in the sense that the map associated with
the conformal density t,p, defined by (8.1) has three simple eigenvalues at i. Then the
metric h is conformal to vacuum data which are weakly asymptotically static, if for all
k,jeN:
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(i) the I-form k of Theorem 8.2 satisfies

Diak = O(Ix[), (8.28)
(ii) the C* function x which is given near i in i-centered, h-normal coordinates x*
by
! dt
x(x) = —/ f(Tx) - with  f(x) = x“ kq(x), (8.29)
0
satisfies

DyDpyx + Dax Dpx + Lap — (eX +2,0) Lap

e e LRt et Dy Dy Doy Dol =0(x|)
— —e — X ,

o +p |3 hP 12,0 3 cX P X cX PP Nab
(8.30)

as |x| — 0.

Proof. Forany C function f (x) defined for x“ close to x“ (i) = Othe notation f = OF’

will mean in the following that f(x) = O(|x — x4|¥) as x¢ — x{ forallk e N.
By Eq. (8.29) the function x satisfies x (i) = 0 and for |7| and |x| sufficiently small,

0=-2 (%X(r x) +x%,(t x)) = DT (Dyx +ka)(T x).

With (8.28) this allows us to derive the relation
Dyp DT (Dax +kq) + DT Dy (Dpx +kp) = OFF.
Restricting the left-hand side and its derivatives of higher order to i thus implies
Dax +ka = 0Of,

so that the necessary condition (8.22) for conformal staticity is satisfied asymptotically.
In terms of @ = e + p relation (8.30) reads e~ X Y'[w, h] = OF° which is equivalent
to the asymptotic versions

1
2wt — Dyw Do + 3 R[h]w* = o, DaDpw — t hap + @ Sqp — @ tap = o,

of (3.5) and (3.16) resp. (8.14).

Because no particular conformal gauge has been employed so far, we can now conve-
niently assume that the scaling of h has been chosen such that w — 1 = O°.

The equations above then reduce to
R[h =05,  Zawlh, pl= O,

and imply by (2.12) the relation E,, = Of°, which reads in terms of space spinors as a
relation for the trace free part s4pcp of the Ricci spinor,

(1 —p) Da ¥ sgcpr —2srwanc Doy Fp = OF.
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The following conclusions follow from the analysis of [27]. For given j € N, j > 2,
the relation above allows us to express the covariant derivatives of s4 pcp up to order j,
and thus the derivatives of the fields &, and p up to order j + 2, uniquely in terms of
the formal null data,

Yapcp = Sapcp(i), VA,B, ---ABiABCD = DB, ---Da, B SaBcp) (i),
n=1,2,...j.

If these data satisfy a certain decay condition as j — oo, the metric is real analytic,
represents in fact a (conformal) static vacuum field with mass m near i, and there is
nothing further to show. If the decay condition is not satisfied we argue as follows. The
null data above can be complemented (in a rather arbitrary way) by symmetric spinors

YAB, - -ABIABCD » J+1=<n <o00,

such that the decay condition is satisfied. The complete set of null data then defines a
(conformal) static vacuum field hz ;, With mass m near i so that the h*-covariant deriva-
tives of 57 5 cp of order < j coincide at i with the h-covariant derivatives of sapcp at
i and

_ p* * * . .
WA,IB,, ..-A|BiABCD = D(A,,B,, "'DAlBlsABCD)(Z)’ j+1<n<oo.

It follows that iy, — h), and p — p* vanish at orders < j +2 at i and the fields (cf.
(2.19))

- wrd+yp)? 1 = /px N RV
hap = ——5"hap, Ve =——"—= and h¥y = —————h7,
P L+ /s Px

satisfy v* — 1 as |z| — oo and

- 1 ~ - 1
Rab[h*]—v—* D*aD*bU*=O, Ah~*v*=0, |hub—hzb|=0(W) as |Z|—>OO,
X

where the fields on the left-hand side are given in the coordinates z¢ = ﬁ in which

hap, h*ap explicitly satisfy the asymptotic flatness condition. 0

8.3. Some facts underlying the staticity criterion. To exhibit some of the conditions
on the conformal structure implicit in (8.24), to understand better the role of the non-
degeneracy condition (8.20), and to derive a more explicit form of (8.24) we discuss the
relevant equations now in more detail. It will be convenient to write (8.19) in terms of
space spinors. In view of (8.3) it reads then

2t tgepyn = —Da T tgepn, (8.31)
with

tap = Dapx, x =loglw— p).
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To analyse the pointwise restrictions induced by this equation on the derivatives of
tapcp we consider at a given point a covector {4 p 7# 0 and analyse the map tapcp —
LA Hipo p)yH acting on symmetric spinors:

1
H H H H H
A tBepyH = 7 (&a "tpcpH +&p tapcH + ¢ UtpaBH + $B T tcpAH)

3
=¢aMtgepn + 7 6AB tepynk ¢ holds. (8.32)
Thus
¢atgepyn =0, (8.33)
if and only if
tatpepn = ~1 €ABICD)HK MK

With 245 ¢€8 = % crk ¢H% €4 €, this is seen to be equivalent to

% tux 7% tpepr = —¢4 £ ¢a Mtpepn = % tep tepyax ¢HK. (8.34)
This implies
0=c¢ux ¢ teep = ¢® ctpyeni ¢HX,
which is equivalent to the existence of a real factor f such that

E HK HK
(" ctpErk (7" =¢uk ¢ fecp,

whence
tauk (K =<2 f tap.
Observing this in (8.34) we get the representation
3
IBCDE = —# CEBLCD) (8.35)

which implies in turn (8.33).
Let Aup = Aap) # 0 be a real spinor field with 45 A% = 0. Then ¢ga hc B =
LB(A AC) B whence

tpepe MPF = ﬁ *stepre®+¢F ctopre®)
= ﬁ ¢* steprc®+¢F ctpeip®) = fhsc.
It follows that tapcp # O satisfies (8.33) if and only if it is of the form (8.35) so that
the map €48 — 4B - €D has a simple eigenvalue o = =2 f # 0 with eigenvector

¢AB and eigenvalues p = y = f with eigenvectors orthogonal to {48 .
Consider now (8.31) as an equation for the covector {4 p Witht4 pcp and D 4 H tBCDH
given at a fixed point ¢. Depending on the (real) eigenvalues o, f, y of the map 48 —

148 - p(p) £€P three different cases can occur.
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The map has no simple eigenvalue. Because ?,, is trace-free this happens only if
t.0(q) = 0. The formulas (8.8), (8.11), (8.13) and the subsequent discussion show
that this case requires a quite detailed analysis of situations in which #,; and the
Cotton tensor vanish up to some given orders p resp. p + 1 at i. The discussion
in [27] shows that there do in fact exist conformally static data for which p is
arbitrarily large. We shall not consider this case any further here.

t.(g) # 0 and the map has eigenvalues

1
Assume that the covectors &% , and £4 solve 2&  tgcpyy = —Da ¥ tgepn at
q.Theniap = &} ; —&ap satisfies (8.33) and we can have the situation where {4 p #
0 and thus CAB tapcp = o {pc. All solutions to 2 &4 H tgepyH = —Day H IBCDH

at the point g are then of the form §45 = ¢ {ap + &'XB, where E:B is a given solu-
tion and ¢ € R. Such situations occur at the point ¢ = i in particular in the case
of the exceptional static data, which admit non-trivial conformal rescalings that
yield again static data ([28,29]). This case requires a detailed analysis because the
number of simple eigenvalues may change near i. We shall make some observations
about this case but not analyse it in detail.

t,(g) # 0 and the map has simple eigenvalues,

a#B#y#a with a+f+y =0. (8.37)

This condition will then also be satisfied on some neighbourhood of g. The set of
metrics with this property is open in any topology on the set of metrics under con-
sideration in which By, is C!-tensor field. It is non-empty because, as we have seen
above, 1,5 (i) = s4p (i) for static data, for which s,; (i) can be prescribed arbitrarily
as part of their null data ([27]).

In the following we shall mainly be concerned with the case where (8.37) holds on

some neighbourhood of i. The discussion of (8.33) shows that if there exists a solution
Zapto?2 &A H IBCDYH = —Dy H tpcpH ati, itis unique.

The question about D,w (i) raised in Sect. 3 thus finds a complete answer if (8.37) holds

ati

. Iffor a given metric h satisfying this condition there exists a solution to our problem

near i then it is unique. In the case (8.36) the possible values of D, (i) are restricted to

the

extent to which this is consistent with the results of [28,29]. In the cases in which

tap (i) = 0 we may expect restrictions on Dyw (i), depending on the structure of the
non-vanishing derivative of Bypc of lowest order at i.

Denote by £4p, Aap, nap an orthogonal frame of eigenvectors of 14 pcp Wwith cor-

responding eigenvalues «, 8, y which are normalized so that

Eap €M = dap A8 = nap P = -2, (8.38)

whence

EapEP =aap 2B =napn®P = —e,sC,

and assume the frame to be oriented such that

nap =i éparpt, Eap=iArpang®, Aap=inpatp®. (8.39)
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We consider first the case (8.36) so that t4gcp SCD = —2 f&sp. Then

tABCD =§ (2&apécp — AaBrcp — NABNCD) =§ (apécp +&apépc+éacépB),

(8.40)
where the second equation is obtained by using the different representations
€ac€Bp +€ap €pc =2hapcp = — (§ap&cp +AaB Acp +NAB CD),
of the metric. It holds
E E 3.
&a " teepyE =0, A" tcpyE = 5 fnuBécpy,
E 3.
A~ IBCD)E = 5 fé&usXicpy.

The expansion

{aB =x&AB+YAAB +2Z0AB, (8.41)

thus implies

2 Etgepye = 3i f (ynapécp) — 26 Aep)) s

so that of the five free constants which define a general totally symmetric spinor of rank
four only two are available on the right-hand side. It follows that Eq. (8.31), considered
as an algebraic equation for the covector {4 g, can be solved at points where 74 pcp has
the form (8.40) if and only if

Do tpepn =i (b (Eap Acp +rap Ecp) +c (Eap D +nap Ecp)),  (8.42)

at these points with some real coefficients b, c.
Assume now that 14 pcp satisfies (8.37) so that

1
tABCD = —E(OHEAB E&cp+PBrapicp+Y naBncp) - (8.43)

Using again the expansion (8.41) and observing that

i
g tpepyn = —3 (B —v) A ncoy,
H i
Aa " tgepyH = —5 (y —a)nusécp,
H i
N tBCD)H = —5 (a — B) & Acpy,

we get

—2¢a ™ tpepyn = i {lx (B —v) s nepy +y (v — @) nas Ecp)
+z (@ — B)&B Acpy}s
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so that we must have

Do tgepu=i{x (B—y) Manncpy +y (v —a) nas Ecpy + 2 (@—B) Eap hep) -
(8.44)

Assuming a general expansion

D tpepn = ilatapEcp +dragicp + f AR NCD
+b (EapAcp +AaBécp) +c(Eapnep +napécp) +e(Map Aicp +Aapnep)}s

with real coefficients such that a + d + f = 0 (to make the expression on the right-hand
side symmetric) and observing the relations

48 asnepy =0, EY8 nupécp) = —ncp, E*8 Eus rep) = —rep,
ABxasnepy = —nep, AMBnupécp) =0, A*BEap icp) = —Ecp,
AB _ AB _ AB _

N7 AaBncpy = —Acp, N7 nueécp) = —écp, n°7 Eusicp) =0,

we conclude by contracting both expressions above with the frame vectors that (8.44)
implies the conditions

1 1 1
a=d=f=0, b=zz(a—,3), c=§y(y—a), €=§x(l3—)/)-

While the last three conditions can be satisfied by suitable choices of x, y, z, the first
three conditions imply obstructions if not satisfied. Translating the previous result into
the present notation we can state the results as follows.

Lemma 8.4. At points of W, where tspcp has simple eigenvalues o, B, y with corre-
sponding eigenvectors Eop, Aap, NAB, Eq. (8.31), considered as an algebraic equation
for the covector L4 p, is solvable if and only if

VB Dy tpepr =0, ABAP Dy tpepun=0, 1280 PDs" tpepn =0,
(8.45)

sothat DA o tgcpy has an expansion

H
D4 tgcpH
=i{bEapArcp +raBécp) +c(Eapnep +napécp) +e(Map ricp +Aap cp)}.
(8.46)

Necessary for this to be true is that tAB¢P Dy H tpcpy = 0.

At points at which tapcp has simple eigenvalue « = —2 f # 0, and eigenvalues
y = B = f with respective (orthogonal) eigenvectors Eap, Aap, Nap, Eq. (8.31) is
solvable if and only if the conditions above hold and in addition the equation

B P Dy tpepn =0,
holds, so that Do ™ tgcpp has an expansion

Datpepn =i (b (Eap Acp +rap Ecp) + ¢ (Eap CcD + paB NCD))-
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The condition above can be understood as differential relations relating ¢,5 and D, tp..
While these allow us with the assumption (8.37) to obtain pointwise expressions for a
covector {4 p they do not tell us whether this field of covectors is in fact a differential
of some function.

The conditions above only depend on the conformal class of 4. While the eigen-
values and the (normalized) eigenvectors transform under a rescaling h,, — fzab =
92 hap, p — p = O p as conformal densities,

bafbc - bbi\ac == ﬁ_l(Datbc - Dbtac)
92 (Dd 9 (tga hpe — tap hae) +2 (D tpe — Dbz?ac)) holds.

In terms of space spinors this implies that 74 pcp changes up to multiplicative factors
by an additive term of the form

Da Hy 'BCD)H -

We have, however,

1
B ECP DL Y tpepyn = 3 (EABECD 4 gAP BC L £ACEDBYD By tpepm
=MD Hytpepy = a8 epy Dy 1o =0,

and similarly AABHCD D Hy tgcoyn = 0, nAB T)CD Da Hy tgcpyn = 0. More-
over,

1
AB L DAY tpepyy = 5 OAB P AP ABY DAY tyepn

=S =BEY Dagd =0 if y=p.

In the following we will need to take derivatives of the eigenvalue functions and eigen-
vector fields. It will then always be assumed that the eigenvalues are simple, because in
that case we have the following result.

Lemma 8.5. If no two eigenvalues coincide near i, the eigenvalues and the eigenvector
fields (as normalized above) are smooth (real analytic) near the point i if h is.

Proof. We only discuss the analytic case here, the smooth case is similar. Let x denote
real analytic coordinates on W. Because the eigenvalues are simple we can assume
that they define functions ¢ = «a(x%), 8 = B(x%), v = y(x?) such that ¢(x?) >
B(x%) > y(x?) for x* near x{ = x“(i). These functions are then real analytic. In
fact, for given value of x¢ the eigenvalues are the zeros of the polynomial P(x¢, z) =
det( p(x*) — zh¢p(x%)) in z € R. The function P of x and z is real analytic and
because the eigenvalues are simple the derivatives P ;(x“, z) do not vanish for x near
x¢ if z coincides with one of the eigenvalues. The assertion thus follows from the implicit
function theorem.

Let W xR2 5 (x¢, u?) — £%(x°, u) € TW beareal analytical embedding into the
tangent bundle such that £, £ = —2 for (x¢, u) € W x R? and consider the analytic
function £ (x¢, u?) = 1% ,(x¢) £0(x¢, u)—a(x€) £%(x¢, u). If for some uf the vector
£P(x¢, ul) is an eigenvector of 19 , so that 19 , (x¢) £2 (xS, ul) — a(x$) £4 (xS, u) = 0,
the matrix f¢ p(x¢, uZ) has rank 2. Otherwise there would arise a contradiction to the
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assumption that the eigenvalues are simple. In fact, there would exist v® # 0 such that
0= f% (xS, ud)yvB =1, (xS kP —a(x5) k* withk® = &9 p(xS, ud) v8. Butk® # 0
because & is an embedding so that k* would be an eigenvector with eigenvalue o (x),
orthogonal to £4(x¢, u2) by the normalization of &. By the implicit function theorem
there exist then an analytic function 4 = u” (x¢) near x¢ = x¢ such that the normalized
analytic vector field £4(x€) = £%(x¢, u™ (x°)) satisfies 19 5 (x¢) €0 (x¢) = a(x€) £9(x).

O

Conditions (8.45), which read more explicitly

&' D pac = 5 (B0 AP —y 24P 9P Dap k.

~

BAAE DC piac = EAB pCD _ o pAB £CD

)Dap Acp,

N~

(v

~

yn*8 D€ gnac = 3 (@B ECP — BEAB APy Dy nep,

do not impose conditions on the derivatives of the eigenvalues of 14 pcp and represent
only two independent conditions because #,, is trace free.

With (8.5) conditions (8.45) imply near i the equivalent conformally invariant restric-
tions

EBEPhagep =0, AMEAPLbagep =0, 1 n“Pbapcep =0,
and thus in particular tABCD g, pcp = 0. Furthermore one gets the relations
~i 28 2P bagep =4bp+(a—B)n*E Dapp,

—iMEnPhagep =dep+(B—y)EN Dagp,
—in* &P bygep =4cp+(y —a) AP Dypp.

The expansions (8.43) and (8.46) imply

1 ia y

b= 7 N8 Dapa — T A48 DC 4 Epe — 3 48 0P Dapécp, (8.47)
1 iy B

c=7 ABDypy — e £48 D 4 npc — 3 n482CP Dapnep,  (8.48)

1 iB o
e= 28 Dap =0t D grpe — AP EL Dagicp. (849)
Because of the equation D“z,;, = 0, which reads more explicitly

DAB(atpp) = 1t"8P Dapécp, DAB(Brap) = t2BL Dyp rep,
DB (y nap) = t*BL Dag nep,

these equations can assume different forms. They can be used in the previous equa-
tions to express the non-vanishing components of the Cotton tensor, which is of third
order in the metric, in terms of the function p, its differential, the eigenvalues and their
differentials, and the eigenframe fields and their derivatives.

In the case (8.37) suitable contractions of (8.44) with the frame vectors give the
solution formula

e c b
(AB=2(ﬂ_y§AB+y_aAAB+a ﬁTIAB), (8.50)
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and it follows from Lemma 8.5 that the right-hand side of this equation and thus {4 p is
real analytic. If (8.46) holds, a direct calculation shows that the right-hand side of (8.50)
coincides with the right-hand side of (8.22).

Similarly we obtain in the case (8.36)

c b
AAB + naB ),
y —«o a—p

where the coefficient x remains undetermined.

We can now require that the 1-form ¢4p given by Eq. (8.50) be closed. This con-
dition is equivalent to D¢ (A ¢Byc = 0. After contraction with the three independent
eigenvector fields it assumes with (8.50) the form

(AB=X$AB+2(

b c . e c b
DAB(aiﬁ)\AB_yianAB):l( g8+ a)»AB+a7ﬁnAB)DCA€Bc,

B—v v —
AB € b . € AB ¢ AB b AB c
D ﬁ_yWAB—a_ﬁfAB =i ﬁ—ys +y_a)» +a—ﬁn D" 4 Apc,
c e . e c b
DAB( §ap — )»AB) = l( g8 + A 4 HAB) D€ 4 npc.
Y-« B-v B—v Y-« a—p

If these equations are written out more explicitly some of the derivatives may be reex-
pressed by using the relation DAB t4pcp = 0. With (8.47), (8.48), (8.49), these equa-
tions can be written as explicit differential conditions of second order on the eigenvalue
functions and the eigenframe fields.

9. Concluding Remarks

In the case of general time reflection symmetric vacuum data the data u for the conformal
field equations are derived from the metric . and the conformal factor €2 determined by
(2.3), (2.4). These data include in particular the rescaled conformal Weyl tensor which
represents, in the conformal gauge in which space-like infinity is represented by the
point i, the most singular field comprised by u. In spinor notation it is given by

1
¢aBcD = @(D(ABDCD)Q + QsABCD)-

Near i it can be written in the form ¢papcp = (¢ g p + ¢XVBCD), where the part ¢/, .

which carries only local information on the metric %, and the part qbf‘VBC p» Which con-
tains global information on (S, /), have been referred to in [24] as the ‘massless’ and
the ‘massive’ part of the rescaled Weyl spinor respectively. The massive part is given by

_ 3.
¢XVBCD . I(_EF 172 Dl DCD)F+F1/2 D(ABDCD)F)UW

+2T'2 (W D(asT DepyU = 3U DapT DepyW)
2132 (=U D(aDcpyW — W DiapDcpyU +6 DapU DepyW +U W sapen)

1
212 (—W DapDcpyW +3 DapW DepyW + 5 w? SABCD) ] ’
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sothat ¢ ¥y .py = O(I'™3/?) as T — T'(i) = 0. If h satisfies condition (x) the massless
part is given in the notation of Sect. 8 by

/
dapcp = HIABCD-

It is thus regular also in the gauge in which the massive part is strongly singular (this
field is in fact independent of p, the factor o only turns up on the right hand side because
of our definition of p in Sect. 2).

In the conformal gauge used in the picture with the cylinder I and the boundary
10 = 5N I of the initial hypersurface these fields pick up a factor so that

3
daBcD = @(D(ABDCD)Q +Q5aBcD),

with a function @ that behaves as
w=0T"Y%) as I' > T, =0.

With respect to the differential structure underlying this picture the field ¢ 4pcp then
extends smoothly to 7°. The unknown u comprises further fields (cf [24]) but the expres-
sion above may suffice to illustrate the kind of operations needed in the transition from
the initial data (%, 2) to the initial data u on S.

If i is conformally static so that, in the notation of Sects. 2 and 3, the field A’ = 0w 2h
satisfies the conformal static field equations X,,[h" p'] = 0, R[h'] = 0, the correspond-
ing vacuum data are given by

ﬁ*:QQZh with Q*:+ here W:‘/E,
w

W
w(i+ 2wy

and w = 5/—22 and £ satisfy the equation Y, [w, h] = 0.

Let (S, h) be conformal vacuum data as specified in the beginning of Sect. 2. We
can then calculate from these the initial data u for the conformal field equations and
determine (in principle) the solution-jets J Ip (u) in I. It is known that for low orders p
these will extend smoothly to the critical sets. Let p be the lowest order at which this
is not the case any longer. There can be several reasons for this. It may happen that &
satisfies the conditions of the criterion so that & is conformally static up to the relevant
order but it has a ‘wrong’ scaling. In that case the equation, Y, [w, h] = 0, which may
not be solvable in a neighbourhood of i should at least be solvable up to the relevant
order and the situation can essentially be dealt with as in [47].

A new and most interesting situation occurs if the data turn out to be such that the
order p corresponds to the first order at which one of the conditions of the criterion is

violated (the order p of the solution-jet J I’; (1) and the order at which the data 4 and
Q enter the calculation of J Ip (u) on I° must be carefully distinguished here). In this

situation one will have to inspect the expression of J Ip (u) at I* for the precise require-

ments which need to be imposed on the data at I for the logarithmic terms to drop out.
The critical question then is whether these requirements comprise the conditions of our
criterion and the rescaling of the metric by the solution to the equation Ygp[w, h] = O up
to the relevant order. (The need to satisfy the conditions of the criterion may explain the

/
observation in [47] that several steps, involving the inspection of several J Ip (u) with p’
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close to p, were needed to determine the correct scaling.) A positive answer would give
strong evidence that asymptotic staticity is the relevant regularity condition. Though
it is hard to conceive of a reasonable condition somehow positioned between (x) and
asymptotic staticity, a priori we cannot exclude the possibility that such an unknown
condition may be required for regularity at higher orders.

Acknowledgements. 1 would like to thank Sergio Dain and Robin Graham for discussions and the members
of the relativity group of Dunedin for discussions and hospitality.

10. Appendix

In the following we show that the conformal extensions of asymptotically flat Riemann-
ian manifolds considered in this article are unique up to conformal diffeomorphisms and
that a conformal diffeomorphism which maps one such manifold onto another one with
a conformal factor that is bounded induces a smooth conformal diffeomorphism of the
extended manifolds. The last statement is used to discuss data which satisfy requirements
(i’) - (iv") of Definition 2.1 in terms of conformal extensions. Moreover, it strengthens
the results of [28,29], where the existence of an extended conformal diffeomorphism
has been assumed. We note that the following arguments profited from [41] and the
discussion of the Myers Steenrod Theorem in [39].

Let (S, /) be a smooth (negative definite) Riemannian manifold of dimensionn > 3
with one (for convenience) asymptotically flat end. It admits a conformal extension if
there exists a quintuple (S, i, i, 2, k) with the following properties. S is a smooth, com-
pact n-dimensional manifold and i a point in S, & is a smooth Riemannian metric and
Q e C2(S) N C®(S"), where 8’ = S \ {i}, so that

Qi) =0, dQ(i) =0, Hess;Qi)=—yh(i), >0 on S,

with some constant y > 0 and « is a diffeomorphism §" — S which maps i-punctured
neighbourhoods of 7 in S onto neighbourhoods of the asymptotically flat end and satisfies

k() =Q%h on S

We note that in the statements above ‘smooth’ could be replaced by ‘real analytic’ and
the results below would then be obtained in the category of real analytic manifolds and
maps.

Proposition 10.1. Assume that (3‘ , f, ﬁ, Q, K) satisfies with respect to (S’ R fl) the same
properties as (S, i, h, 2, k). Then there exist a smooth diffeomorphism ¢ : S — S and
a positive function © € C*(S) such that p.h = ©2 h.

Proof. By our assumptions the map ¢ = k' ok : S’ — § =28 \ i is a C*™ diffe-
omorphism which extends to a homeomorphism ¢ : S — § by setting ¢ (i) = i. We
have

50

. Q
bu(h) = ©*h with © = on S,

and show that ® extends as a positive C°°-function to S. Because the definition above
leaves the freedom to perform rescalings (i, Q) — (92h, 9 ) and similarly for (4, )
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the scalings of & and h can be assumed such that R[h] = 0 and R[fz] = 0 on some
open neighbourhoods W and W of i and i respectively with ¢ (W) = W. Otherwise

we choose a conformal factor 9 > 0 on S which in normal coordinates x near i has
the form ¥ = 1 + B |x|* with a constant 8 < —%Z](’), where a, = %. The

transformation law
Apd — ayRIh] & = —a, 972 R[] with h' =972 b,

then shows that R[4’] < 0 near i. We can thus assume that R[#] < 0 on some geodesics
ball B, (i) with center i and sufficiently small radius & > 0. The Dirichlet problem for
the equation

ApY —a,R[h] Y =0,

on By (i) with positive data on d By (i) has then a unique solution, which is positive by
the strong maximum principle. Extending the function ¢ as a smooth positive function
to S we see by the transformation law above that the Ricci scalar R[A'] of the metric

W =20 i h vanishes on W = B, (i). An analogous rescaling of fz, can be performed if
necessary. If « is small enough it can be arranged that ¢ (W) = W.
Denoting the inverse of i by ¢, we get for arbitrary f € C2(S’) the relation

Ap(fod)=(Aynflop=(Agflog on § with T=(@oy) .

Observing that
R[X*h] o ¢ = R[Yh] o ¢ = RIA],
and using the general transformation law of the conformally covariant Laplacian we get
(A = ay RO 2" (f 0$)) = (A — an RID(E T f) 0 )

= ((Ag2; — an RIZ2D (25" ) 0 p+a, (RIZ210 9 = RIN) (55" 1o

= (2*% (A} — an R[AD) f) op=0% ((A,; — ay RIAD) f) °¢.
With the choice f = 1 this gives

AR(©O"T) =0 on Bu(i)\ {i}.

where By (i) C W is a suitable h-geodesic ball with center i. Because ® > 0 on
By (i) \ {i} aresult of [34] applies which says that

®7T =cG+w on By (i) \ {i},

where c is a constant, G is a solution to Ay G = §; on B (i), ; the Dirac measure with
weight 1 at i, and w solves A,w = 0 on By(i). The function G has a singularity at i
which is such that

Q"7 G)(p) — k = const. £0 as p — i.

Writing the equation above in the form

Qod)'T = Q" (¢cG+w),
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and observing that fZ(gb( p)) — 0as p — i we conclude that ¢ = 0. Since ® is positive
on 0B (i), it follows that w > 0 on B, (i), ® extends to a smooth positive function on
By (i), and h = ©2 h defines a smooth Riemannian metric on B (i).

The homeomorphism ¢ of By (i) onto ¢ (B, (i)) thus induces an isometry By (i) \ {i}
onto ¢ (B (1)) \ {f}. We show that it extends smoothly to B, (i). This is essentially a
consequence of the Myers Steenrod Theorem. Because the assumptions made there are
somewhat different from the situation given here, we include a proof.

Being an isometry, ¢ maps an h- -geodesic y (1), T > 0, in By (i) \ {i} onto an h-
geodesic ¢ (y (1)) 1n ¢ (By(i)) \ {l} If im;—oy(t) =i, continuity of ¢ implies that
lim;—~o¢(y(r)) = i If hmf_>0 v = X, weset F(X) = hmr_>o 2:®(v). The prop-
erties of geodesics under linear rescalings of affine parameters then imply that

F(cX)=cF(X), ceR, NFEON; = I1X]1;- (10.1)

In particular, ¢ maps the /-geodesic ball B, (i) onto the h- -geodesic ball B, (0).

F defines an isometry of 7;S onto TAS To show this we consider a certain gen-
eral property of metrics. For suitably small ay > 0 denote by B, (i) the h- geodes1—
cally convex geodesic balls with center i and radius 0 < o < a4 and let x¢ be nor-
mal coordinates with origin at i which cover these balls. In these coordinates we have
By (i) = {y* = ax?| x* € §?}, where §? = {x? € R3|x%x"?8,, = 1}. Because
hap(x€) + 845 = O(]x|?) we can write for x¢ € §2 and o < a,

1
hap(0 x) = =84 + / x4 hap.a(s e x€)ds.
0

Any C! curve y¢(t) on d B, (i) can be written in the form y*(r) = « z%(t) with z%(7) €
$2 which gives

1
—hgp(a x€) y¢ )'/b = o? (Sab 2Pz / x4 hab.a(s o x°) ds) .
0
Because h4p,4(0) = 0 we can choose a, so small that

1 a 2
<= for 0<a <a, x*'eS°,

1
’/ xdhab,d(sozxc)ds
0 3

which implies

1
34 zb / x4 hab.a(sax)ds| < 8qp 2° b
0

For 0 < o < o < 1 this gives

J(l—amabzazbsé (@ x€) 3 8] < /(L + @) v/30p 20 20

Let d denote the distance function on S? associated with the pull back to S of the
euclidean metric 8,5 on T; S and d,, the distance function on d B, (i) associated with the
pull-back to 9 By (i) of the metric s, on By (7).
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Consider the geodesics yx(t) = 1 x; through i where x; € $2 k=1,2, IT] <
and write yx (1) = xi. The estimates above imply then

1
vl —a)d(yi(), 2(1)) = —da(y1(@), ya(@)) = VL +a)d(yi (1), y2(1)),

and thus, with X = yx(0),
1
h(X1, X2) = cos(d(y1(1), y2(1))) = cos (il_r)rb 5 dy (y1(a), Vz(a))) ,

and analogous relations hold with the metrics 4 and h. Since ¢ maps 0By (i) isometri-

cally onto 3 By (i) it follows that dy (¢ (1) (@), ¢ (12) (@) = dy (1 (@), y2()) fora > 0
which implies in the limit above with the first of properties (10.1) that

h(F(X), F(Y)) =h(X.Y), X,Y €TS. (10.2)
A direct calculation using this relation then shows that
WF(X+Y)—F(X)—F(Y),F(Z) =0, X,Y,Z€eTS.

Since F maps by (10.2) an h-orthonormal basis X1, ... X, onto an h-orthonormal basis,
letting Z take the values X; allows us to conclude that F' is a linear map.
The properties obtained so far imply that ¢ o exp; = exp; o F on a neighbourhood

of the origin of T;S. It follows that ¢ extends to a smooth / - h - isometry resp. to a
smooth & - h - conformal map ati. 0O

Corollary 10.2. Let (S, h) and (S, h) be smooth, asymptotically flat Riemannian spaces
of dimension n > 3 which admit smooth conformal extensions (S,i, h, 2, k) and

(3‘ , f, ft, Q, K) respectively in the sense described above and suppose that there exists
a smooth diffeomorphism @ : S — S, which maps open neighbourhoods of space-like

infinity in S onto such neighbourhoods in S and which satisfies
®uh =2 h,

with a conformal factor A which satisfies
0<A<K,

with some constant K > 0. Then there exists a smooth diffeomorphism ¢ : S — S
which satisfies ¢ (h) = ©%h, © > 0, and ® =Rk opox .

Proof. Themapp =Kk Lo ® ok : §' — § satisfies

(Q20¢) (ok)

— >
Q

Again we can assume that the conformal extensions have been chosen such that R[] and
R[h] vanish on some neighbourhoods of B, (i) of i and B (i) of i respectively which
satisfy ¢ (B (i)) C By (i) and conclude that

bu(h) = O>h with © = 0.

0T =cG+w on By (i) \ {i},
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where ¢, G, and w satisfy the same conditions as above. Writing the equation above in
the form

Qo)™ (hon)'T = QT (G +w),

and observing that

Q(d)(p)) — 0 and (Q% G)(p) > k=const. #0 as p — I,

we conclude that ¢ = 0 because fl(qb (p)) - Ak (p)) — 0as p — i by our assumptions
on A. As above it follows that ® admits a smooth positive extension to i and ¢ admits a

smooth extension to i so that ¢, (ﬁ) =0%h O
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