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Abstract

A detailed description of the fourth-generation ECHAM model is presented. Compared to the
previousversion, ECHAM-3, anumber of substantial changes have been introduced in both the
numerics and physics of the model. These include a semi-Lagrangian transport scheme for
water vapour, cloud water and trace substances, a new radiation scheme (ECMWF) with
maodifications concerning the water vapour continuum, cloud optical propertiesand greenhouse
gases, anew formulation of the vertical diffusion coefficients as functions of turbulent kinetic
energy, and a new closure for deep convection based on convective instability instead of
moisture convergence. Minor changes concern the parameterizations of horizontal diffusion,
stratiform clouds and land surface processes. Also, a new dataset of land surface parameters
have been compiled for the new model.

The climatology of the model, derived from two extended AMIP simulations at T42L19
resolution, is documented and compared with ECMWEF operational analyses. Some of the
biases noted for the previous model version remain virtually unchanged. For example, the polar
upper troposphere and lower stratosphere is much too cold, and the zonal wind errors become
very large above the 200 hPalevel. Furthermore, the low-frequency variability isstill too small
but the errors are reduced by about 50% compared to ECHAM-3. The tropospheric temperature
and zonal wind errors are generally smaller than in the previous model, except for the tropics,
where the overestimation of Walker-type circulations in the equatorial plane is even more
pronounced in the new model and the simulation of the Indian summer monsoon is less
realistic. The most substantial improvements, compared to ECHAM-3, are found for the land
surface climate. The temperature and precipitation errors are generally smaller than before, and
the biome distributions derived from these parameters are more realistic in ECHAM-4. These
improvements can be attributed to an improved represention of surface radiation fluxes via
larger absorption of solar radiation in the atmosphere due to both water vapour and clouds.



1. INTRODUCTION

The fourth-generation atmospheric general circulation model (ECHAM-4) developed at the
Max Planck Institute for Meteorology (MPI) is the most recent in a series evolving originally
from the spectral weather prediction model of the European Centre for M edium Range Weather
Forecasts (ECMWF; Simmonset al., 1989). Thisnew model has still many featuresin common
with the current ECMWF model, but some of the physical parameterizations have either been
replaced or modified for climate applications. Furthermore, different from the current
operational ECMWF model which employs a semi-Lagrangian advection scheme for all
variables, ECHAM-4 still uses the spectral transform method for ’dry dynamics while only
water vapour, cloud water and trace constituents are advected by using ashape preserving semi-
L agrangian scheme (Williamson and Rasch, 1994).

The motivation for developing ECHAM-4 was to overcome a number of limitations of the
previous model version, in particular,

. to eliminatethe most apparent shortcomingsof the previousversion ECHAM-3 (Roeckner
et a., 1992), due partly to using the spectral transform method for positive definite
variables like water vapour and cloud water, but primarily due to deficiencies of the
physical parameterizations resulting, for example, in a poor reproduction of the land
surface climate due to a deficient simulation of the surface radiation fluxes (Wild et a.,
1995),

. to allow for including the transport (both large-scale and subgrid-scale) of atmospheric
trace gases and aerosols,

. to allow for calculating the radiative effect of all relevant greenhouse gases and aerosols,
and

. toimprovethe physical basis of the model in general.

A short summary of design and performance of ECHAM-4 can be found in Roeckner and Arpe
(1995). Moreover, anumber of validation studies using satellite data, in general, but also in-situ
measurements have been published, such as those on the ECHAM-4 water vapour distribution
(Chenetal., 1996), top-of -atmosphereradiation fluxes (Chen and Roeckner, 1996a), cloud cover
(Chen and Roeckner, 1996b), surface radiation fluxes (Wild et al., 1996), tropospheric and
stratospheric temperature fluctuations (Stendel and Bengtsson, 1996) and on the interaction
between SST, convection and water vapour during the Central Equatorial Pacific Experiment
(Lohmannet a., 1995).

ECHAM-4 has aso been coupled to an ocean general circulation model (OPY C, Oberhuber,
1993), and the simul ated ENSO dynamicsin the upper ocean aswell asthe atmospheric response
aredocumentedin Bacher et al. (1996) and Roeckner et al. (1996), respectively. Theatmospheric
sulfur cycle has been implemented and studied by Feichter et al. (1996), and a 39-layer middle



atmosphere version with top at 0.01 hPa has been devel oped by Manzini et al. (1996).

Inthisreport, only thestandard L 19 version of ECHAM-4isdocumented. Theextended versions
have partly been described in the studies mentioned above. In addition to the T42 simulations
presented in this study, analogous experiments have been performed at both lower resolution
(T21 and T30) and higher resolution (T106). The impact of these changes in horizonta
resolution on the simulated climate is subject of aseparate study (Arpeet al., 1996).

Inthefirst part of thisreport, the physics of the standard ECHAM-4 model is described in some
detail, with emphasis on those parts which have been changed compared to the previous model
version. In the second part, the climate statistics of ECHAM-4/T42L19 as derived from two
extended AMIP-type realizations (Atmospheric Model | ntercomparison Project; Gates, 1992)
with prescribed monthly mean SST and sea ice limits from 1979 to 1994 is analysed and
compared to ECMWF operational analysesfor about the same period.

2. MODEL STRUCTURE

The mode structure of ECHAM-4, including dynamics and numerics, isin most partsidentical
to that of ECHAM-3, documented in detail in Roeckner et al. (1992) and DKRZ (1992).
Therefore, only the main features are summarized here.

The model is based on the primitive equations. Prognostic variables are vorticity, divergence,
logarithm of surface pressure, temperature, specific humidity, mixing ratio of total cloud water
(liquid and ice phase together) and, optionally, anumber of trace gases and aerosols. Except for
thewater componentsand trace substances, the prognostic variablesarerepresented by truncated
series of spherical harmonicswith triangular truncation at wavenumber 42 (T42) in the standard
version. Nonlinear terms and most of the parameterized physicsis calculated on the associated
Gaussian transform grid which has aresolution of about 2.8° x 2.8° in latitude and longitude. A
semi-implicit time stepping schemeisused together with aweak timefilter to avoid adecoupling
of the solutions at the two time levels of the time stepping scheme. The time step is 24 minutes
for dynamics and physics, except for radiation which is calculated at 2-hour intervals. The
vertical domain extends up to a pressure level of 10 hPa, corresponding to a height of
approximately 30 km. A hybrid sigma-pressure coordinate system is used (Simmons and
Strufing, 1981) with 19 irregularly spaced levels and with the highest resolution in the
atmospheric boundary layer. The lowest level is placed at a height of about 30 m above the
surface which corresponds roughly to the height of the surface layer. The upper part of the
boundary layer, up to aheight of about 1.5 km above the surface, isresolved by four additional
levels. Both seasonal and diurnal cyclesin solar forcing are simulated.

Different from ECHAM-3, the three-dimensional transport of water vapour, cloud water and
trace constituents is calculated by using a semi-Lagrangian scheme. The scheme has been



developed by Williamson and Rasch (1994) for useintheNCAR CCM2 (Hack et al ., 1993). The
scheme uses a shape preserving interpolation form which avoids the generation of spurious
minima or maxima. Therefore, other than the spectral tranform method, the semi-Lagrangian
scheme does not produce negative values or spuriousrain through generation of supersaturation
by the transport of water vapour. However, the scheme is not inherently conservative, and mass
conservation has to be enforced by a’ conservation fixer’ applied at every timestep through a
variational adjustment of the respective variable which weights the amplitude of the adjustment
In proportion to the advection tendencies and thefield itself (Rasch and Williamson, 1990).

Most of the land surface data are prescribed invariably during the course of the integration such
as orography, background albedo, roughness length, vegetation type, leaf area index and soil
parameterslikewater holding capacity, heat capacity and thermal conductivity. A new dataset of
annua mean land surface parameters has been compiled for ECHAM-4 (Claussen et al., 1994),
consistent with the Olson et a. (1983) definition of ecosystem complexes. The generation
procedureisoutlined in Appendix A.

3. MODEL PHYSICS

Compared to the previous version, ECHAM-4 has undergone a number of partly substantial
changesin the physical parameterizationswhich are summarized below.

1. Horizontal diffusion: Within the troposphere, horizontal diffusion is parameterized by a
high-order scheme (Vlo) which essentially confines the damping to the high-wavenumber end
of the spectrum, in away similar to ECHAM-3 where a v’ operator is applied only beyond a
specified cut-off wavenumber. To avoid fictituous reflection at the upper boundary, a high-
diffusion sponge zone is realized through a gradual decrease of the order of the scheme in the
lower stratosphere, i.e., from 10 within the whol e troposphere down to 2 at the upper two model
layers. Independent of height, the damping time scale of the highest resolvable wavenumber is
about 9 hours (at T42 resolution). The diffusion operator is applied to all wavenumbers, but not
to those variables which are advected by means of the semi-Lagrangian scheme, i.e., the water
components and trace constituents.

2. Surfacefluxesand vertical diffusion: AsinECHAM-3, theturbulent fluxesat the surfaceare
calculated from Monin-Obukhov similarity theory. However, different from ECHAM-3, a
higher-order closure scheme is used to compute the turbulent transfer of momentum, heat,
moisture, cloud water and tracers within and above the atmospheric boundary layer. The eddy
diffusion coefficients are calculated as functions of the turbulent kinetic energy E which is
obtained from the respective rate equation (Brinkop and Roeckner, 1995), including turbulent
transport of E, generation/destruction by wind shear and buoyancy flux, and dissipation (but
neglecting advection of E). The interaction between cloud and turbulence is represented by
processes such as the vertical exchange of turbulent kinetic energy generated through radiative



cooling at cloud top, theimpact of cloud water on the buoyancy flux, and cloud top entrainment
through the turbulent flux of cloud water.

3. Land surface processes. With aminor exception, land surface processes are parameterized
asin ECHAM-3. The soil model comprises the budgets of heat and water in the soil, the snow
pack over land and the heat budget of landice. V egetation effects such astheinterception of rain
and snow in the canopy and the stomatal control of evapotranspiration are parameterized in a
highly idealized way. The local runoff scheme is based on catchment considerations and takes
into account subgrid-scale variations of field capacity over inhomogeneous terrain. The only
changeintheschemeisrelated to anew dataset of spatially varying water holding capacity of the
soil (see Appendix A). To avoid fictituous evaporation in those areas where the water holding
capacity islarge, thetotal reservoir issplitinto two parts, and only water from the upper reservoir
isaccessibleto evaporation in the non-vegetated part of agrid box.

4. Gravity wave drag: This parameterization remains unchanged. Drag associated with
orographic gravity wavesis simulated after the method of McFarlance (1987) and Palmer et al.
(1986), as modified by Miller et a. (1989), using directionally dependent subgrid-scale
orographic variances obtained from a high-resolution U.S. Navy dataset. Surface stress due to
gravity waves excited by stably stratified flow over irregular terrain is calculated from linear
theory and dimensional considerations. The surface wave stressisafunction of low-level wind,
orographic variance and buoyancy frequency. In addition, high-drag states are considerd when
the flow becomes hydraulic at low levelsdueto the breaking of leewaves. Thevertical profileis
calculated from a local wave Richardson which describes the onset of turbulence due to
convectiveinstability and the turbulent breakdown approaching acritical level.

5. Cumulus convection: As in ECHAM-3, the parameterization of cumulus convection
(shallow, mid-level, and deep), is based on the bulk mass flux concept of Tiedtke (1989).
However, according to the suggestions of Nordeng (1996), organized entrainment is related to
buoyancy instead of moisture convergence, organized detrainment is computed for a spectrum
of cloudsdetraining at different heights, and an adjustment-type closureisused for deep cumulus
convection instead of the moisture convergence closure applied in ECHAM-3. Moreover, the
water |oading isnow considered in the buoyancy cal culation, the cloud water detrained at thetop
of cumuluscloudsisentering asasourceterminthe stratiform cloud water equation (see6.), and
the physics of the stratocumulus regimeisnow part of the boundary layer scheme (see 2.).

6. Stratiform clouds: Asin ECHAM-3, thestratiform cloud water content iscal culated from the
respective budget equation including sources and sinks due to phase changes and precipitation
formation by coalescence of cloud droplets and gravitational settling of ice crystals. Different
from ECHAM-3, the convective cloud water detrained at the top of cumulus cloudsisused asa
sourceterminthestratiformcloud water equation (see5.). Theformation of thin maritimestratus
forming under alow-level inversion is favoured by accounting for subgrid-scale cloudinessin
the vertical, realized through a reduction of condensation threshold and saturation limit below
theinversion.



7. Radiation: The radiation code has been adopted from the ECMWF model (Fouquart and
Bonnel, 1980; Morcrette et al., 1986) with a few modifications like the consideration of
additiona greenhouse gases (methane, nitrous oxide and 16 CFCs), the 14.6 um band of ozone
and various types of aerosols (optionally). Moreover, the water vapour continuum has been
revised to include temperature weighted band averages of e-type absorption and also a band
dependent ratio of (p-e)-type to e-type continuum absorption (Giorgetta and Wild, 1995). The
single scattering properties of cloud droplets and ice crystals are derived from Mie theory with
suitable adaptation to the broad-band model (Rockel et al., 1991), and the effective radius of
droplets and ice crystals is parameterized in terms of the liquid and ice water content,
respectively (Roeckner, 1995).

3.1. HORIZONTAL DIFFUSION

Different from the other parameterizations which are computed in grid point space, the
horizontal diffusion is formulated in spectral space. Moreover, the treatment of horizontal
diffusion differsfrom that of the other processesin that it does not involve a physical model of
subgrid-scale processes, but rather a numerically convenient form of scale selective diffusion
with coefficients determined empirically to ensure arealistic behavior of theresolved scales. As
in many other models, the horizontal diffusion tendency is expressed in the form of a hyper-
Laplacian,

d 2
A = (1)K, VY, )
ot

where x is vorticity, divergence or temperature (no horizontal diffusion is applied to water
components or trace constituents), K, Is a constant diffusion coefficient for the respective
variable, and qisapositiveinteger. In spectral space, for any wavenumber n,

d -
a_i(” = -K {n(n+1)a 29 @)

where aisthe Earth’ sradius. For convenience, K, isreplaced by the e-folding damping timet
of the highest resol vable wavenumber ng,

w(ng) =15 = K {ng(ng+ 1)a’} " 3)

so that (2) can be expressed in terms of the order of the scheme (2g) and damping timetg. The
scale selectivity of the schemeincreaseswith increasing g.

At T42 resolution, a high-order scheme (2q = 10) is applied throughout the troposphere.
However, in order to prevent spuriouswavereflection at the upper model boundary, thediffusion



isenhanced intheupper layersby gradually decreasing the order of the schemewith height, from
29 = 10 below level 6 (about 150 hPa) to 2q = 2 in the upper two levels. A damping time of T, =
©(Ng=42) = 9 hours is prescribed at al model levels, so that the diffusion coefficient can be
calculated from (3).

3.2. SURFACE FLUXESAND VERTICAL DIFFUSION

The turbulent flux of a variable x at the surface is calculated according to the bulk transfer
relation

(W)s = =C, |V | (e —%s) (4)

where CX isthe transfer coefficient. The subscripts L and Srefer to values at the lowest model
level (representing the top of the surface layer) and the surface, respectively, and V| is the
horizontal wind vector at level L. The transfer coefficients are obtained from Monin-Obukhov
similarity theory by integrating the flux-profil e rel ationships over the lowest model layer. Asin
the ECMWF model, approximate analytical expressionsderived by Louis(1979) are employed,
differently for momentum (subscript m) and heat (subscript h: used for water vapour, cloud water
and tracersaswell)

Crn = Cy (R gy Z—L+1) )
- N "'mh B’Z ’Z
Om 0Oh

2
Cy = K ©)

z z
In(—'- + 1) - In(—'- + 1)
Zom Zoh

where C,, isthe neutral transfer coefficient, k the van Karman constant, z,the height of the
lowest model level, Zy,,and zg;, the roughness length for momentum and heat, respectively, and
Rig the 'moist’ bulk Richardson number of the surface layer, defined in terms of cloud
conservative variables (total water content and liquid water potential temperature; e.g., Smith,
1990; Brinkop and Roeckner, 1995). The stability functions for momentum and heat, f,,, and f},,
whichrepresenttheratio of C, |, totheir respectivevaluesunder neutral conditions, are defined
according to Louis (1979) for unstable conditions (Rig < 0)

am,thB

1+ 3c2CNJ—RiB : (-Z-L- + 1)

ZOm

(7)

and for stable conditions (Rig = 0)



f (8)

_ 1
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= L
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with coefficients specified asc = 5, a,, = 2¢, a,, = 3C.

9)

Over land, the roughness length is specified as a function of subgrid-scale orography and
vegetation (see Appendix A). Over open water, the aerodynamic roughness length Zg., is
computed from the formula (Charnock, 1955)

Zom = Max (0.032 u.?/g, 1.5x10°° m) (10)

where ux isthe friction velocity and g the acceleration of gravity. Over seaice, a constant value
of 10 miis prescribed for both Zo,, and zy,. For the transfer of heat and water vapour over sea,
the Charnock relation is modified slightly. Different from the momentum transfer which is
affected by pressure fluctuationsin the turbulent wakes behind the roughness elements, heat and
water vapour must be transferred by molecular diffusion across the interfacial sublayer.
Observational data (Large and Pond, 1982) suggest that the transfer coefficients for heat and
water vapour are largely independent of wind speed. In the model, these empirical results are
taken into account by a suitable reduction of the aerodynamic roughness length over sea (10)
according to

Zoh = Zom €XP{ 2. - 86.276 7,027} (11)

For low wind speed, free convection conditions must prevail. Therefore, in unstable conditions
over sea, an empirical interpolation is used between the free convection limit and the neutral
approximation (Miller et a., 1992)

c, = Cy(1+Ch)”" (12)
1/3
(A0,)
Cp = Pt — (13)
R Cy|VY

with § = 0.0016 and y = 1.25. A®,, represents the virtual potential temperature difference
between the surface and the lowest model level L.

Above the surface layer, the eddy diffusion method is applied, and the vertical turbulent fluxes
arerelated to the gradient of the respective variable according to

ot — 0
Wy = —KXa_7Z< (14)



where K, is the vertical eddy diffusion coefficient. Analogous to the surface layer, different
coefficientsare used for momentum and heat. The eddy viscosity K,,,and eddy diffusivity K, are
parameterized in terms of the turbulent kinetic energy E (e.g., Garrat, 1992)

Kinh = Am,h“/E (15)

with E = (u'2+v' 2+w ?)/2 and length scales A, = | S, Wherel = kz(1 + kz/2) L isthe mixing
length (Blackadar, 1962). The asymptotic mixing length A is set constant (300 m) for both heat
and momentum throughout the atmospheric boundary layer. Inthefreeatmosphere, A isassumed
to decrease exponentially with height, approaching about 30m in the upper troposphere
(Holtslag and Boville, 1993). Analogous to the transfer coefficients in the surface layer, the
functions S, ,, are defined asaproduct of neutral coefficients Sy ., Sy, for momentum and heat,
respectively, and stability functions g,

Sm = Snm I (16)
Sh = Sn,h " 9h (17)

wherethe neutral coefficients are defined according to Mellor and Y amada (1982)

Snh = 3A,7,42 (18)
S A, /v,-C
ONm _1<Y1 1) (19)
Snp A2\ 1

with Al: 0.92, A2: 0.74, B]_: 16.6, C]_: 0.08 and V1= 1/3- 2Al/Bl'

Thestability functions gy, , are defined consistently with f,, , inthe surfacelayer (cf., (7)-(9) and
Roeckner et a., 1992), so that for unstable conditions (Rig < 0),

am,thB

gm,h =1- (20)
1/3 3/2 —Ri
eacf(2 o) [T |
’ (Az)” "z
and for stable conditions (Rig = 0),
- 1
On = - - (21)
1+ 2cRig/,/1 +CRig

" 1+2cRig, [T+ Rig

where z is height, Az the layer thickness, and Rig the ’'moist’ bulk Richardson number for the
respective model layer. Different from ECHAM-3, vertical diffusion in the free atmosphereis



also calculated in stabl e stratification.

A simplified form of the turbulent kinetic equation is solved, as described by Brinkop and
Roeckner (1995), with advection of E neglected,

0E _ 0, . Y1V iV Y.
o ——E(WE+Wp/p)—UWE—VWE+—@g;W@V—S (23)
All turbulent fluxesin (23) are computed from (14), with coefficientsaccording to (15). Kg = K,
is used for computing the turbulent transport of E (first term, where w'p’ /p is the pressure
correlation term and p isdensity), for computing the shear termsaswell asfor the buoyancy flux
g(w'e',)/0, whichisformulated in terms of total water content and liquid water potential
temperature (Brinkop and Roeckner, 1995). Asusual, thedissipationrateisset e =E 32 /A1 with
adissipation length of A; = 15 1. The solution of (23) requires the specification of a surface
boundary conditionfor E. Here, theformulation of Mailhot and Benoit (1982) isadopted, and the
turbulent kinetic energy closeto the surfaceisdefined as

Eo=3.75 u.? (stable surface layer) (24)
Eo=3.75U2+0.2W? + (-7 /L)% u-? (unstable surface layer) (25)

wherews = {gH (W'G)'\,)S/G)Vs}ll3 is a convective velocity scale, Lyo the Monin-Obukhov
length, and H the height of the boundary layer. The surface buoyancy flux (w'®',)s iscomputed
according to (4)-(13).

3.3. LAND SURFACE PROCESSES

The parameterization of the land surface processes comprises the evolution of the temperature
profile in the soil, the soil hydrology and the snow pack over land. Apart from afew changes
described below, the scheme is identical to that used in ECHAM-3. Therefore, only its basic
features are summarized in this Section. A comprehensive documentation can be found in
Roeckner et al. (1992).

The temperature profile in the soil (or in the glacier if present), is calculated from a numerical
solution of the heat conduction equation in a five-layer model where the thicknesses of the
individual layers increase with depth (from 0.065m for the upper layer to 5.7m for the lowest
one). At thelower boundary of thedomain, i.e., at adepth of 10m approximately, azero heat flux
conditionisimposed in order to close the energy budget of the Earth-atmosphere system.

For snow depths over land which exceed a threshold of 0.025m water equivalent, the heat

conduction equation is solved for an extra layer, and the skin temperature of the snow, which
serves as an interface to the atmosphere, is obtained through linear extrapolation from the snow

10



layer and theupper soil layer. Thistemperature may not exceed the snow melt temperature. If this
would occur, the excess energy isfirst used to warm the soil underneath. Only if both the snow
temperature and the upper soil temperature reach the melting point, further energy input will be
used to melt the snow.

The sea-ice temperature is obtained from the total heat flux at the ice surface and the heat
conduction through the slab, where the ocean temperature bel ow the slab isfixed at the freezing
point for seawater. The ice surface temperature calculated accordingly is representive for the
upper 10cm of theslab. Asin ECHAM-3, snow falling on seaiceisdisregarded.

The parameterization of soil hydrology comprisesthe budget equationsfor snow amount, water
amount intercepted by the vegetation during rain or snow melt episodes (the so-called skin
reservoir) and the water amount in the soil. In these equations, processes such as evaporation,
snowmelt, snowfall and rainfall link the soil hydrology to fluxes of water estimated from the
parameterizations of the turbulent surface fluxes (Section 3.2) and precipitation formation
(Sections 3.5 and 3.6). In nature, and in some coupled atmosphere-ocean models as well, the
water cycleisclosed throughlocal runoff and riverswhich direct thelocal runoff into the oceans.
As in ECHAM-3, and in atmospheric models in general, the water cycle is not closed in
ECHAM-4. While loca runoff is considered in the water budget through surface runoff,
including subgrid-scale effects due to the heterogeneity of the soil, and drainage processes
(Dimenil and Todini, 1992), the river runoff is disregarded. Rainwater falling on frozen soil is
not allowed to infiltrate but isassumed to run off completetely.

As mentioned earlier, anew set of surface data has been compiled asinput for ECHAM-4 (see
Appendix A). These parametersarerelevent for the heat and water budget of the soil, such asthe
vegetationindex, the heat diffusivity and heat capacity of the soil, and thewater holding capacity
of the soil. Whilethelatter has been specifiedin ECHAM-3 asaglobal constant (w,,,, =0.2m),
it varies spatially in ECHAM-4 (Patterson, 1990), ranging from afew centimetersto about one
meter, which requires reformulation of evaporation from the soil.

In ECHAM-3, the soil water available for evaporation in the non-vegetated part of agrid box is

definedintermsof a’relative soil water amount’ h, inthelimitsO<h<1forOsw=w,,,, ,where
w isthe actual soil water amount,
h = [1—cos<n- w )}/2 (26)
Wmax

Accordingto (26), since w,,,, = const inECHAM-3, hiscompletely determined by w so that,
for agiven set of atmospheric parameters, the evaporation from the soil is a unique function of
the water level. In ECHAM-4 thisis no longer the case, and unrealistically large evaporation
rates could be expected at grid pointswith large w,, ., . To avoid evaporation from adeep layer,
thetotal reservoir wy,,, issplitintotwo parts, an upper layer w,,, andalower onew,,,, —Wq, .
In the non-vegetated part of agrid box, only water from the upper reservoir should be accessible

11



for evaporation. In order to fulfil thisrequirement, (26) has been reformulated according to

h = {1— cos{n : W_(Wma"_wt‘)p)H/Z (27)

Wiop

for w>wp,,, — W, , and h = 0 otherwise. The upper reservoir is specified as w;,, = 0.1m for
Winax > 0.Imand wy,, = wp,, Otherwise. Inthelatter case, (27) becomesidentical to (26).

34. GRAVITY WAVE DRAG

The parameterization scheme represents the momentum transport due to subgrid-scale gravity
waves exicted in stably stratified flow over irregular terrain (Miller et al., 1989). Depending on
the atmospheric stability and vertical wind shear, these waves can propagate to high atitudes
unless absorbed and/or reflected by critical layers, or unless break as a result of convective or
shear instabilities. The schemeisamodified form of that proposed by Palmer et al. (1986) and
McFarlane (1987) in which a low-level wave stress is defined together with criteria for the
reduction in stress with height as the upward propagating waves are absorbed and/or reflected.
Since the scheme used in the new model isidentical to that used in ECHAM-3, and documented
in Roeckner et al. (1992), only its basic features are summarized here.

The scheme consists of two parts, first aformulation of the surface pressure drag exerted on the
subgrid-scale orography and second a modelling of the dissipation/absorption processes which
determine the vertical distribution of the wave stress accompanying the surface value. The
surface wave stress depends on the low-level Brunt-Vasdlafrequency, the low-level horizontal
wind and on the subgrid-scale orographic variance. To account for the anisotropic nature of
orography, adirectional variance has been computed in four sectors (E/W, N/S, NW/SE and NE/
SW), but limited according to dynamical constraints. An additional drag is considered when the
flow becomes hydraulic at low levels due the breaking of leewaves. The drag below alow-level
reference height (corresponding to a pressure of 0.8pg, where pg is surface pressure) represents
the effect of low-level wave ducting. The high-level dragisaresult of upward wave propagation
depending on a local wave Richardson number which attempts to describe the onset of
turbulencedueto gravity wavesbecoming convectively unstable or encountering acritical layer.
By requiring that thewave Richardson number never fallsbelow acritical value (0.25), values of
wave stress are defined progressively from the surface upwards.

3.5. CUMULUSCONVECTION

Cumulus convection is parameterized by a mass flux scheme (Tiedtke, 1989), with
modificationsaccording to Nordeng (1996). The contribution of cumulusconvectiontothelarge
scale budgets of heat, moisture and momentum is represented by an ensemble of clouds
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consisting of updrafts and donwdrafts in a steady state. The bulk equations for mass, heat,
moisture, cloud water and momentum for an ensemble of cumulus updraftsare

oM,

- = E,-D, (28)
%(Musu) = E,;s—Dys, +Lpc, (29)
%(Muqu) = Eu(_J—Duqu—f)cu (30)
%(Mulu) = —D,l, +pc, - pP, (31)
%(Muuu) = E,u-D,u, (32)
%(Muvu) = E,v—D,v, (33)

where the subscript u denotes updraft variables and the overbar denoteslarge-scale variables. E
isentrainment, D is detrainment, s=c,T+gz the dry static energy, p the air density, q is specific
humidity, | the cloud water mixing ratio, ¢, the release of latent heat from condensation, P, the
conversion of cloud water to precipition, and u and v are the components of the horizontal wind
Vector.

AsinECHAM-3, acorresponding set of equationsisused for thecumulusdowndraftswhich are
assumed to originate from mixing of cloud air with environmental air which has been cooled to
its wet bulb temperature by evaporation of precipitation generated in the updrafts (Tiedtke,
1989). Features common to both model sare al so the parameteri zations of turbul ent entrainment/
detrainment, generation and evaporation of precipitation, melting of snow, and the treatment of
shallow and mid-level convection.

Different in ECHAM-4 is the treatment of cloud water detrainment in (31), whichisused asa
source term, D l,/p, in the stratiform cloud water equation (54), while in ECHAM-3 the
convective cloud water detrained into the environment is assumed to evaporate instantaneously.
Different is also the treatment of stratocumulus clouds. In ECHAM-3, convection associated
with theformation of stratocumulus cloudsat thetop of the boundary layer isparameterized asa
turbulent diffusion process with an ad hoc enhancement of the vertical diffusion coefficients. In
the new model, the stratocumul usregimeis considered as part of the boundary layer scheme (see
Section 3.2) which includes the effect of clouds on vertical transport, such as the downward
transfer of turbulent kinetic energy generated through radiative cooling at cloud top, the impact
of cloud water on the buoyancy flux, aswell as cloud top entrainment processes represented by
theturbulent diffusion of cloud liquid water (Brinkop and Roeckner, 1995).

Major changesinthe ECHAM-4 convection scheme arerel ated to the formul ations of organized
entrainment, organized detrainment and to an adjustment-type closure for deep cumulus clouds
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(Nordeng, 1996), replacing that based on moisture convergence.

3.5.1 Organized entrainment

In Tiedtke (1989), organized entrainment is consistent with the closure and is based on a
moi sture convergence hypothesis, while Nordeng (1996) assumes organi zed entrainment to take
place as inflow of air into the cloud when cloud parcels accelerate upwards, i.e., when the
buoyancy is positive. Organized detrainment, on the other hand, takes place where the air
decelerates, i.e., when the buoyancy is negative. Organized entrainment and detrainment are
therefore related to the cloud activity itself.

By introducing fractional entrainment and detrainment rates, ; and §; (Turner, 1963), so that
E; = M;g; and D; = M;9; for anindividual updraft i and, for the cloud ensemble,

E = Me = EMiei = EEi (34)

O
I

M = M.§, = D, (35
2 11 2 |
wherethe cloud ensemble massflux isdefined as
M = EMi = Eﬁoiwi (36)
| |

with fractional area o; and vertical velocity w;, (28) can bewritten as

1 oM

=— =¢g-9 37

Maz ¢ S
where the subscript for the updraft u is omitted for convenience (in the following as well).
According to Simpson and Wiggert (1969), the steady state vertical momentum equation for an
individual updraft isgiven by

Wi = b —&;Ww; (38)

where by is the buoyancy term which may include water loading and non-hydrostatic effects.
Assuming now that the fractional area o; of each individual updraft is constant with height
(except in the ouflow part, see later), organized entrainment, according to (36) and (37), can be
written as

iy 105 39
7P (39)
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whenever the buoyancy ispositive (§; = 0). By integrating (38) upwards, starting at cloud base (z
=0), and combining (34), (38) and (39), the organized entrainment rate of the cloud ensemble
becomes

b

£ = ——m—mmm+
2<w§+f;bdz)

with the ensemble buoyancy b = —_g—(TV—'_Fv)—gI :

Tv

d —
— 40
azp (40)

Dl

3.5.2 Organized detrainment

Organized detrainment istheloss of total massflux dueto detrainment of those cloudswhich are
losing their buoyancy. By definition,

oM _ 10W; 10| 0= _  00j
D=E-_"_"" = W —— "+ ="p| -2 W, = — N 41

0z ZpG'W'(Wiaz ﬁazp) azZpO'W' pr'az (41)
Since the fractional area of each individual member of the ensemble is assumed to be constant
with height, except for the detrainment level, theonly contribution to thesumin (41) comesfrom
those members of the ensemble which detrain at thislevel (k), i.e.,

__do  pow, M
D=- W,— = = — 42
Zp K9z Az Az (42)

where Az isthe depth over which the detrainment takes place. Thus, organized detrainment is
equal to the change of mass flux with height. Since thein-cloud vertical velocities are primarily
afunction of the height above cloud base and, hence, w, = w, and due to the assumption that
individual clouds do not change their area fraction before they start to detrain, the individual
cloud cover changeisequal tothetotal, i.e.,

d
9% _ do (43)
0z 0z
so that, according to (42) and (43), the organized detrainment may be parameterized as
Moo

D= =5 (44)

It remainsto determinethe variation of cloud cover with height. Having obtained thelevel where
clouds start to detrain (z4), an analytical function o = o(2) is specified with boundary valus o(zy)
= op and o(z) = 0, where z is the highest possible cloud level obtained from undiluted ascent
starting at cloud base. In the parameterization, the spectrum of clouds detraining at different
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levelsisrealized through the following function

o(z) = cc,cos[z((Z _—Zz(:))} (45)
t

Other for being continuous at z = z4, and satisfying the boundary conditions specified above,
thereisno physical reason for chosing this particular function.

3.5.3 Adjustment closure

As an dternative to the moisture-convergence closure for deep convective clouds used in the
ECMWF model (and in ECHAM-3 as well), Nordeng (1996) developed an adjustment-type
closurewhichrelatesthe cloud base massflux to convectiveinstability. The dominant part of the
convective heating and the convective drying, respectively, is due to compensating subsidence
in the environment (Fritsch and Chappel, 1980), i.e.,

9L mds (46)
ot PCy az

9= 1y.0-

—QqQ==M— 47
atq o azq (47

where M isthe massflux.
Convective activity is defined through the convective available potential energy (CAPE),

top
CAPE = [ ([T,-T.]-gl)d 48
f(TV[ ]-gl)dz (48)

base

where cloud ensemble values are used for T,, and |. The change of CAPE due to convective
heating/moistening is approximated by

to
%CAPB— g-aTde_ f([l 6Q]as+6 q) 94z (49)

0z
base V base ' °C TV

with normalized massflux n definedas M = Mgn(z) where My isthecloud base massflux.
Assuming arelaxation time-, so that

CAPE (50)
T

9 CAPE = -
at

the cloud base mass flux can be computed from (49),
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MB:%- f (1+6q)as+6 q 9dz (51)
T c.Ty Jz

base p
Since n is not known before the total mass flux is known, CAPE is estimated through a first
guess Mg = Mg* obtained, for example, from applying the moisture convergence scheme. The
cloud base mass flux necessary for the adjustment closure can then be found according to

-1

Mg = SAPE [\ f (1+6q)as+6 q|Mg* 9dz (52)
T C TV 0z
base p
As discussed by Nordeng (1996), the relaxation time t should become smaller with increasing
horizontal resolution and vice versa. In ECHAM-4, a value of T = 3600 s is used at T42
resolution.

3.6. STRATIFORM CLOUDS

The schemeisbased on the approach of Sundgvist (1978) who devel oped aformalismtoinclude
fractional cloud cover (b) inaprognostic scheme. The governing equationsfor water vapour (g, )
and cloud water (g, , liquid and ice phase together) are

aq

ﬁv = R(q,) —bC,—(1-b)Cy+ (1-b)E, (53)
aq
ﬁw = R(q,,) +bC,+(1-b)C,—bP, (54)

where R(q,), R(q,,) denote the sum over al transport terms of g, and q,, respectively,
including advection, turbulence and convection (i.e., water vapour and cloud water detrained at
the top of cumulus clouds, see Section 3.5). The subcripts ¢ and O refer to the cloudy and cloud-
free part of agrid box, respectively. The cloud-microphysical terms are condensation of water
vapour in the cloudy part (C. > 0), evaporation of cloud water (C. < 0), evaporation of cloud
water transported into the cloud-free part of agrid box (Cy < 0), formation of precipitation by
coalescence of cloud droplets and sedimentation of ice crystals (P.), and the evaporation of
precipitation falling into the unsaturated part of a grid box (Eg). Fractional cloud cover b is
parameterized asanon-linear function of grid-mean relative humidity r (Sundqgvist et al., 1989).
Forr >rg, whererg<rgy isasubgrid-scale condensation threshold and r s (=1 in general) isthe
saturation value,

b=1-,/1—b, (55)
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r—r
— 0
by =

(56)
F'sat—To

and b = 0 otherwise. Condensational growth of cloud droplets occursif r >r. Oppositely, an
existing cloud is diluted by evaporation if r < r.The condensation threshold r is specified asa
function of height (or pressure), fitted to the results obtained by Xu and Krueger (1991) from
experiments with a high-resol ution cumulus ensemble model,

[1-(ps/P)"] (57)

ro(p) = rO, top + (rO, surf — r0, top)e
wherepispressure, psis surface pressure, rg o, = 0.6 and rg gr¢ = 0.99 are the upper and lower
valuesof ry, and n = 4 isalfitting parameter. The function (57) is used for al cloud types except
for marine stratus under alow-level inversion. If such an inversion is detected bel ow about 700
hPa, risreduced to 0.7 below theinversion and r; = 0.9 so that, according to (55) and (56), b =
1 isreached aready before the whole layer is saturated. This ad hoc parameter setting alows
formation of thin stratus clouds under a subsidence inversion which otherwise would not be
captured duetotheinsufficient vertical resolution of themodel. Thelack of marinestratusclouds
iIsone of the most persistent problemsin GCMs.

Themechanism of precipitation formation dependscrucially on cloud phase. Therefore, thetotal
cloud water content computed from (54) is empirically split into aliquid phase and ice phase,
respectively. Probability functions fj;q and ;e were derived by Rockel et al. (1991) through an
empirical fit to aircraft measurements of cloud water and ambient temperature (T < Ty = 273.16
K) compiled by Matveev (1984),

2
fig = a+(l—a)y (58)

fqu+fice =1 (59)

with a=0.0059 and b = 0.003102, whilefjjq=1for T=Tp.

Accordingly, theliquid andicefractionsof thetotal in-cloud water content g = ¢, /b aregiven by

Oc = Gei + i (60)

where q; = f};, - . representsthein-cloud liquid water content and qg; = fic. - . thein-
cloud ice water content. The autoconversion of cloud droplets to precipitating rain drops is
parameterized in a convenient exponential form (Sundqvist, 1978). In addition, the collision of
cloud droplets with larger rain drops is taken into account (Smith, 1990), so that the total
coalescencerateisgiven by
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_(qc /QCr)Z
Po = qcl'<CO[1_e | }

+Cy(P)) (61)
where (P) istherainflux density at the top of the respective cloud layer, and C,, C; and g, are
microphysical constants which determine the efficiency of rain formation and, thus, the cloud
lifetime (in ECHAM-4/T42: Cy= 2x10%s™%, C; = 1 m%kg and g, = 0.5x10°3 and 0.3x10™ for
continental and maritime clouds, respectively).

Ice crystals settle at a rate which depends on their form and size. Both parameters are not
availableinthemodel. However, according to an observational study by Heymsfield (1977), the
terminal velocity v; of the crystals can be parameterized in terms of theice water content,

Vi = alpg- qci)[5 (62)

wherepgisair density and o, 3 areempirical constants(inECHAM4/T42: o.=1.97 and 3 =0.16).
The loss of ice crystals due to sedimentation is given by the divergence of the ice water flux
density

PCi = gaa_p(vtpaqci) (63)

where p is pressure and g the acceleration of gravity. With (61) and (63) the total precipitation
rate entering (54) isfinally obtained as

Pc = I:)cl + I:)ci (64)

As in ECHAM-3, precipitation falling into the cloud-free part of a grid box is exposed to
evaporation which is parameterized in terms of the saturation deficit, and melting of snowfall is
assumed whenever the temperature of the respective layer exceeds 2°C (Roeckner et al., 1992).

3.7. RADIATION

The radiation scheme used in the previous ECHAM models has been replaced by the ECMWF
scheme (ECMWEF Res. Dep., 1991), with afew modifications such astheinclusion of additional
greenhouse gases, revised parametrizations for the water vapour continuum and for the cloud
optical properties and, as an option, optical propertiesfor 11 types of aerosols according to the
GADS dataset (Koepkeet al., 1996).

3.7.1 Longwave radiation

The radiative transfer scheme developed for the ECMWF model (Morcrette, 1984; Morcrette
and Fouquart, 1985; Morcrette et a., 1986) is derived from the upward (u) and downward (d)
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components of the monochromatic flux F, at wavenumber v, assuming a non-scattering
atmosphereinlocal thermodynamic equilibrium,

Y = [B,(T) =By (T) Ity (py i) *B(Ty) = [ (0 pir)aB, (65)
FY = [B,(Tyop) —By(T,) Tty (p, 051) + B (T,) thV(p, p'ir)dB, (66)

where B,, isthe Planck function (including ther factor), T istemperature (where the subscripts
S, a, p and top refer to the surface, surfaceair, pressure level and top of the model, respectively),

t,(p, p';r) isthe monochromatic transmission function of the flux through a slab between
pressurelevelsp and p’, and isevaluated in adirection 6 tothevertical suchthat r = sec6 is
the diffusivity factor (Elsasser, 1942). The integralsin (65) and (66) are evaluated numerically
with specia attention to the impact of local temperature and pressure (Morcrette and Fouquart,
1985).

The integration over wavenumber v is performed using a non-isothermal band emissivity
method. Thelongwave spectrumisdivided into six spectral regions corresponding to the centres
of the absorption bands (Table 1).

Different from the ECMWF code, the effect of minor trace gasesis considered in addition, such
as the absorption due to CH,4 (7.7 um), N,O (7.8, 10.7 and 17 um), 16 CFC’'s, HCFC's, and
HFC's (IPCC, 1990), as well as the 14.6 um band of O3 (v. Dorland, pers. comm.). Another
modification concernsthe H,O continuum. In the ECMWF code, following Roberts (1976), the
(p-€)-continuum absorption is a constant fraction (y = 0.002) of the e-type absorption strength
within the spectral region 350-1250 cm™t (bands 2-5). In ECHAM-4, awavenumber dependence
of v hasbeen introduced (Giorgettaand Wild, 1995), as suggested by Maand Tipping (1992) on
the basis of quantum mechanical calculations, withy,, = (0.059, 0.017, 0.0025, 0.0018, 0.0025)
representing the spectral bands by, = (350-500, 500-800, 800-970, 970-1110, 1110-1250 cmY),
respectively.

Table1: Longwave spectral bands

Band No. Spectral region (cm™) Corresponding absorption bands
1 (0 - 350) and (1450 - 1880) rotation and vibration-rotation of H,O
2 (500 - 800) 15 um CO,
3 (800 - 970) and (1110 - 1250) | atmospheric window
4 (970 - 1110) 9.6 um O
5 (350 - 500) 25 um "window"
6 (1250 - 1450) and (1880 - 2820) | wings of H,O vibration-rotation
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Over the spectral regionsindicated in Table 1, band averaged fluxes are evaluated with the help
of band transmissivities pre-cal culated from the narrow-band model of Morcrette and Fouquart
(1985). Theintegration over wavenumber accountsfor the temperature dependency involvedin
atmospheric flux calculation, namely its effect on emission as well as on transmission through
the temperature dependence of the intensities and half-widths of the lines absorbing in the
respective spectral region. The band transmissivities are non-isothermal, accounting for the
temperature dependence that arises from the wavenumber integration of the product of the
monochromatic absorption and the Planck function. For computational efficiency, the
transmissivities have been devel oped into Padé approximants

2 2
t(up, T,) = E Cimi/ E Di«/Iﬂj (67)

i=0 i=o

where uy s = rup-f(T,, up) isan effective absorber amount of an absorber which includes
the diffusivity factor r, the weighting of the absorber amount u with pressure p and the
temperature dependence of the absorption coefficients, with

f(T, up) = exp[a(up)(T,—250) + b(up)(T, —250)2] (68)

The temperature dependence due to Wien's law is incorporated although there is no explicit
variation of the coefficients C; and D; with temperature. These coefficients have been computed
for temperatures between 187.5 and 3125 K with a 125 K step, and transmissivities
corresponding to the reference temperature closest to the pressure weighted temperature T, are
actually used in the scheme.

The treatment of clouds follows the method of Washington and Williamson (1977). The fluxes
for clear and overcast skies are calculated separately and combined subsequently in a manner
proportional to cloud amount. For example, assume that a cloud is present in the n-the layer of
themodel atmosphere, the upward fluxesabovethe cloud (for k = n) and downward fluxesbel ow
the cloud (for k < n) can be expressed, analogousto (65) and (66), by

FUK) = [FY=B.Jt(p Py 1iF) + B(K) + f; “ t(p p'ir)dB (69)
Fd(k) = [FS =B, Jt(p, pyir) + B(K) + f; "t(p’, py;r)dB (70)

where B isthetotal Planck function (integrated over the wholelongwave spectrum), and Fg, Fg

arethefluxesat the upper and lower boundary of thecloud. Termsunder theintegral scorrespond
to exchange of energy between layers in the clear-sky atmosphere and have aready been
estimated in thefirst step of the calculation. Thisstep isrepeated for al cloud layers. The fluxes
for the actual atmosphere (with semi-transparent, fractional and/or multi-layered clouds) are
derived from alinear combination of the fluxes calculated at the previous step with some cloud
overlap assumption in the case of clouds present in several layers. For contiguous cloud layers,
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maximum overlap is assumed and random overlap otherwise. In the case of semi-transparent
clouds, thefractional cloudinessentering the calculationsisan effective cloud cover equal to the
product of the horizontal cloud cover and emissivity whichisparameterizedintermsof thecloud
water path (see Section 3.7.4).

3.7.2 Shortwaveradiation

Theradiative transfer equation for diffuseradiation L, at wavenumber v, in adirection given by
theazimuth angle ¢ and = cos 9 where ¥ isthe zenith angle, may bewrittenin theform

d —
M&[Lv(éa w, q))] - LV(B’ M’q) P }

with P, = P_(8, w0ty dg)F, e e

and P, = ([ Py, wdin, 9)L,(0. ', ) ddy (71)

FVO is the solar irradiance in the direction pp = cos ¥, 6 the optical depth, w, the single
scattering abedo and P, (8, u, ¢, w', ¢') is the scattering phase function which defines the
probability that radiation coming from the direction (u', ¢') is scattered in the direction (u, ¢).
The shortwave part of the ECMWF code, devel oped by Fouquart and Bonnel (1980) solves(71)
by integrating the fluxes between 0.2 and 4 um. Upward and downward fluxes are obtained from
the reflectances and transmittances of the layers, and the photon path distribution method is
applied to separate the parameterization of the scattering processes from that of molecular

absorption.

Solar radiation is attenuated by absorbing gases, mainly water vapour, carbon dioxide, oxygen
and ozone, and scattered by molecul es (Raylei gh scattering), aerosols, and cloud particles. Since
scattering and molecular absorption occur simultaneously, the exact absorber amount along the
photon path length is unknown, and band models of the transmission function cannot be used
directly asin longwave radiative transfer. The approach of the photon path distribution method
isto calculate the probability P(u)du that aphoton contributing to theflux F. in the conservative
case (i.e., no absorption: w. = 1 and absorption coefficient k, = 0) has encountered an absorber
amount between uand u + du. Withthisdistribution, theradiativeflux at wavenumber v isrelated
to F. by

F, = F, f: P(u)e "y (72)

and the flux averaged over the interval Av can be calculated with the help of any band model of
thetransmission functiont,,,

:Ai{ dv_Ff (u)t, (u)d (73)
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In order to find the distribution function, the scattering problem is solved first for afirst-guess
absorbing atmosphere, and an inverse Laplacian transform is then performed to get P(u). The
main advantage of the method isthat the actual distribution needs not to be calculated explicitly
since the spectrally integrated fluxes are

F = Fcty (u) inthelimiting case of weak absorption (74)

F = F.t, (Ju) inthelimiting case of strong absorption (75)
where (u) =fwP(u)udu and (.Ju) :fwP(u)ﬁJdu.
0 0

The atmospheric absorption in the water vapour bands is generally strong, and the scheme
determines an effective absorber amount u,, between (u) and (./u) derived from

Ue = In(F /Fo)/ke (76)

where an absorption coefficient k., is chosen to approximate the spectrally averaged
transmission in the clear-sky atmosphere,

__1
ke = G Ity (Uior/ o)) (77

where u,,, isthetotal absorber amountinavertica columnand u, = cosq, . Oncetheeffective
absorber amounts of water vapour and uniformly mixed gases are found, the transmission
functions are computed using Padé approximants

N N
ty,(U) = (E aiu'_l)/( > bjuj—l) (78)
i=0 j=0

Absorption by ozoneisalso taken into account, but since ozoneislocated at |ow pressurelevels
for which molecular scattering is small and Mie scattering is negligible, interactions between
scattering processes and ozone absorption are neglected. Transmission through ozone is
computed using (78), where Ug, the amount of ozone, is

udo3(p) =M fzduoa(p) for the downward transmission of thedirect solar beam  (79)
ug3(p) =r ; duoap + u“osps for the upward transmission of the diffuseradiation  (80)

r = 1.66 isthe diffusivity factor and M isthe magnification factor (Rodgers, 1967) used instead
of ug to account for the sphericity of the atmosphere at very small solar elevations,

M = 35/(,/1224u2 + 1) (81)
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For the spectral integration, the scheme considers two intervals, one for the visible (0.2 - 0.68
um) and one for the near-infrared (0.68 - 4.0 um) part of the solar spectrum. The cutoff at 0.68
um makes the scheme computationally efficient, inasmuch as interactions between gaseous
absorption and scattering processes are accounted for only in the near-infrared interval.

Assuming an atmosphere divided into N homogeneouslayers, the upward and downward fluxes
at alayer interfacej aregiven by
. N
F() = FonTb(k) (82)
=]
. d,. .
F'() = FIDR(G-1) (83)

where Ry(j) and Ty(j) arethereflectance at the top and the transmittance at the bottom of thej-th
layer, respectively. R; and Ty, account for the presence of cloudsin thelayer according to

R, = CR, +(1-C)R
T, = CT,+(1-C)T

(84)
(85)

clr

clr

where Cisfractional cloud cover, and the subcripts ¢ and clr refer to the cloudy and cloud-free
portions of the layer, respectively. The reflectance at the top of the cloudy fraction (R;.) and
transmittance at the bottom (T,,.) are calculated with the Delta-Eddington Approximation. For
given optical thicknesses of the cloud (3.), the aerosol (8), molecular absorption (34), and
respective asymmetry factors (g; and g,), R and Ty, are calculated as functions of the total
optical thickness of the layer,

& = 9, +9d, + 9, (86)
of thetotal single scattering albedo,
@ = (8, +0,)/ (8 +8, ) (87)
of thetotal asymmetry factor,
g = g.0,/(0,+8,) +9,0,/(5, +d,) (88)

of thereflectance of the underlying medium ( surfaceor cloud layersbelow thej-thinterface, and
of an effective solar zenithangle u,(j) accounting for the decrease of the direct solar beam and
the corresponding increase of the diffuse part of the downward radiation by the upper scattering

layers,

ue(j) = [(1=Cal(j))/u+rcalj]t (89)
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N

with Cel(j) = 1- T (1-C()E() (90)
i=j+1
and E(i) = 1—exp—[(1_mc(l)i°(l) )60(')} (91)

d.(i1), w,(i) and g.(i) arethe optical thickness, single scattering albedo and asymmetry
factor, respectively, of the cloud in the i-th layer, and r is the diffusivity factor. The scheme
follows the Delta-Eddington approximation (Joseph et al., 1976) which assumes that the
radiance L entering (71) can bewrittenintheform

L(3, ) = Lo(d) +ulL,(d) (92)

In that case, when the phase function is expanded as a series of associated L egendre functions,
all termsof order greater than one vanish when (71) isintegrated over u and ¢ .

In the clear-sky fractions of the layers, the scheme accounts for scattering and absorption by
molecules and aerosols. As the optical thickness for both Rayleigh and aerosol scattering is
small, the reflectance at the top of the j-th layer, Ry,(j-1), and the transmittance at the bottom,
Tar(j), can be calculated using afirst and asecond order expansion, respectively, of theanalytic
solutions of the two-stream equations similar to that of Coakley and Chylek (1975).

To deal properly with multiple reflections between the surface and cloud layers, and clear-sky
layers as well, it should be necessary to separate the contribution of each individual reflecting
surfaceto thelayer reflectances and transmittancesinasmuch as each such surface givesrisetoa
particular distribution of absorber amount. Fouquart and Bonnel (1980) have shown that avery
good approximation to this problem is obtained by cal culating the refl ectance and transmittance
of each layer by assuming sucessively anon-reflecting underlying medium (R_ = 0) and then a
reflecting one (R_ = 0). While the first step provides the contribution to reflectance and
transmittance of those photons interacting only with the layer in consideration, the second one
givesthe contribution of the photons with interactions outside of the layer itself.

3.7.3 Shortwave cloud optical properties

For the shortwave (solar) part of the spectrum, the single scattering properties are determined on
the basis of high-resolution Mie calculations using idealized size distributions for both cloud
droplets and spherical ice crystals (Rockel et al., 1991). The results are averaged over the
relatively wide ranges of the GCM with appropriate weighting by the Planck function. This
procedureisdonefor different effectiveradii, and suitablefitsarefinally employed which allow
to express the respective single scattering parameter () in terms of the effective radius (roin

um):
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Mass extinction coefficient .. .. .. Y = a,r, (93)
3
Singlescattering albedo. ... .. ... Y = E bn(logre)n (94)
n=0
4
Asymmetry factor. ............ =y c,(logr,)" (95)

n=0

The coefficients a,, by, and ¢, are given in Table 2 for both spectral intervals (visible and near-
infrared, respectively) and for both phases as well. Consistent with (93), the optical depth of a
cloud layer with in-cloud liquid (ice) water path LWP (IWP) is defined (for the respective
spectral region and cloud phase: see coefficientsin Table 2) according to

8 = agly - LWP (96)

8 = agre; - IWP (97)

Table2: Coefficientsused in the polynomial fitsto Mie calculations of shortwave
single scattering proporties as functions of effectiveradius (cf., egs. (93) - (95)).

Coeff. || Liquid droplets I ce spheres

0.2-0.68 um 0.68 - 4.0 um 0.2-0.68 um 0.68- 4.0 um
ag 1.8706058417 1.9655460426 1.9056067246 2.1666771102
a -1.0756364457 -1.0778999732 -1.0318784654 -1.0634702711
bo - 0.9854369057 - 0.98475089485
by - 0.013584242533 - 0.0053152066002
b, - -0.024856960461 - -0.0061150583857
b3 - 0.0055918314369 - -0.0032775655896
Co 0.78756640717 0.79208639802 0.7700034985 0.83631171237
C1 0.10660598895 | -0.044930076174 | 0.19598466851 -0.19965998649
Co -0.031012468401 | 0.18980672305 | -0.11836420885 0.46130320487
C3 0. -0.082590933352 | 0.025209205131 | -0.29719270332
Cy 0. 0. 0. 0.062554483594

Sinceitiswell known that Mietheory tendsto overestimate the asymmetry factor for ice clouds
(e.g., Stephens et al., 1990), a correction factor of 0.91 has been applied which adjusts g; to a
morerealistic value of ~0.80 (Franciset a., 1994) for awide range of effective radii.

In the mixed phase, the shortwave cloud optica depth 9§, single scattering abedo o, and
asymmetry factor g, are defined as
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Oy = 9y +9; (98)

0 + ;0;

= 11 i 99
9,9, + w;6;0;

= 100

9m 8, + 0;9; (100)

wherethe subscriptsm,|,i refer to the mixed, liquid and ice phase, respectively.

3.7.4 Longwave cloud optical properties

In the longwave (terrestrial) part of the spectrum, droplet absorption is computed using an
emissivity formulation. Analogousto the shortwave region (Section 3.7.3), the mass absorption

coefficient for liquid or ice clouds, K ; (in mzlg), has been parameterized as afunction of the
effectiveradiusr, (in um) according to

Kii = do+dye® " (101)

with coefficients d,, for both phases according to Table 3, including the diffusivity factor (1.66)
in dg and d;. For cirrus clouds, similar to (101), an inverse dependence of K, on theice crystal
effective radius has been postulated by Stephens et al. (1990) and also inferred from
measurements during the International Cirrus Experiment ICE’ 89 by Franciset a. (1994).

Table3: Coefficientsused in the polynomial fit to Mie calculations of longwave
absor ption coefficient as function of effective radius (cf., eg. (101)).

Coefficient Liquid droplets Ice spheres
do 0.025520637 0.020219423
d; 0.2854650784 0.2058619832
d, -0.088968393014 -0.067631070625

The transmissivity 7;; of aliquid cloud layer and that of an ice cloud layer with respective in-
cloud LWP and IWP, isgiven by

T = o i LWP (102)

T =e " (103)
Thetransmissivity of amixed phase cloud layer isdefined as

T, =TT, (104)
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so that the total cloud emissivity of alayer with fractional cloud cover b, containing liquid and/
or icecloudscanfinally bewritten as

e =Db(1-T,) (105)

3.7.5 Effectiveradii of cloud dropletsand ice crystals

While, according to (96), (97) and (102), (103), the cloud water path determines the shortwave
optical depth aswell asthe longwave transmissivity, respectively, there is ample evidence that
the effective radii of both cloud droplets and ice crystals depend on the cloud water content as
well (Stephensand Platt, 1987; Minniset al., 1992; Franciset al., 1994).

For warm clouds, thein-cloud liquid water content g (see (58) to (60)) can also be expressedin
terms of the mean volume radiusr,, and the cloud droplet number concentration N,

4 3
Qi = énprrv (106)
where p,, is the densitiy of liquid water. According to Johnson (1993), r,, can be related to the
droplet effectiveradiusry by

(107)

so that the effectiveradiusisafunction of themodel calculated in-cloud liquid water content gy,
the droplet number concentration N, and a parameter k which is related to the shape of the size
distribution,

3qC| 1/3
= J el 10
Fel {4ankN} (108)

From data sampled in variousfield experiments (FIRE, FATE, ASTEX), Johnson (1993) found
amean value for the shape parameter of k = 0.67 in continental clouds and k = 0.80 in maritime
clouds. The largest uncertainty in the above parameterization is due to N which may vary by
orders of magnitudein time and space. Since N cannot be predicted within the standard version
of our model, we have specified values which are typical for low-level continental clouds (N =
220 cm™3) and low-level maritime clouds (N = 100 cm™3), respectively. Above the atmospheric
boundary layer, N is assumed to decrease exponentially with height, approaching a value of 50
cm3inthe upper troposphere.

The parametrization of theice crystal effectiveradiusr isadopted from the Canadian Climate
Center model (McFarlaneet al., 1992),
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r = ax’ (109)

with o = 5640 and 3 = 0.786. The mean crystal length x isan empirical function of the model
calculated in-cloud ice water content g; (Heymsfield,1977)

3
x =1 Y 8(logag)” (110)
n=0

withy = 0.001, 8, = 0.698, §; = 0.366, 8, = 0.122 and 53 = 0.0136.

For both droplets and ice crystals, upper and lower limits of the effective radii are imposed
accordingto 4 <r, =< 24um and 12 < r; = 80um, respectively.

3.7.6 Surface albedo

The background albedo used in ECHAM-3 has been replaced by a new dataset compiled by
Claussen et al. (1994) , see also Appendix A. The albedo of snow and ice surfacesis afunction
of temperatureand, over land, fractional forest areaasdescribed in Roeckner et al. (1992), while
an abedo of 0.07 isassigned to all water surfaces.

3.7.7 Solar zenith angle

The solar zenith angleis cal culated according to Paltridge and Platt (1976). Dueto the curvature
of the Earth, the zenith angleisnot constant along the path of asunray, and acorrectionisapplied
to the cosine of the zenith angle, ug , inorder to obtain an average u, for the atmosphere,

H/a
o = (111)

a2 H H a
+2(2+2) -
() +(2+ ) -

whereaisthe Earth’ sradius and H the atmospheric equivalent height. H/a isfixed at 0.001277.
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4. MODEL CLIMATOLOGY

41. EXPERIMENTSAND OBSERVATIONAL DATA

Two extended AMIP integrations (Atmospheric Model Intercomparison Project, Gates, 1992)
have been performed with ECHAM-4 using observed monthly mean sea surface temperatures
(SSTs) and seaice limits (Jan. 1979 - May 1994). These experiments differ only with respect
to the initial conditions which are specified for 1 July and 1 October 1978, respectively. The
model history is written every 12 hours. The results presented below are averages over both
experiments, except for the global budgets which refer to the ten-year AMIP period (1979-
1988) of one of these experiments.

Most of the observed climatologies used for model validation are based on ECMWF
operational analyses. These climatologies have been computed for about the same period
(1980-1992) for which the boundary values of SST and sea ice are available for driving the
model. For precipitation, the long-term climatology compiled by Legates and Willmott (1990)
isused as areference.

The observed global means of top-of-atmosphere (TOA) radiation fluxes represent two years
of ' Earth Radiation Budget Experiment’ (ERBE) scanner observations (Feb. 1985 - Jan. 1987;
Hartmann, 1993). For surface radiation, the estimates are based on the ’ Global Energy Budget
Archive’ (GEBA; Ohmura and Gilgen, 1991). Global means of incoming solar radiation have
been calculated by Gilgen et al. (1996) from an updated dataset (GEBA 1995) over land and
empirical formulae over sea. In addition, the total land-surface radiation budget has been
estimated by Garrat and Prata (1996) from GEBA data and budget requirements. The
uncertainty in the global ERBE scanner estimates is about +5 W/m? (Barkstrom et al., 1990),
but definitely larger for the surface fluxes (Garrat and Prata, 1996). The uncertainties in the
global means are caused by instrumental errors and poor data coverage, especially over the
oceans (GEBA), while the influence of interannual variability can be disregarded.

4.2. GLOBAL MEANS

A comparison of simulated and observed TOA radiation fluxesisshownin Table 4, for both’ all
sky’ (i.e., including the effects of clouds) and clear sky conditions. In comparing the simulated
clear sky fluxes with those from ERBE, one hasto keep in mind that different methods are used
to compute these fluxes. While the ERBE estimates are based on time averaging over clear sky
regions, the model calculates clear sky fluxes, at every radiation time step, in a second
(diagnostic) loop of the radiative transfer code with cloud cover set to zero but all other
parameters unchanged. As discussed by Zhang et al. (1994), the difference obtained with both
methods can be large locally (more than 10 W/m?in persistently cloudy regions) but should be
irrelevant for the global mean.
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Asapparent from Table 4, themodel estimates (ECHAM-3isshown for comparisonaswell) are
fairly similar to each other, and both of them are within the range of observational uncertainty.
However, one hasto notethat the global mean shortwave and longwave outgoing fluxes (all sky)
have been’tuned’ to ERBE data by an appropriate choice of the cloud microphysical parameters
(see Section 3.6) which determine cloud lifetime, cloud water content and, hence, cloud optical
properties (see Sections 3.7.3t0 3.7.5). Sincethe simulated clear sky fluxesarevery closeto the
ERBE estimates, the tuning process outlined above does not involve a compensation for clear
sky errors but allows for simulating a realistic cloud radiative forcing as well (see Table 8).
According to Table 4, the global imbalance (i.e., the total radiation) is smallest in ECHAM-4
(+1.6 W/m?) and largest in ERBE (+6 W/m?). The latter value is consistent with the error bars
estimated for theindividual components (= 5W/ m2). For amore detailed comparison, see Chen
and Roeckner (1996a).

From GEBA dataand budget requirements, Garratt and Prata (1996) compiled acomplete land-
surface radiation budget which is shown in Table 5 as an observational reference for the model
simulation. Different from the TOA budget, the surface fluxes smulated by the two models
differ considerably. For example, compared to ECHAM-3, the downwelling shortwave is
reduced in ECHAM-4 by about 17 W/m?, while the downwelli ng longwaveislarger by about 6
W/mZ. These differences are caused mainly by changesin clear sky fluxes where ECHAM-4
shows a reduction of downwelling solar radiation by 13 W/m? and an increase in downwelling
longwave by 10 W/mZ. In general, ECHAM-4 is more redlistic and largely within the range of
observations (seethediscussionin Wild et al ., 1996).

Similar conclusions asfor the land surface can be drawn for the globe asawhole (Table 6). For
the downwelling shortwave radiation, thereisagood agreement between ECHAM-4 and GEBA
(Gilgen et al., 1996). This applies for the upwelling shortwave and net shortwave radiation as
well. However, one hasto keep in mind that these are not independent estimates but calculated
from the downwelling shortwave by assuming a global mean surface albedo of 13% which is
similar to that used in the simul ation.

Theglobal atmospheric radiation budget in Table 7 iscal culated asthe difference between TOA
radiation (Table 4) and surface radiation (Table 6). Compared to ECHAM-3, the net shortwave
radiation (i.e., that part of the solar radiation which is absorbed within the atmosphere) has
increased in ECHAM-4 by about 19 W/m?. Nearly 50% of that increase (9 W/m?) is due to
enhanced water vapour absorption (clear sky), whiletherest isdueto enhanced cloud absorption
(see Table8). Oppositely, the enhanced longwave cooling of the atmospherein ECHAM-4 (and,
consequently, enhanced downwelling longwave radiation at the surface, see Table 6) is nearly
identical to the changein therespective clear sky component, i.e., cloudsdo not contributeto this
change. The all- sky atmospheric absorption of solar radiation simulated with ECHAM-4 is
consistent with that derived from ERBE and GEBA data.

In Table 8 the cloud radiative forcing is shown for the whole Earth-atmosphere system (TOA),
at the surface and within the atmosphere. At TOA, the good agreement between both modelsand
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ERBE istheresult of atuning procedure (seeearlier). InECHAM-4, the cloud absorption of solar
radiation is more than twice aslarge asin ECHAM-3, partly dueto the larger cloud amount in
ECHAM-4 (~60% compared to ~50% in ECHAM-3), and partly due to the parameterization of
cloud optical properties (see Section 3.7.3 to 3.7.5), resulting in a smaller single scattering
albedo compared to ECHAM-3. For a more detailed discussion, see Wild et a. (1996).
Consistent with the enhanced cloud absorption in ECHAM-4 is the enhanced cloud radiative
cooling at the surface. In thelongwave components, thereishardly any difference between both
models.

The ssimulated components of the annual mean surface heat budget are shown in Table 9,
separately for land, ocean (i.e., open water and sea ice) and for the whole globe. The most
apparent differences between the models appear in both components of the radiation budget, as
discussed earlier, while the sensible and | atent heat fluxes are more similar. Strikingly different
arethetotal heat fluxes over seawhich almost vanish in ECHAM-4 but are close to 9 W/m?in
ECHAM-3. Whilesuch animbalanceisnot surprisinginamodel with prescribed SSTs, thelarge
imbalances over land, with 12.9 W/m? in ECHAM-3 and 7.6 W/m? in ECHAM-4, are more
puzzling and arerelated toinconsi stenci es between the diagnosisof theindividual surfacefluxes
and the numerical scheme for calculating the land surface temperature. In this scheme, for
numerical reasons, thetotal heat flux isdeveloped into a Taylor series around the actual surface
temperature and truncated after the linear term. The heat lost by this linearization has been
diagnosed during the experiments and found to be identical to the long-term imbalance. In
essence, the surface temperature is calculated from a heat flux which is systematically smaller
thanthat diagnosed fromtheindividual parameterizations. Althoughitisnot possibleto attribute
the heat flux lost by the linearization to the individual flux components, the solar radiation is
probably the dominant term (large and positive).

Theannual hydrological cycleisshownin Table 10 for both modelsand for two estimates based
on observations and budget requirements. Inthe global mean, thewater fluxesaredlightly larger
in ECHAM-4, compared to ECHAM-3, but the imbalanceislarger by afactor of 10. According
toawater budget analysisof theindividual processes, aminor part of thisimbalancein ECHAM-
4isdueto cumulusconvection (similar to ECHAM-3), but thelargest part is caused by the semi-
Lagrangian advection scheme. In general, the simulated water fluxes are very similar in both
models. The most apparent exception (over sea) is the smaller difference Evap - Precip in
ECHAM-4, i.e., thereislesswater vapour transported from ocean to land so that the continental
runoff is smaller as well. On the other hand, more water is recycled over land. In the model
simulations, the mass budget of glaciers (Greenland and Antarctica) is not closed. While the
accumul ation of snow issimulated and diagnosed inthese areas (see Table 10, last row), ablation
and calving have not been taken into account. The observed estimate of annual snowfall on
glaciers (Bromwich, 1990) is somewhere in the middle between the model estimates. For
consistency with the model simulation, the runoff estimates of Baumgartner and Reichel (1975)
and Chahine (1992), whichinclude glacier ablation and calving, have been modified in Table 10
by subtracting the snow accumulation calculated by Bromwich (1990). Taking into account the
large uncertaintiesin the observations, particularly over the oceans, the simulated water cyclein
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both models appearsto be largely consistent with the observed one.

At least from aglobal perspective, most of the basic climate variablesare similar in both models
(Table 11). Surface air temperature is nearly identical and the vertical integrals of water vapour
and cloud water arejust slightly smallerin ECHAM-4. Moresignificantisthedifferenceincloud
cover which, globally, isabout 8% larger in ECHAM-4, in better accordance with ground based
estimates (Hahn et al., 1994) as well as with satellite data (ISCCP). For a more detailed
comparison, see Chen and Roeckner (1996b) for cloud parameters and Chen et a. (1996) for
water vapour.

A compact view on theland surfaceclimateisshownin Table 12. Theland surface climate of the
modelsisevaluated herein termsof biome distributions cal culated with the model of Prentice et
a. (1992) which has been forced with model output, i.e., mean annual cycles of surface air
temperature, precipitation and cloudiness (Claussen and Esch, 1994). An estimate (" obs’) based
on climate observations is shown for comparison. For most of the biomes (12 out of 16), the
ECHAM-4 ssmulation ismorerealistic. The largest improvements are found for warm climates
like tropical rain forest (1), savanna (3), warm grass/ shrub (12), but also for cold climates like
taiga (8) and tundra (14). Due to insufficient horizontal resolution, both models have problems
in simulating the correct biome (cool desert, for example) in areas with complex terrain such as
the slopes of the Andes or Himalayas.

43. TIMEMEAN CLIMATE
Temperature

Latitude-height cross sections of zonal mean temperature errors (i.e., deviations of the
ECHAM-4 simulation from ECMWF climatology) are shown in Fig. 1. The most apparent
model error is the cold bias in the polar upper troposphere and lower stratosphere in both
hemispheres. Thisbiasis particularly large over the respective summer pole (up to -15K in DJF
over Antarctica). These features are typical for modern GCMs and turned out to be insensitive
to model formulation (Boer et a., 1992) and horizontal resolution aswell (Déqué et a., 1994).
For most of the troposphere, the ECHAM-4 errors are fairly small and generally below 2K.
Compared to ECHAM-3/T42 (cf., Roeckner et al., 1992, Figs. 6e,f and 7e,f), the error structure
is similar in ECHAM-4 but the warm bias in the tropical upper troposphere is substantially
reduced in both extent and amplitude. Different from ECHAM-3, the tropical lower
stratosphere istoo cold throughout the year whileit is slightly too warmin ECHAM-3. Another
difference concernsthe atmospheric boundary layer in the Arctic which istoo warm in summer
by more than 2K whileit istoo cold in ECHAM-3 by about the same amount.

The geographical distributions of the temperature error at 850 hPa are shown in Fig. 2. Over

the oceans, where observed SSTs have been prescribed in the experiments, the regions with
significant errors (i.e., larger than 2K) are smaller than over land. Here, errors of more than 2K
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often occur over high mountain ranges (Himalaya, Antarctica etc.) where interpolation to sub-
surface pressure levels could be a source of errors. More relevant are the cold biases over the
Sahara throughout the year and over Scandinavia in DJF, and the warm biases over the whole
Arctic, the western United States and the Amazon region during JJA, respectively. Some of
these features like the warming over the United States and the Amazon region have aready
been found in the ECHAM-3 simulation, even with a larger amplitude, (see Roeckner et al.,
1992, Figs. Al and A2), while the summer warming over the Arctic is a new aspect of the
ECHAM-4 simulation. With a few exceptions, the error patterns of 850 hPa temperature are
less coherent than those in ECHAM-3 and the errors are generally smaller as well.

Zonal wind

In Fig. 3, alatitude-height cross section of annually and zonally averaged zonal wind derived
from the ECHAM-4 simulation is compared with the respective ECMWEF climatology
("analysis'). The most apparent errorsin the simulation are the overestimation and upward shift
of thejet maxima, especially inthe Southern Hemisphere (SH), and thewesterly wind biasinthe
tropics. Throughout the troposphere, the Arctic easterlies are slightly more pronounced in the
model simulation than in the observed climatology. A relatively good agreement between
simulation and observed climatology isfound in the lower troposphere.

In DJF (Fig. 4), the error pattern is similar to that of the annual mean. More evident than in the
annual mean, particularly inthe SH, isapoleward shift of the mid-latitude westerlies.

In JJA (Fig.5), the separation of the subtropical jet from the polar night jet is not well simulated
inthe SH. Whilethe polar night jet isslightly too weak and shifted equatorward, the subtropical
jet is too strong above 200 hPa and shifted upward. Different from DJF, the SH mid-latitude
westerliesin the lower troposphere are shifted equatorward. In the Northern Hemisphere (NH),
the error patternissimilar to that found in DJF and in the annual mean aswell, i.e., thereislittle
evidence of aseasonal variation of the error pattern.

In the ECHAM-3 simulation (see Roeckner et a., 1992, Figs. 8 and 9), the error structure is
similar but the amplitudes are larger in general. For example, the jets are even stronger than in
ECHAM-4 and the poleward shift of the mid-latitude westerliesis more pronounced, especially
inthe SH. Inthelower troposphere, most evidently near the surface and inthe SH, the westerlies
are overestimated in ECHAM-3, while there is little evidence of an error in ECHAM-4, apart
from the poleward shift mentioned earlier. However, in the tropical upper troposphere,
ECHAM-3 is more redlistic and there is only a weak westerly bias. Moreover, the Arctic
easterlies areless extensive thanin ECHAM-4.

Oneof themost apparent systematic errorsinthe ECHAM-4 simulation isthewesterly wind bias
in the upper troposphere and lower stratosphere which is related to the temperature errors (see
Fig. 1) viathe thermal wind relation. As an example, Fig. 6 shows the latitudinal and seasond
variation of the zonal mean zonal wind at the 200 hPalevel. Throughout all seasons and at most
latitudes aswell, the simul ated zonal wind exceeds ECMWF climatology by typically 5 m/s. On
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the other hand, the seasonal shift of the maximaiswell capturedin general, especially intheNH,
aswell asthe broad maxima (or even doublejet structures) during the transitional seasonsinthe
SH. In the tropics, the model tends to overestimate the seasonal swing of the westerly wind
minimum between the SH in DJF and the NH in JJA.

The geographical distributions of the simulated and observed zona wind at 200 hPa, together
withtheerror field, are showninFig. 7 for the DJF season. Theoverall structureiswell captured
by themodel and most of theerrorsarisefrom differencesinthedetails. For example, thetropical
westerly wind bias (see Figs. 3-5) ispredominantly caused by larger than observed excursions of
the Pacific and Atlantic jets branching out to the tropical eastern Pacific and Atlantic oceans,
respectively. Thewesterly wind biasover Europeisrel ated to the orientation of thejet axisacross
the Atlantic which is bending eastward into Central Europe in the simulation while it continues
to havea SW/NE orientation acrossthewhole North Atlanticinthe ECMWF analysis. Inthe SH,
the error pattern ismore zonally symmetric and, at least partly, related to apoleward shift of the
simulated jet core (seeFigs. 4 and 6).

Inthe JJA season (Fig. 8), thesimul ated tropical easterliesareweaker than observed and alsoless
extensive, leading to awesterly wind biasnearly everywhereinthetropical belt. Theweaker than
observed tropical easterly jet together with the weaker than observed westerlies across Central
Asiaareindicative of an underestimated Asian summer monsoon. In the SH, the position of the
jet core centred over southern Australia is well captured by the model but the westerlies are
stronger than observed throughout the subtropical belt. Along the coast of Antarctica, the
simulated westerlies are weaker than observed (see Fig. 6).

The geographical distributions of the simulated and observed zonal wind at 850 hPa, together
withtheerror field, areshowninFig. 9for the DJF season. Similar to the 200 hPalevel, themodel
Is able to capture the 850 hPa wind structure with remarkable skill. In the extratropics, the error
patternissimilar to that found at the 200 hPalevel (i.e. the structureisbarotropic). For example,
thewesterly wind bias over Europe and the poleward shift of the SH westerlies noted earlier are
clearly evident in the lower troposphere as well. On the other hand, at lower latitudes, the zonal
wind error changes sign with height (i.e. the structure is baroclinic). As in the ECHAM-3
simulation, the Atlantic and Pacific trades are slightly stronger than observed. Also, the near-
equatorial westerlies over Africaand the Indian Ocean are stronger than observed while at 200
hPaeasterly wind errorsprevail at theselocations. In general, circulationsin theequatorial plane
aremore pronounced in ECHAM-4 than in the ECMWF climatol ogy.

In the JJA season (Fig. 10), the error pattern is less systematic than in DJF, particularly in the
extratropics. Most notably at low latitudes is a westerly wind bias extending from the eastern
Pacific across Central America and the Atlantic Ocean into Central Africa. Another band of
westerly wind anomalies stretches from the southern Indian Ocean into thetropical West Pacific
while easterly wind anomalies prevail further north, indicative of atoo weak and southward
displaced Asian monsoon flow in the model. Asin DJF, the equatorial easterliesin the Central
Pacific are overestimated by the model.
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Sea level pressure

In Fig. 11 the simulated zonally and seasonally averaged surface pressure (reduced to mean sea
level) iscompared to the respective ECMWF climatology. Themodel errorsaregenerally small,
i.e., below 5 hPa, except in the Arctic region in DJF and SON. Furthermore, in all seasons, the
tropical trough isdeeper than observed (by 1-2 hPa), the subtropical highstend to be higher than
observed and shifted poleward, especially during DJFinthe NH. Theseerrorsare consistent with
the zonal wind errors at 850 hPa discussed earlier. Compared to ECHAM-3 (Roeckner et al.,
1992, Fig. 12) error pattern and magnitude are basically the same. A significant improvement in
ECHAM-4 isthe SH meridional pressure gradient in DJF which ismuch too strongin ECHAM-
3.1nJJA, ontheother hand, thetrough around Antarcticaiscorrectly reproduced with ECHAM-
3whileit isweaker than observed by about 5 hPain ECHAM-4.

A comparison of simulated and observed sea level pressure is shown in Fig. 12 for the DJF
season. The maor pressure systems are well reproduced by the model, such as position and
strength (slightly underestimated) of the Aleutian and | celandic low, respectively. Moreover, as
noted earlier, the tropical trough is systematically deeper than observed while the subtropical
anticyclones are stronger than observed and shifted poleward in the SH. In the NH, the Azores
highistoo strong and extended too far eastward over the Mediterranean Sea. Thepressureisalso
too high over the Arctic, especially inthe Siberian sector, whilethereisasmall negative pressure
anomaly over Central Europe, consistent with the zonal wind error at 850 hPa(seeFig. 9).

In JA (Fig. 13) the dominant pressure patterns in the NH, i.e., the anticyclones in the North
Pacific and North Atlantic, respectively, are well reproduced in position and strength. A
pronounced negative pressure anomaly issimulated over the Carribean Seaand over most parts
of the United States. Asin DJF, the simulated pressureistoo low over large parts of the tropics.
Theonly exception, the positive pressure anomaly in the Indian Ocean extending to the southern
and eastern parts of Asia, isindicative of an underestimated Asian summer monsoon. Inthe SH,
the trough around Antarcticais somewhat lower than observed (seealso Fig. 11).

Geopotential height

The simulated and observed geopotential height at 500 hPaisshownin Fig. 14 for the NH during
DJF and JJA, respectively. In DJF, the ssmulated stationary wave structure at 500 hPais less
pronounced than in the ECMWF climatology, particularly over North America, but also over
Europe where the simulated geostrophic flow is more zonal than in the ECMWF climatology.
The error pattern with high pressure anomalies over the Arctic, over the Pacific and over the
Atlanticissimilar to that found for the sealevel pressure (seeFig. 12), i.e., theerror structurein
the lower troposphere is basically barotropic. In JJA, the Arctic low is displaced to northern
Greenland in the simulation and significantly higher than observed, due to a warm bias in the
lower troposphere (see Figs. 1 and 2).

Inthe SH (Fig. 15), the error structures in both seasons, DJF and JJA, are very similar to those
which have beenidentified at the surface (seeFigs. 12 and 13). Inthe SH summer (DJF), theerror
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pattern has alarge zonally symmetric component. The simulated geopotential height istoo low
over Antarctica and too high over the oceans so that the zonal mean geostropic flow around
Antarcticais somewhat stronger than in the ECMWEF climatology. In the SH winter (JJA), the
error pattern has a large zonally asymmetric component, and the error in the zonal mean
geostrophic wind is obviously much smaller than in the summer season. The errors in the
meridional components of the geostrophic wind are mainly resulting from displacements of the
stationary waves. For exampl e, aweak trough issimulated south of Australia(negative anomaly)
which is hardly evident in the ECMWF climatology, while the Central Pacific trough is less
pronounced in the simulation (positive anomaly) and shifted eastward towards the South
American coast (negative anomaly).

Precipitation

In thisreport, the simulated precipitation is compared with an observational estimate produced
by Legates and Willmott (1990, LW90 hereinafter). Whilethisis probably agood estimate over
continental areas, and agrees reasonably well with other climatologies such as that obtained
within the Globa Precipitation Climatology Project (GPCP: Arkin and Xie, 1994: Rudolf,
1995), the LW9O0 estimate over the oceans should be viewed with caution. Some of the features
discussed below, such asthelarge precipitation during DJF in thetropical East Pacificandinthe
southern oceans, or therelatively small extent of the’ oceanic deserts' cannot beidentifiedinthe
GPCP climatology, for example. Ingeneral, the LW90 estimate over theoceansissystematically
larger than that found in GPCP and other climatol ogies. Consequently, some of the differences
between ECHAM-4 and LW90 may not be significant dueto thelarge uncertaintiesin estimated
precipation over the oceans.

InFig. 16 the simul ated zonal mean precipitation iscompared to the LW90 estimate. Northward
of about 10°N the agreement is good, not only in the annual mean but also in the individual
seasons. In thetropics, L W90 suggests adouble maximum during DJF, with a pronounced peak
at about 5°N in the region of the intertropical convergence zone (ITCZ). This zonal mean
precipitation peak isnot simulated by themodel. In JJA, onthe other hand, thetropical maximum
issimilar to LW90 but shifted northward by about 5 degree. Asin most other GCMs (e.g., Boer
et a., 1992), the most apparent difference between simulation and climatology is found in the
SH. While LW90 suggests more precipitation in austral summer (DJF) than in winter (JJA), the
model simulates the opposite. In the annual mean, the ssmulated and observed distributions are
fairly similar. However, southward of about 10°N, the simulated precipitation is systematically
smaller than observed (see the remarks of caution made earlier).

In Fig. 17, the comparison between simulation and LW90 is confined to continental areas. In
general, the agreement is good. The discrepancies are smaller, especially in the SH, than those
found in the zonal mean. Accordingly, inthe SH, there isalarge contribution to the error from
ocean areas, where measurements are sparse. Similarly over land, the largest ’ errors' are found
in data sparse regions like the coast of Antarctica, for example. In the tropics, the ssmulated
precipitationissystematically smaller than L W90 suggests. Whilethe seasonal peaksaresimilar
In magnitude, the simulation indicates a slight poleward shift in the respective summer season,
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i.e., the amplitude of the seasonal swing in the tropicsis apparently too large (see discussion of
Fig. 6). Over the NH continentsthe differences between ECHAM-4 and LW90 are small.

A comparison of the ssimulated geographical distribution of annual mean precipitation with
LW90 is shown in Fig. 18. For most of the globe, the simulated precipitation is less than in
LW90, and the deviations are particularly large over the tropical oceans and over parts of the
South Pacific. In the equatorial Indian Ocean the model simulates more precipitation than
suggested by LW90. The oceanic 'deserts (with precipitation of less than 1mm/day) are more
extensive in the model simulation, particularly in the SH (see the remarks of caution made
earlier). Relatively small deviations from observed climatology (i.e., less than 1 mm/day) are
found over most parts of the NH.

In DJF (Fig. 19), the simulated precipitation is smaller than in LW90 over large parts of the SH
oceans. By and large, the difference pattern is similar to that of the annual mean but the
amplitudesaregenerally larger. Over the NH oceansthebiasisnegative aswell, but smaller than
over the SH oceans, while no systematic differences are found over the NH continents. Less
precipitation than observed is simulated over the Mediterranean Sea while more precipitation
than observed issimulated over the central and eastern parts of Europe. InECHAM-3 (Roeckner
etal., 1992, Fig. 19A), large positive deviationsfrom climatol ogy are simulated over partsof the
SH continents (South Africa, Australia) during austral summer. In these regions, ECHAM-4
overestimates the precipitation as well, but the errors are considerably smaller. Another
improvement in ECHAM-4 is the structure of the South Pacific Convergence Zone (SPCZ)
which hasthe correct orientation, whilein ECHAM-3 the SPCZ issimulated more parallel to the
equator and, moreover, the dry tonguein the equatorial Pacific extendstoo far to the west.

In JJA (Fig. 20), less precipitation is simulated than suggested by L W90 throughout the tropics,
except inthe eastern equatorial Indian Ocean. Different from DJF, the simulated precipitationis
larger than in LW90 over the SH mid-latitudes (see also Fig. 16). However, as noted earlier,
hardly any measurements exist to confirm this bias. Also, the large precipitation rates of more
than 5 mm/day observed locally along the coast of Antarctica(intheIndian Ocean sector) are not
reproduced by the model. A definite weakness of the model which hasbeen identified through a
number of independent estimates (see Figs. 8, 10, 13) is the poor summer monsoon over India
and Southeast Asia. Thisweaknessis also evident in the underestimation of precipitation over
large parts of the Indian peninsulaand China. While the model tends to produce a precipitation
maximum along the equatorial Indian Ocean, the observations suggest distinctive maxima
further north, along the west coast of Indiaand over the Bay of Bengal along the coast of Burma.
A poor monsoon, but lessstriking, hasalready been noted in the ECHAM-3 simulation. Over the
NH mid-latitude continents, the differences are quite modest. Over North America, the
difference pattern is rather patchy. More systematic is the deviation from LW90 over Eurasia
where the summer precipitation is generally too small inthe simulation.
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4.4, INTRASEASONAL AND INTERANNUAL VARIABILITY

The analysis of the intraseasonal transient and stationary variances and covariances followsthe
standard procedure. The stationary eddies are defined as departures from the respective zonal
means, averaged over a season. The variances and covariances of the stationary eddies are
calculated for the individual seasonal means and then averaged over the whole seasonal
ensemble (i.e.,, 30 winters simulated with ECHAM-4 and 13 based on ECMWF operational
analyses: 1980-1992). Transient eddies are defined as the departure of a 12-hourly value of the
respective variable from its seasona mean. The transient variances and covariances are
calculated from thefiltered time seriesin the respective season and then averaged over thewhole
seasona ensemble. For time filtering we use the method of Blackmon (1976) for separating
high-frequency fluctuations associated with traveling cyclones and anticyclones, and low-
frequency fluctuations which characterize processes like decaying cyclones, blocking highs or
regimetransitions. Thefreguency response of thefilter isthe same asused by Blackmon (1976).
The so-called bandpass filter emphasizes periods between about 2.5 and 6 days (called the
'bandpass regime’ hereinafter), whereas the lowpass filter emphasizes periods between 10 and
90days(caledthe’lowpassregime’ hereinafter) with the seasonal cycleremoved (Ponater et al.,
1990). For both frequency bands, the results are presented in the form of zonally averaged
seasonal (DJF) latitude-height cross sections and geographical maps for the NH winter. In
addition to theintraseasonal variancesand covariances, an estimate of theinterannual variability
(i.e., standard deviation of geopotential height) during NH winter is shown for each experiment
and for the ECMWF analysesaswell.

Geopotential height variability

In Fig. 21, latitude-height (pressure) cross sections of intraseasonal variability of geopotential
height are shown for both frequency bands (upper and middle panels) and for the stationary
eddies (lower panels) as well. Compared to ECMWF analysis (right panels), the bandpass
filtered variability iswell ssimulated in general. However, consistent with the positions of the jet
cores (see Fig. 4), the model tends to shift the maxima of variability slighty poleward and
upward, especially inthe SH, and the SH maximum isal so somewhat larger than observed. Inthe
lowpassregime (middle panels), theerrorsare more systematic than for the bandpassregime. For
most of the domain, the simulated variability isjust about 80% of the observed variability. For
the stationary eddies (lower panels) there is hardly any difference between simulation and
observed climatology. Exceptions are found in the tropical upper troposphere, where the
simulated variability is systematically larger than observed, and in the region of the NH polar
night jet, closeto the upper boundary of the model domain, wherethe simulated variability istoo
small, similar to the deficit in the lowpass regime.

The NH geographical distributions of simulated and observed geopotential height variability at
1000 hPaare shown in Fig. 22 for both frequency bands. The oceanic ' stormtracks with large
bandpassvariability in wintertime acrossthe North Pacific and North Atlantic aregenerally well
captured in the ssmulation. However, the model tends to underestimate bandpass variability in
the central parts of both oceans and, particularly, in the Norwegian Sea and in an area between
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Scandinaviaand the Y enisey river northward of 60°N, approximately. This deficit in bandpass
variability could bealack of cyclonicactivity intheseregions, also suggested by thepositivebias
in sea level pressure (see Fig. 12). In the lowpass regime, the shape of the distribution, with
maximacentred over the northeastern partsof the North Pacific and North Atlantic, respectively,
is reasonably well captured by the model. However, as aready discussed in relation to Fig. 21,
the simulated values are systematically too small.

The NH geographical distributions of simulated and observed geopotential height variability at
500 hPaare shown in Fig. 23 for both frequency bands. M ost of the model weaknesses found at
the 1000 hPalevel are evident at the 500 hPalevel aswell. In the middle troposphere, the model
underestimatesthe geopotential height variability in both frequency bands. The underestimation
IS more systematic in the lowpass regime where the simulated variability, in the centres of
activity, isjust about 80-85% of the observed. In the bandpass regime, the model reaches about
90% of the observed variability within the centres of activity. Over the North Atlantic, the axis
of large bandpass variability hasazonal orientation inthe model simulation, whilethe ECMWF
climatology indicates a northeastward bending towards the Norwegian Sea. Consequently, the
northerly storm track indicated in the analysis by relatively large bandpass variability along the
Siberian coast, extending beyond the Ural, isunderrepresented in the simulation. This pattern of
reduced variability is consistent with the zonal wind bias at 850 and 200 hPa, with a band of
anomalous westerlies over Central Europe and further east, and anomalous easterlies further
north stretching from Scandinaviato eastern Siberia (see error mapsin Figs. 7 and 9).

Theinterannual variability of the 1000 hPa (left panels) and 500 hPa (right panels) geopotential
height during NH winter is shown in Fig. 24 for both model simulations and for the ECMWF
analyses as well. Hence, the standard deviation is calculated from about the same (relatively
small) number of sampleswithin the simulated and observed ensembles(i.e., 15 wintersin each
simulation and 13 winters in the ECMWF analyses, respectively). At both pressure levels, the
simulated estimates of interannual variability differ considerably, particularly in the Atlantic
centre of variability which is relatively weak in the first experiment (upper panels) but well
pronounced in the second one (middle panels). The North Pacific centres, on the other hand, are
more similar in the two simulations. According to the simulations, a 15-year period is not
sufficient to estimate interannual variability during the NH winter with confidence. Since this
will apply, probably, aso to observational data, a comparison between the ssimulated and
observed estimates should be made with caution and only afew ’tendencies are noted here: In
both model simulations, the Pacific centre of interannual variability issubstantially weaker than
inthe ECMWF analysis. Less systematic are the differences between simulations and ECMWF
analysisin the Atlantic centre. While interannual variability appearsto be’too weak’ inthefirst
simulation, it appearsto be’too strong’ in the second one.

To some extent, interdecadal variability is likely to affect the estimates of time means and

intraseasonal variability aswell. This applieslessto the model estimates (based on 30 years of
data) than to the ECMWF analyses which are available for amuch shorter period.
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Heat fluxes

In Fig. 25, latitude-height cross sections of zonal mean meridional heat fluxes by transient and
stationary eddies are shown for the model simulation (left panels) and ECMWF analysis (right
panels), respectively. In the bandpass regime (upper panels) the smulation is fairly realistic.
While the pattern is very well captured, the maxima in the lower and upper troposphere are
dightly overestimated. In the lowpass regime (middie panels), the hemispheric asymmetry
between large heat fluxesin the NH and smaller onesin the SH iswell captured by the model.
However, inthe SH, the heat fluxes aretoo small and the lower and upper tropospheric maxima
are somewhat misplaced. In both hemispheres, the lower tropospheric maximum is simulated
too close to the surface (at 950 hPa instead of 850 hPa in the analysis), while the lower
stratospheric maximum in the vicinity of the NH polar night jet is underestimated. To some
extent, but lessdistinct, themodel deficienciesanalysed for the heat fluxesin thelowpassregime
can also be identified for the stationary heat fluxes (lower panels). The large fluxes over
Antarcticaare caused by interpolation to sub-surface pressure levels and should be ignored.

The maps of the meridional heat fluxes by transient eddies at the 850 hPalevel (Fig. 26) show a
distinct regional separation of the bandpass and lowpass filtered fluxes, respectively. In the
bandpass regime (upper panels), large heat fluxes in the western parts of the oceans are caused
by developing baroclinic eddies, while in the lowpass regime (lower panels) large heat fluxes
over the Bering Seaand the Norwegian Seaare associated with blocking-typeflow patterns. This
separation iswell captured by the model but the maximum over the Norwegian Sea (lower |eft)
isless pronounced than in the ECMWF analysis (lower right). Thereare afew deviationsalsoin
the bandpassregime, such asweaker than observed zonal asymmetry over the North Pacific, i.e.,
underestimation in the western and central parts and overestimation in the eastern part.
Moreover, the maximum off Newfoundland is slightly too weak in the simulation, the fluxes
over the Norwegian Seaaretoo small, aswell asthe fluxes over the eastern Mediterranean Sea.
Most of these differences between simulation and observation are relatively small and may not
be significant. However, they are, at least, consistent with the’error patterns' discussed earlier
(seeFigs. 12 and 22, for example).

Momentum fluxes

In Fig. 27, latitude-height cross sections of zonal mean meridional momentum fluxes by
transient and stationary eddies are shown for the model simulation (left panels) and ECMWF
analysis (right panels), respectively. In the bandpass regime (upper panels), there is little
disagreement between simul ation and analysis. Asfor most of the other variables, thereisadlight
upward and poleward displacement of the simulated maxima. Moreover, throughout the
troposphere, the SH fluxes are dlightly larger than observed. In the lowpass regime (middle
panels), there is also good agreement between simulation and analysis but, contrary to the
bandpass regime, the simulated fluxes are slightly too weak. In the SH, the stationary eddy
momentum fluxes (lower panels) are negligible in both simulation and analysis. In the NH,
strong upper tropospheric northward fluxes, centred at 30°N, are flanked by southward fluxeson
either side. This pattern is captured in the simulation. However, the model overestimates the
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southward fluxesin the near equatorial region while the southward fluxesin high latitudes are
substantially smaller than in the analysis. Less significant is the underestimation of the
northward fluxes which reach about 85% of the observed ones.

The geographical distributions of the simulated and observed meridional momentum fluxes by
transient eddies at the 300 hPa level are compared in Fig. 28. For the bandpass regime (upper
panels), there is relatively good agreement between model ssimulation and ECMWF analysis.
Theband with northward fluxes between about 30°N and 40°N iswell captured inthesimulation
and also the position of local maxima over the Central Pacific, over the northern part of the
United States and over southern Europe. This applies also to the regions with southward fluxes
over the northern parts of the oceans. However, there are differences in the details such as a
somewhat weak northward flux over the Atlantic (between 30°N and 40°N) and somewhat too
small southward fluxes over the Norwegian Sea. The northward fluxes over southern Europeare
overemphasized so that the flux convergence further north is too large. The latter feature is
consistent withthe upper tropospheric westerly wind biasover Central Europe (seeFig. 7). Inthe
lowpass regime (lower panels), the deviations from ECMWF analysis are considerably larger.
Regionswith large northward fluxes over the United Statesand North Africacan beidentifiedin
both ssimulation and analysis, but the fluxes are systematically too small in the simulation.
Moreover, regionswith southward fluxes are much less extensive than in the analysis.

Eddy kinetic energy

InFig. 29, latitude-height cross sections of zonal mean kinetic energy of transient and stationary
eddies are shown for the model simulation (left panels) and ECMWF analysis (right panels),
respectively. In the bandpass regime (upper panels), the deviations are quite modest. For
example, thekinetic energy isslightly underestimated over the Arctic and somewhat larger than
observed in the SH. In the lowpass regime (middle panels) the deviations are more substantial,
and thesimulated kinetic energy isjust 60-70% of the observed. Onthe other hand, the stationary
eddy kinetic energy is fairly well simulated (lower panels), except in the tropical upper
troposphere where the model simulates larger values than suggested by the analysis. A
comparison of the simulated and observed distributions of transient eddy kinetic energy at the
300 hPalevel (Fig. 30) confirmsthe results obtained for the zonal means. While the simulation
isreasonable in the bandpass regime (upper panels), the model substantially underestimatesthe
Kinetic energy in the lowpass regime (lower panels). In the bandpass regime, the smulated
values are smaller than observed over the continents and over the Arctic, whilethesimulationis
more realistic over the oceans. Here, the largest deviations from the analysis are found in the
western Atlantic where the simulated values reach just about 85% of the observed ones. In the
lowpass regime, the simulated and analysed patterns are similar in shape, with peak values over
the eastern parts of the oceans, but the simulated kinetic energy does not exceed, in general, 60-
70% of the observed.
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Comparison with ECHAM-3

With afew exceptions, theintraseasonal variability ismore successfully simulated with the new
model. This applies especialy for the lowpass regime, where the ECHAM-4 simulated eddy
kinetic energy and the meridional momentum fluxes are substantially higher and morerealistic
throughout the simulation domain than in the ECHAM-3 simulation (although still not high
enough).

In the bandpass regime the improvements are relatively modest. Here, the most significant
improvementsarefound for the NH momentum fluxeswhich areoverestimated in ECHAM-3 by
some 30% (in the zonal mean) and underestimated in the lowpass regime by about the same
amount. In ECHAM-4, the respective errors are reduced to about 10%. Much of this
improvement is due to changes in the Pacific/North America region while the changes in the
Atlantic/Europe area less obvious. In the SH, the zonal mean bandpass filtered eddy kinetic
energy isdightly too largein ECHAM-4 (by about 15% in the core of the jet stream) whileitis
closetotheanaysisin ECHAM-3. Inthe NH, there islittle difference between both modelsfor
the zona mean, but the spatial distributionissubstantially improvedin ECHAM-4, especially in
the Pacific/North Americaregion.

Some improvements can also be noted for the stationary part. For example, compared to
ECHAM -3, the geopotential height variability dueto stationary eddiesin the SH isincreased by
some 30%, and hardly different from the analysisin the new model. Moreover, the zonal mean
Kinetic energy of stationary wavesisslightly better represented in ECHAM-4.

5. SUMMARY AND CONCLUSIONS

Two extended AMIP simulations performed with ECHAM-4/T42L.19 are analysed and
compared with ECMWF operational analyses and Legates and Willmott (1990) precipitation
climatology. The model is able to reproduce the observed seasonal mean climate as well asthe
intraseasonal variability with remarkable skill, and some of the’errors' noted in Section 4 may
well be within the range of observational uncertainty (e.g., precipitation over the oceans).
Nevertheless, there are a number of model deviations from observed climatology which
probably exceed the observational uncertainty, for example:

. One of the most apparent deficiencies of general circulation modelsis alarge cold bias
in the polar upper troposphere and lower stratosphere. In ECHAM-4, the bias exists
throughout the year with the largest values in the respective summer hemisphere (-15K
during DJF over Antarctica). The excessive meridional temperature gradient at these
heights leads to a strong increase of the zonal wind errors above 200 hPa approximately.

. Within the troposphere, deviations of temperature and zonal wind from ECMWF
analyses are quite modest (i.e.,, generaly less than 2K and 2 m/s, respectively).
Exceptions are the upper tropical troposphere which, in all seasons, is 2-3K warmer than
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observed and the lower troposphere over the Arctic which has about the same bias during
summer.

In the tropics, the temperatures are very well simulated but the zonal wind, in all seasons,
istoo westerly above the atmospheric boundary layer. Within the boundary layer, aslight
easterly bias is found, i.e. the trades are too strong, particularly in the Pacific Ocean.
These errorsareindications of overemphasized Walker-type circulationsin the equatorial
plane. Similar conclusions, based on SSM/I total water vapour, have already been drawn
by Chen et a. (1996). During DJF, the tropica westerly wind bias at 200 hPa is
predominantly caused by overly strong branches of the subtropical jets in the eastern
parts of the Pacific and Atlantic Oceans. In JJA, on the other hand, the upper tropospheric
easterlies are underestimated throughout the tropics.

The somewhat weak tropical easterly jet in ECHAM-4/T42 is related to a poor monsoon
simulation which can also be identified on the basis of independent observational data
sets. For example, in JJA, the 850 hPa flow over the Arabian Seais somewhat weak, the
surface pressure over large parts of southern and eastern Asiais slightly too high in the
simulation and precipitation is underestimated in these regions.

Whilethe JJA precipitation over theseland areasis certainly underestimated in the model
simulation, the interpretation of the differences between simulated and observed
precipitation over the oceans is more difficult because the observational uncertainty is
very large. For example, the excessive DJF precipitation in the tropical East Pacific
suggested in the L egates and Willmott analysisis not supported by the GPCP climatol ogy
(Arkin and Xie, 1994: Rudolf, 1995). Also, the extent of the ’'oceanic deserts is very
different in the climatologies, and the model simulation lies somewhere in between the
observational extremes.

The sea level pressure distribution is generally well simulated. In the Southern
Hemisphere, thereis some indication of apoleward displacement of both the subtropical
high pressure cells and the trough around Antarctica. The latter is slightly deeper than
observed in DJF but less pronounced in JJA. In the Northern Hemisphere, the largest
errorsare found in DJF. The pressure over the Arctic is systematically too high and both
the Aleutian and Icelandic lows are dlightly weaker than observed. The Azores high on
the other hand istoo strong and shifted too far eastward over the Mediterranean Sea. This
error pattern is consistent with 850 hPa zonal wind error which iswesterly at its northern
flank over Centra Europe and easterly at its southern flank over the Saharan desert.
Consistent with these error patternsin sealevel pressure and 850 hPa zonal wind isalack
of simulated precipitation in the Mediterranean area and an overestimation further north.
During summer, on the other hand, precipitation is underestimated over most parts of
Europe.

The extratropical error patternsin wind and pressure reveal abarotropic structure. All of
the errors in the mass and wind distribution noted earlier can be found, even more
pronounced, in the middle und upper troposphere as well.

The simulated intraseasonal variability inthe bandpassregime (i.e., in the frequency band
between about 2 and 6 days) is dightly smaller than in the ECMWEF analyses in the



Northern Hemisphere but dlightly larger in the Southern Hemisphere. In the model
simulation, the North Atlantic storm track, defined by the area with large geopotential
height variability in the bandpass regime, is somewhat deformed. While the anaysis
indicates a northeastward bending towards the Norwegian Sea, the simulated storm track
has amore zonal orientation towards Central Europe.

. More significant are the errorsin the lowpass regime (i.e., in the frequency band between
about 10 and 90 days). In thisfrequency band, the model isableto capture just about 80%
of the observed geopotential height variability. On the other hand, only small deviations
from ECMWF analyses are found for the stationary eddy variances and covariances.

Compared to the previous model version, ECHAM-3/T42L 19, which has also been used in a
series of AMIP simulations (Bengtsson et al., 1996), the following changes in simulated
climatology are noteworthy:

. The tropospheric temperature errors are generaly smaller in ECHAM-4. The tropical
upper tropospheric warm bias (about 4-5K in ECHAM-3) is reduced by afactor of 2 in
ECHAM-4. In the lower troposphere, in all seasons, there is an overall reduction of the
regional temperature errors in ECHAM-4. For example, the ECHAM-3 warm bias in
boreal summer over large parts of the Northern Hemisphere continents is substantially
reduced. The sign of the temperature bias is generally unchanged. One exception is the
lower troposphere over the Arctic which istoo cold in ECHAM-3, for al seasons, while
itistoo warm in ECHAM-4 during JJA.

. The extratropical wind systems are somewhat better simulated in ECHAM-4 while the
wind errors in the tropics, such as the westerly bias above the boundary layer and the
overestimation of the Pacific trades, are larger in ECHAM-4.

. Due to the use of the semi-Lagrangian advection scheme, the distributions of water
vapour and cloud water in polar region are much more reliable than in ECHAM-3, and
negative concentrations do not occur any more.

. Thedistribution of precipitation over land isgenerally morerealisticin ECHAM-4. Some
of the most substantial errors in ECHAM-3, such as the excessive precipitation over
South Africaand Australia during austral summer and the lack of summer precipitation
over the northern hemisphere continents are considerably smaller or even negligibly
small in ECHAM-4. One exception is the Asian summer monsoon season when the
precipition over India becomes too small and less redlistic than in ECHAM-3. The
changes of precipitation over the oceans are difficult to judge, due to the uncertaintiesin
the observations. One exception is the pattern of precipition in the tropical Pacific. In
ECHAM-3, the SPCZ lies parallel to equator, in amost all seasons, and the dry equatorial
tongue extends too far to the west. In ECHAM-4, the SPCZ has the correct spatial
orientation and the extension of the equatorial dry tongue is more realistic as well.

. The intraseasonal variability is generally higher and more readlistic than in ECHAM-3.
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The improvements in the bandpass regime are relatively modest, with the exception of
the momentum fluxes which are substantially more realistic in ECHAM-4 and in very
good agreement with ECMWF analyses. Although ECHAM-4 still exhibitsalack of low
frequency variability, as discussed earlier, the changes compared to ECHAM-3 are more
systematic than in the bandpass regime, and the increased variability in ECHAM-4 can
be identified for all variables throughout the whole simulation domain.

. One of the most apparent differences between ECHAM-3 and ECHAM-4 is due to
changes in the radiation code. While the amount of solar energy reflected to space is
amost identical in both models, ECHAM-4 absorbs considerably more solar radiation in
both clear skies (due to water vapour) and in clouds. The resulting reduction in solar
radiation available for heating the surface is partly compensated by enhanced
downwelling longwave radiation so that the change in net radiation is smaller than that
in the individual components. According to surface observations (GEBA), there are
strong indications that the surface radiation fluxes in ECHAM-4 are more redlistic than
in ECHAM-3 (see also Wild et al., 1996). The improved representation of the surface
fluxes might be responsible for the improved simulation of temperature and precipitation
in ECHAM-4. A general improvement of the land surface climate is also evident through
a comparison of the simulated and observed biome distributions.
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6.

APPENDIX A

Land surface data

Orography isobtained from the U.S. Navy dataset with resolution of 10 minutesarc on a
latitude/longitude grid. The mean terrain heights are then calculated for a T42 Gaussian
grid. These dataare smoothed using a Gaussian filter with a50 km radius of influence, and
the resulting heights are then spectrally fitted and truncated at the T42 resolution of the
model.

Background albedo over snow-free land surfaces is calculated on the basis of three
datasets, (i) satellite data of the Earth Radiation Budget Experiment (ERBE), (ii) albedo
values for vegetated areas allocated to a high-resolution distribution of major ecosystem
complexesof Olson et al. (1983), and (iii) albedo values deduced by Dormann and Sellers
(1989) from aradiative transfer model on the basis of vegetation data such as leaf area
index and leaf optical properties. The primary data source for deriving the surface albedo
over non-vegetated terrain is clear-sky abedo according to ERBE with an atmospheric
correction estimated by ECHAM-3. In areas with persistent cloudiness or snowcover, the
background albedo is specified according to the prevalent vegetation types. The final
product is an annual mean blended albedo with the fractional vegetation cover used as
weighting factor.

Roughnesslength over land consists of three parts (Tibaldi and Geleyn, 1981), resulting
(i) fromthe subgrid-scalevariance of orography, (ii) fromtall buildingsetc. in urban areas,
and (iii) from vegetation. As in the previous model versions, the contributions due to
orography and urban areas are adopted from the ECMWF model on the basis of the U.S.
Navy high-resolution dataset (see orography). However, the vegetation part has been
recalculated by specifying individual roughness lengths for a subset of 13 ecosystem
complexes derived from the original dataset of Olson et a. (1983), and by employing,
finally, the so-called concept of blending height in order to obtain grid averages.

Forest ratio (i.e., thefraction of agrid box covered with forest) is one of the parameters
used in the parameterization of snow abedo (cf., Section 3.7.6). Again, as for the
compution of surface roughness, theforest fraction is defined consistently with the Olsen
et al. dataset and al so with the vegetation index described below.

Leaf area index and vegetation ratio (i.e. the fraction of a grid box covered with
vegetation) should ideally be inferred from observed or simulated data of net primary
production of vegetation. Since suitable global dataare not available, we useaprovisional
approach with values of vegetation ratio and leaf area index assigned to different
vegetation types by Lieth and Esser (pers. comm.) for both the growing season and the
season of dormancy. Inthe model, annual mean values are employed which are defined as
arithmetic averages of the seasona extremes. For internal consistency, the Olson et al.
ecosystems have been all ocated to the vegetation types used by Lieth and Esser.
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Soil par ameter ssuch assoil moisture capacity, heat capacity and thermal conductivity are
redefined from global 1and surface data sets. In previous ECHAM versions, the boundary
conditions for the land surface scheme do not vary horizontally. As afirst step towards
increased horizontal variability of soil types, the soil water capacity and the soil thermal
characteristics such as heat capacity and thermal conductivity are allowed to vary from
grid box to grid box. Soil water capacity for each grid box areais computed from a 0.5
degree resolution global dataset of total water-holding capacities (Patterson, 1990). The
values are averaged to produce boundary conditions for the various model resolutions.
Total water-holding capacity is defined as the field capacity integrated over the rooting
depth in the soil. Here, rooting depth is variable and is based on a 1 degree dataset by
Willmott and Klink (1986). With regard to soil thermal characteristics, the 0.5 degree
global dataset on soil types and textures (Zobler, 1986) has been averaged to the
appropriate model resolutions. The information on soil textures is used to define five
classes of texturesto which thermal conductivity and heat capacity are associated.
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Radiative flux ECH-3 ECH-4 | ERBE* ECH-3 ECH-4 | ERBE*
Units: W/m? al sky al sky al sky || clear sky | clear sky | clear sky
Incoming shortwave 341.3 341.3 341.3 341.3 341.3 341.3
Outgoing shortwave 103.9 104.4 101 56.8 55.1 53
Net shortwave 237.4 236.9 240 284.5 286.2 288
Albedo (%) 304 30.6 29.8 16.6 16.3 15.6
Outgoing longwave 2334 235.3 234 262.3 264.0 264
Total 4.0 1.6 6 222 222 24
Table 4 : Global annual mean TOP-OF-ATM OSPHERE radiation budget
* Observations (ERBE) according to Hartmann (1993)
Radiative flux ECH-3 ECH-4 | GEBA* ECH-3 ECH-4
Units: W/m? all sky all sky all sky || clear sky | clear sky
Shortwave down 193.6 176.3 176 £12 248.0 235.0
Shortwave up 48.1 44.9 42 61.5 59.9
Shortwave net 1455 1314 134 186.5 175.1
Albedo (%) 24.8 255 24 24.8 255
Longwave down 300.1 306.4 305 +8 280.7 290.6
Longwave up 3709 369.8 374 £5 370.9 369.8
Longwave net -70.8 -63.4 - 69 -90.2 -79.2
Total 74.7 68.0 65 5 96.3 95.9

Table 5: Annual mean LAND-SURFACE radiation budget

* Observations (GEBA) according to Garratt and Prata (1996)
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Radiative flux ECH-3 | ECH-4 | GEBA* || ECH-3 | ECH-4
Units: W/m? al sky al sky al sky || clear sky | clear sky
Shortwave down 1914 171.2 172* 253.8 247.8
Shortwave up 24.4 234 22%* 32.2 33.7
Shortwave net 167.0 147.8 150** 221.6 214.1
Albedo (%) 12.7 13.6 13** 12.7 13.6
Longwave down 3334 344.1 - 3115 323.4
Longwave up 397.0 396.7 - 397.0 396.7
Longwave net - 63.6 -52.6 - - 85.5 -73.3
Total 1034 95.2 - 136.1 140.8

Table 6: Global annual mean SURFACE radiation budget
* Observations (GEBA 1995) after Gilgen et al. (1996, Table 1)
** Calculated from GEBA ’shortwave down" assuming a surface albedo of 13%

Radiative flux ECH-3 ECH-4 | GEBA/ ECH-3 ECH-4
Units; W/m? alsky | alsky | ERBE || clear sky | clear sky
Shortwave net 70.4 89.1 90 62.9 72.1
Longwave net - 169.8 - 182.7 - -176.8 - 190.7
Total -994 - 93.6 - -1139 -118.6
Table 7: Global annual mean ATMOSPHERIC radiation budget
Cloudrad. forcing || ECH-3 | ECH-4 | ERBE || ECH-3 | ECH-4 | ECH-3 | ECH-4
Units; W/m? TOA TOA TOA SFC SFC ATM ATM
Shortwave -47.1 | -493 -48 -546 | -66.3 7.5 17.0
Longwave 28.9 28.7 30 21.9 20.7 7.0 8.0
Total -182 | -206 -18 -327 | -456 14.5 25.0

Table 8: Globa annual mean cloud radiative forcing for

top-of-atmosphere (TOA), surface (SFC) and atmosphere (ATM)
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through seaice
(positive upward)

ECH-3 ECH-4

Flux in W/m? land | seatice | globe || land | seatice | globe
Shortwave radiation 145.5 1754 167.0 1314 154.3 147.8
Longwaveradiation || -70.7 | -60.8 | -63.6 || -634 | -484 | -526
Sensible heat -231 -9.3 -132 || -191 -9.1 -11.9
Latent heat -380 | -965 | -80.0 | -406 | -976 | -816
Snow melt -0.7 - -0.2 -0.7 - -0.2
Total heat 12.9 8.8 10.0 7.6 -0.8 15
Linearization of -12.9 - -3.6 -7.6 - -22
total heat flux

Heat conduction - 1.2 0.9 - 12 0.9

Table 9: Annual mean surface heat budget
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*snowfall on glaciers Baumgartner Chahine

(Bromwich, 1990) ECH-3 ECH-4 and Reichdl | (1992, Fig.1)
subtracted from runoff (2975)

GLOBE

Units: mm/d

Precipitation 2.760 2.804 2.6 2.7
Evaporation 2.762 2.816 2.6 2.7
Evap - Precip 0.002 0.012 0. 0.

SEA
Units: 102m3/yr

Precipitation 401.2 414.1 385 398
Evaporation 445.6 451.0 425 434
Evap - Precip 44.4 36.9 40 36
LAND

Units: 102m3/yr

Precipitation 1124 108.0 111 107
Evaporation 68.4 73.2 71 71
Runoff (ice-free land) 40.6 32.7 37* 33*
Snowfall on glaciers 341 2.31 3* 3*

Table 10: Annual mean hydrological cycle

ECH-3 ECH-4
Variable land | seatice | globe land | seatice | globe
Surface air 8.49 17.2 14.7 8.39 17.2 14.7
temperature (°C)
Column water 18.9 27.8 25.3 18.3 26.8 24.4
vapour (kg/m?)
Column cloud 65.7 88.5 82.1 57.9 87.0 78.8
water (g/m?)
Total cloud cover (%) 48.6 53.6 52.2 53.3 62.4 59.9

Table 11: Annua mean climate variables
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Biome ECH-3 | ECH-4 | OBS || ECH-3 | ECH-4

No | (areain 10° km?) (T42) | (T42) | (05°) || Error | Error
1 | Tropical rain forest 55 9.6 8.2 -2.7 +14
2 | Tropical seasonal forest 7.0 7.0 7.3 -0.3 -0.3
3 | Savanna 22.5 17.9 17.2 +5.3 +0.7
4 | Warm mixed forest 52 5.7 6.2 -1.0 -0.5
5 | Temperate deciduous forest 4.9 6.4 5.8 -0.9 +0.6
6 | Cool mixed forest 4.1 6.7 4.9 -0.8 +1.8
7 | Cool conifer forest 2.8 2.5 3.0 -0.2 -0.5
8 | Taiga 11.6 12.6 125 -0.9 +0.1
9 | Cold mixed forest 0.6 0.7 0.7 -0.1 -0.0
10 | Cold deciduous forest 18 3.1 3.8 -2.0 -0.7
11 | Xerophytic woods/ shrub 8.6 9.1 11.3 -2.7 -2.2
12 | Warm grass/ shrub 13.3 119 10.0 +3.3 +1.9
13 | Cool grass/ shrub 2.5 2.6 5.7 -3.2 -3.1
14 | Tundra 12.0 114 9.7 +2.3 +1.7
15 | Hot desert 229 195 21.0 +1.9 -1.5
16 | Cool desert 19 0.9 4.9 -3.0 -4.0
Total area (10° km?) 127.2 | 127.6 | 132.2 || 30.6* | 21.0*
without Antarctica (23%) | (16%)

Table 12: Biome areas derived from simulations and observations (Prenctice et al., 1992).
* Defined as Z |bj(model) - bj(obs)| where the summation is over all biome types b,
(i=12,...16)
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Figure 1  Latitude-height (pressure in hPa) cross sections of zonal mean temperature error
(ECHAM-4 simulation - ECMWEF analysis). Contour spacing is 2°C. Negative (zero)
errors are indicated by dashed (bold) contours.
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Figure 6  Meridional distribution of zonally and seasonally averaged zonal wind (m/s) at 200
hPa for the ECHAM-4 simulation (dashed curves) and ECMWEF analysis (solid

curves).




Figure 7 - Maps of ECHAM-4 simulated (top) and ECMWEF analysed (middle) zonal wind at 200
hPa for the DJF season. Contour spacing is 5 m/s. Areas with large westerlies (> 35 m/
s) and easterlies (< 0 m/s) are shaded. In the error field (bottom) the spacing is £ 1, 2,
4,6,8, 10m/s. In shaded areas the zonal wind errors exceed 4 m/s (light: westerly bias;
dark: easterly bias).
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Figure 8  Asin Fig. 7 except for the JJA season.
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DJF ANALYS

Figure 9

hPa for the DJF season. Contour spacing is 2.5 m/s. Areas with large westerlies (> 10
m/s) and large easterlies (< -5 m/s) are shaded. In the error field (bottom) the spacing
is+ 1,2, 4, 6 m/s. In shaded areas the zonal wind errors exceed 2 m/s (light: westerly
bias; dark: easterly bias).
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Figure 12 Maps of ECHAM 4 simulated (top) and ECMWTF analysed (mlddle) sea level pressure
for the DJF season. Contour spacing is 4 hPa. High-pressure areas (> 1020 hPa} and
low-pressure areas (< 1000 hPa) are shaded. In the error ficld (bottom) the spacing is
+1,3,5,7, 9 hPa. In shaded areas the errors exceed *: 3 hPa (light: positive bias; dark:
negative bias).
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Figure 14 Maps of ECHAM-4 simulated (top) and ECMWF analysed (middle) 500 hPa
geopotential height in the Northern Hemisphere for DJE (left) and JIA (right),
respectively. Contour spacing is 8 dm. Bottom: Error maps with £ 1, 3, 5,7, 9dm
spacing. In shaded areas the errors exceed * 3 dm (light: positive bias; dark: negative
bias).
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Figure 15 As in Fig. 14 except for the Southern Hemisphere.

75




ANN precip. ——anal. ---— ECH4

300
g 250 - -
E 200 - /\ -
7
A\
£ 150 - LA\ 5
fya— l’ ‘\
o 100 - g 4 } -
o] ;"#—_%/—'/,’, \\’/--‘:-:-_w.-\
5 50 —f N _
0 -/"’J/ . \——c
-90 ~60 -30 0 30 60 90
] Latitude
DJF precip. —anal - ECH4
300 -
g 250 1 -
200 - /‘ -
g AN < \
." -
E 15{) -1 /-' \\\\
S 100 £ y o .
QO \_/’,/ \k /;/’ -
E—q 50 ~ //"”.-—-M‘"' '/’ \\\ "--'//, \\\ -
Y -Ad’/, o \“‘5\_—-
-90 -60 -30 0 30 60 90
. . Latitude
JJA precip. ——anal. --—--FECH4
300
F}
g 250 /,k‘\ .
Py
~ 200 - /;’ \‘\\ n
g )i\
£ 150 - ] \\\ -
- PN 3
o 100 - > 7 N 3
@ ,” \ P .y
P g \J & \\'M -
D—i 50 ™ I,’ /\ A '/", R \k-
= Ve - S
-90 -60 -30 30 60 90

0
Latitude
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Figure 17 As in Fig. 16 except for land areas.
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Figure 18 Annual mean precipitation according (o ECHAM-4 simulation (top) and analysed
climatology (middle panel; Legates and Willmott, 1990). Contour spacing is 1, 2, 5,
10, 15, 20 mm/d. Light (dark) shading indicates arcas with P<l (P>5) mm/d,
respectively. The contour $pacing in the error map (bottom) is + 1, 2, 5, 10 mm/d.

In shaded areas the simulated precipitation is less than observed.
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Figure 21 Latitude-height (pressure in hPa} distributions of zonal mean standard deviation of

geopotential height (m) due to transient eddies (top: bandpass regime; middie: lowpass
regime) and stationary eddies (bottom), respectively.
Left: ECHAM-4 (mean of two realizations). Right: ECMWTF analysis (1980-1992).
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Figure 23 As in Fig. 22 except for 500 hPa.
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Figure 25 Latitude-height (pressure in hPa) distributions of zonal mean northward transport of
sensible heat (Km/s) by transient eddies (top: bandpass regime; middle: lowpass

regime) and stationary eddies (bottom), respectively.
Left: ECHAM-4 (mean of two realizations). Right: ECMWF analysis (1980-1992).
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uv' DIF{11-28) ECHAMA4 u'v'  DIF(1980-1992) Analysis
803 308 4] 30N BON G60S 308 D 30N BON
NI NN RN RN NN AN NN NN RN SRR N AR NI N R RN EER NN R
50 o =) Bl 0 S o DU = G «F S0
100 & — — 2 - 100
2 : - :
- — — — 200
250 - Q0 - - Q ) 250
300 1 - - 12, — 300
401 — - 2] — 400
500 - - — 600
a
700 - -1 . — 700
850 - - - T a50
800 —
850 -lo A\ - o - M o
1000II|IIEIEIII|II1I1|II‘ITIiillllllllb lIIiIlitI!I%iliElIIlIilllIIIlIIlllu}ou
a0s 303 G acN BON 605 303 i 30N GON
bandpass—filtered bandpasse—filterad
u'v' DIF(11-26)  BECHAM4 u'v’  DJF(1980-1992) Analysis
603 308 o] aun GON B3 308 4] 30N BON
L] |!1|t|||11|||||:|!||1|E||rag§§5 d
50 o e = |- 50
100 — — = - 100
160 - L - 4 L 160
200 - - — — 200
260 - = — B - 250
300 - - - U - 300
4400 - = - - 400
50O - - 8 - 500
OO0 o - i~ 700
z
B0 - -1 - B850
006G - - - -
950 — a [~ =3
1000iIIIIiIIiIl{|iEIi}!IIIlliiIIilIIIII IIE#IiIEIII{!lilllllllillllllllllll[eeo
803 308 1] acN BON B80S ans i 30N BON
lewpass—fiitered iowpass—filtered
|
|
u*v*  DJF(11-26)  ECHAM4 urv*  DIF(1980-1992) Analysis
BOS 308 0 30N BON B80S 305 0 30N BON
o Lo v v oo by by basday Csiaada e b s b s g b d | ‘
50 o [ . Y= 3 o i F o0 ‘
100 I B = - 100 1
2o : N T L 150 f
200 | | - N L 200
250 ; - n L 250
300 ! ~ — |- doC
400 — ,'l — — 480
;
500 - = - - 500
700 - —3 I 700
850 — 4 - . L a
o 4 LY o o "~
n H L
v m Q o ) = o
1000 L T L L L L L ?l;il;iilolliillliiltlll"llfli‘r\il|If|ail1000
B0S 30s a 30N BON 803 308 0 308 80N

Figure 27 Latitude-height (pressure in hPa) distributions of zonal mean northward transport of
westerly momentum (m?/s%) by transient eddies (iop: bandpass regime; middle:
lowpass regime) and stationary eddies (bottom), respectively.

Left: ECHAM-4 (mean of two realizations). Right: ECMWF analysis (1980-1992).
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Figure 28 Northward transport of westerly momentum (m%/s%) by transient eddies at 300 hPa in
the bandpass regime (top) and lowpass regime (bottom), respectively.
Left: ECHAM-4 (mean of two realizations). Right: ECMWEF analysis (1980-1992).
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Figure 29 Latitude-height (pressure in hPa) distributions of zonal mean transient eddy kinetic
energy in the bandpass regime (top) and lowpass regime (middle), and stationary eddy
kinetic energy (bottom), respectively. Units: m%/s2.

Left: ECHAM-4 (mean of two realizations). Right: ECMWEF analysis (1980-1992).
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Figure 30 Transient eddy kinetic energy (m%/s2) at 300 hPa in the bandpass regime (top) and

lowpass regime (bottom), respectively.

Left: ECHAM-4 (mean of two realizations). Right: ECMWF analysis (1980-1992}.
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