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Abstract

This thesis proposes a pipeline for generating a virtual human that can express realistic bodily and facial emotions. To generate a sequence of emotions our virtual human uses predefined body motions and facial expressions, and morphs between them based on texts, annotated for emotions. Thus the virtual human expresses the particular emotions that the text's chunk should convey. We predefine the body motions of our virtual human using animations generated using full body motion capture data. To generate the facial expressions of our virtual human we animate predefined meshes of face motions, using the blendshape method. In addition, to make our virtual human more expressive, we integrate blinking, gaze behavior and synchronize the lip motions with the voice of the virtual human.

To systematically analyze and improve the features of our virtual human, we perform three case studies. We use these case studies to show that our pipeline can be used in different fields for different purposes. First, we generate a virtual storyteller, which we use to evaluate the realism of emotions expressed by our virtual human. Then we generate conversation between two virtual humans driven only by written text. In this case study we not only approach the synchronization of the different modalities, but also integrate facial animations using the blendshape method in head-mounted display virtual environment. Finally, we generate a medical training scenario, with which we aim to show the usefulness of virtual reality in trainings. Furthermore, we use this scenario to describe a way of capturing motions of two persons simultaneously.
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1 Introduction

Virtual Environments (VEs) are currently used in many real-time applications in different fields such as entertainment, training, simulations, science or storytelling. Using VEs for different types of simulators and learning environments is becoming more and more popular. One reason for this is that VEs are easier to manipulate, than the real world. In the VE one can easily change the size or the material of an object or even move a building from one place to the other, while in the real world these tasks might be very difficult and time consuming or even impossible. The developers of VEs try to make them more engaging and realistic for the user. As a result, many VEs have buildings and streets, furnished rooms, realistic lighting and materials, and even Virtual Humans (VHs).

1.1 Motivation

The simulation of realistic VHs in real-time VEs requires a very good understanding of the human's motions, appearance and ability to execute cognitive tasks on higher cognitive level. More importantly, it requires high performance computers, which are capable of rendering realistic VHs in real-time. Therefore, over the last years VHs have been a topic of investigation for many scientists. However, despite the great number of attempts to simulate the complex human behavior, still there is no VH that could thoroughly replicate and simulate a real human. As a temporal solution for this problem, currently, scientists are developing VHs that possess different features and properties and different degrees of intelligence, depending on the goal of the application.

Consequently, currently VEs lack realistic VHs, which can express realistic bodily and facial emotions and act in a human like way. In addition, most VHs use predefined sets of rules, which restrict them to perform only limited number of possible scenarios. These sets of rules are usually implemented in the applications by computer scientists. Often researchers and trainers need to prepare experiments and training sessions, in which they have to modify certain features of the VHs. These people do not necessary have very good programming skills to modify a sophisticated code of the application by themselves. As a result, it is very difficult for them to modify certain features of the VHs. Therefore, currently there is a demand for VHs that are not only realistic, but also easy to control and modify [Curio et al. 2006]. Such VHs will be very beneficial for many fields such as science, rehabilitation and education.

1.2 Goal

The main goal of this thesis is to generate a VH that expresses realistic facial and bodily emotions and can be easily modified according to the purpose of the application. Therefore, we propose a pipeline, with which one can generate such realistic and easy controllable VH. To create the animations for the body motions of our VH, we use motion capture data. For the facial expressions of our VH we use the blendshape method to animate predefined meshes of facial motions and expressions. In order to make our VH express a sequence of bodily and facial emotions, we use as input texts annotated for emotions. Thus, when generating a scenario, the emotions expressed by our VH correspond exactly to the emotions that the text of the scenario should convey.

We perform three case studies, which aim not only to test and improve different features of our VH, but also to show that that our pipeline can be used in different fields for different purposes. The goal of the first case study is to validate the realism of emo-
tions expressed by our VH. Therefore, we conduct a user study, in which using our pipeline we generate virtual storyteller. To analyze whether our VH expresses realistic emotions, we compare the emotions conveyed by the virtual storyteller to the emotions conveyed by a virtual character animated with motion capture data of a whole fairy tale. We use a novel computational linguistics based approach to analyze the results.

Based on the results of our first case study we do some improvements of the features of our VH. Then, we perform a second case study, which aims to achieve two main goals. Firstly, we want to generate a conversation scenario based on a given written text, and thus approach issues related with synchronization of the different modalities. Secondly, using this scenario we want to integrate realistic facial expressions in Head Mounted Display (HMD) VE. This is something that has not yet been done at Max-Planck Institute (MPI) for Biological Cybernetics and we have reasons to believe that it will be very useful for many scientists interested in perception of emotions.

For our third case study we generate a medical scenario. Our goal is to describe an approach of capturing motions of two persons simultaneously. In addition, this scenario gives us the possibility to outline the benefits of using Virtual Reality (VR) in training and education.

1.3 Outline of the master thesis

The presented thesis is organized as follows: In Chapter 2 we outline the main types of VHs that are currently used in VR. In addition, we give a compact overview on the topic of believable VHs by outlining some of the most outstanding works in this field and discussing some important features that realistic VHs need to possess. Chapter 3 introduces the state-of-the-art of motion capture technologies and shows some techniques for capturing realistic body and face motions. These topics inspired us with useful ideas, which we further integrate in our pipeline.

Chapter 4 presents our pipeline for creating a VH that can express realistic bodily and facial emotions, using texts annotated for emotions. Further, we perform three case studies, to systematically analyze and improve the features of our virtual human. Therefore, in Chapter 5 we describe our first case study, in which we generate a virtual storyteller and conduct a user study to evaluate the realism of emotions of our VH. Chapter 6 presents our second case study, in which we generate a conversation scenario based only on a given text. Our third case study is introduced in Chapter 7. It describes the process of generating a medical scenario, using data, collected in a motion capture session with two performers. Chapter 8 outlines our ideas for improvements and future work. Finally, in Chapter 9 we draw conclusions based on the work of the whole project.
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This chapter aims to give an overview of the usage of VHs in VEs and discusses some problematic issues related with the generation of realistic VHs. In addition, we discuss why it is important for VHs to be believable and why there is need for believable VHs. We list some important features that VHs need to possess, in order to be considered as believable. Further, we discuss fields, in which believable VHs are integrated and can be very useful. Finally, we introduce some setups that are often used for visualization of applications using VHs.

2.1 Types of VHs

According to Swartout et al. [2006] virtual humans "are software artifacts that look like, act like and interact with humans but exist in virtual environments" [Swartout et al. 2006]. VHs are used for different purposes in the VEs. Therefore, in this section we introduce briefly three groups of VHs that we differentiate according to their purpose in the VR application:

- VH as representation of a real human
- VH that populate VE
- VH used to simulate real human and interact with human user

In this work we will briefly mention the first two groups of VHs. However, we are mostly concerned with the simulation of real humans. For this reason we will discuss in more detail the group of VHs used to simulate real humans and interact with human users. In section 2.2 we outline some important features, which the VHs that belong to the third group should possess.

2.1.1 VH as a representation of a real human

A VH can be used in the VE as a representation of a real human. An example of such application is the work of [Dodds et al. 2010] (see Figure 2.1). For the implementation of this kind of VHs one needs:

- a virtual character - to represent the real human in the VE
- a motion tracking system - to track the body and/or the face motions of the real human in real-time
- a VR programming software - to map the motion captured data in real-time to the virtual character and to visualize the VE
In this type of applications the body and/or the face motions of the real human are tracked with motion tracking system and mapped in real-time to the VH. Thus the VH has the same body and/or face motions as the real person. This makes the VH a kind of a puppet, which master is the real human him-/herself. Therefore, if the VH has to speak, the voice of the VH is also controlled by the real human - basically the voice of the VH is the voice of the real person. For this reason there is no need for this type of VHs to possess any integrated degree of intelligence.

2.1.2 VH used for populating VEs

VHs are often used for populating real-time immersive VEs. This way, they make the VR more believable, like the real world [McDonnell and O’Sullivan 2010; Ennis et al. 2010]. VHs that populate VEs are often referred to as crowd or crowd simulation [McDonnell and O’Sullivan 2010; Ennis et al. 2010]. In order to make the VR realistic, the crowd should be also realistic. Therefore, the crowd needs VHs that have human-like motions and interact with each other in a human-like way [McDonnell and O’Sullivan 2010; Ennis et al. 2010]. For example, when a VH encounters another VH, the first VH should not go through the second one, but rather go around him/her.

Many scientists believe that only human-like motions are not enough to simulate realistic crowds. The work of McDonnell and O’Sullivan [2010] and Ennis et al. [2010] on realistic crowd simulations outlines the fact that in the real world pedestrians usually talk to each other, when they know each other and walk together. Therefore, in their work the authors simulate realistic crowd by using not only realistic body motions, but also VHs that are talking to each other in small groups (see Figure 2.2).

Figure 2.2 An example of crowd simulation, in which some of the VHs from the crowd are walking, while others are staying and talking to each other [Ennis et al. 2010].

2.1.3 VH used to simulate real humans and interact with human user

Naturally animated believable VHs are used in various applications such as training, simulations, interactive storytelling in real-time VEs. In these applications VHs often play the role of a teammate of the human user. Usually VHs that simulate real humans in the VE should interact directly with the human user. Therefore, they should possess human-like features and some degree of intelligence. The reason for this is that real humans need to detect some degree of intelligence, in order to interact naturally with the VH in the VE [Cassell 2001].

However, it is challenging to generate VHs that possess human-like features and a degree of intelligence (see Figure 2.3). To create such VH one needs a very good
2.2 Creating believable VHs

In this section we explain what makes VHs realistic and believable, and which are the most important features that they need to possess. However, in order to describe believable VHs, let us first introduce the term "Uncanny Valley". Uncanny Valley is a theory developed by Masahiro Mori during the 70’s [Mori 1970]. It argues that the mismatch between the person's real world experience and the human-like character or robot makes people feel something unnatural or a lack of empathy [Mori 1970; McDonnell and Breidt 2010]. This theory gives an explanation why sometimes humanoid robots, virtual characters and all other types of human-like inventions may appear creepy to humans [Mori 1970; McDonnell and Breidt 2010]. Therefore the "Uncanny Valley" is often taken into account, when designing computer games or other applications that use realistic VHs. Moreover, there is a lot of work that aims to find out, which types of virtual characters are perceived as uncanny characters and to what degree should they be realistic, in order to be perceived as believable.

The work of [McDonnell and Breidt 2010] approaches the problem by hypothesizing that deception corresponds to empathy. Thus they assume that the more deceptive a character is rated, the more realistic it will be. On the other hand the work of [Hodgins et al. 2010] studies whether VHs that had anomalies appear as uncanny characters to the users. For their analysis the authors evaluate the level of the user's emotional engagements with the VH.

Therefore, in order to be believable or realistic VHs should match the real world expectations of the user [Mori 1970; Loyall 1997; Cassell 2001; McDonnell and Breidt 2010]. In his PhD Thesis Loyall [1997] defines believable VHs as agents that possess rich autonomous personality and properties of characters. Believable VHs should possess features that a human expects from another human to possess [Cassell 2001].
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Therefore they should not only look like and have motions like real humans, but also behave like or resemble the behavior of real humans [Kenny et al. 2007]. It is assumed that VHs can engage the human user in a scenario by conveying the illusion of human-like behavior [Cassell 2001; Kenny et al. 2007]. Therefore VHs are considered as an important tool for VR applications, in which the user has to interact naturally and fully immerse in the scenario [Cassell 2001]. Depending on the purpose of the application, terms, such as embodied conversational agents (ECAs) [Cassell 2001; Bickmore and Cassell 2004] are used as a reference to believable VHs.

2.2.1 Expressing of emotions and sensing emotions

Many scientists show that realistic motions and expression of realistic emotions are key factor for providing the illusion of believable behavior and personality [Magnenat-Thalmann and Kasap 2009; Kenny et al. 2007]. A reason for this could be that humans feel and express different emotions. These emotions shape their personality and influence some cognitive processes such as decision-making, memory and motions [Kenny et al. 2007].

Therefore, in order to simulate realistic or believable human-like behavior, the VHs should be able to express realistic emotions. Consequently, features, such as face motions, speech, gaze behavior and body motions, that are important for the realistic expression of emotions should be taken into account.

Figure 2.4 The ECA, called DEIRA, uses a lip synchronization engine and expresses different emotions depending on the level of excitement [Francois et al. 2008].

Francois et al. [2008] develop a VH that is able to express facial emotions and modulate his voice based on the level of excitement (see Figure 2.4). The generated virtual ECA provides reports in real-time for virtual horse races. The ECA, called DEIRA makes head motions at fixed intervals. This ECA is able to choose between different facial expressions of different levels of excitement, when reporting news. In addition to make it more realistic DEIRA’s creators use a lip synchronization engine to synchronize his voice with these lip motions. Another example of VH that can express realistic emotions is the ECA developed by Bee et al. [2010] for interactive storytelling. To make their VH more realistic Bee et al. [2010] integrate a model for interactive gaze behavior. This way the authors want to engage the user in interactive storytelling. In their model for interactive gaze behavior the system tracks the user’s gaze. According to the tracked information the ECA is able to respond appropriately to the user’s gaze. Other scientists believe that the realistic motions of VHs are crucial of expressing realistic emotions [McDonnell et al. 2008; Kenny et al. 2007]. McDonnell et al. [2008] analyze the emotional content of a motion performed by different characters and found that
the emotional perception of realistic motions is not dependent on the character that is performing the action, but rather on the motion performed by the characters.

However, realistic expression of emotions is not enough to fully engage the user. Therefore researchers are working on the development of a VH that is able not only to express realistic emotions, but also to sense the gestures and the facial expressions of the trainee or the audience and act accordingly to the sensed emotions [Kenny et al. 2007]. The ability to sense emotions might be very useful for many applications. An example of such application is interactive storytelling, where similarly to the human storytellers the virtual ones should be more or less expressive according to the interest of the audience. In addition VHS that can convey realistic emotions and personality could be very useful for VR applications, in which the trainees have tasks involving cognitive processes like learning and remembering [Kasap and Magnenat-Thalmann 2008].

2.2.2 Establishing ways for communication between the VH and the user

There have been many attempts of building sophisticated systems that try to combine expression of realistic emotions, spoken natural language and nonverbal communication in face-to-face interaction between VH and a real human [Cassell 2001; Traum et al. 2003; Bickmore and Cassell 2004; Swartout et al. 2006; Kenny et al. 2007; Traum et al. 2008]. Building a system like this is rather challenging. One reason for this is that the scenarios used in such applications are dynamic and the VH should interact in real-time. On one hand VHs should coordinate, learn and exchange knowledge with their teammates in real-time. On the other hand the VHs should be able to respond in a proper way not only to their teammates, but also to the changes of the dynamic environment of the scenario [Kenny et al. 2007]. Therefore often VHs need to naturally communicate with the human user or the other VHs. In order to establish a natural communication, the VHs should be able to understand their teammates and also respond to them in a proper way.

Since natural language and nonverbal communication are some of the main means of communication between humans, many scientists believe that voice generation, nonverbal communication and especially carrying on spoken dialogues is closely related to the generation of believable VHs [Bickmore and Cassell 2004; Swartout et al. 2006; Kenny et al. 2007; Traum et al. 2008]. Therefore many researchers are working on the development of VHs that are able to carry on dialogues [Traum et al. 2003; Abdel-Malek et al. 2006; Swartout et al. 2006; Kenny et al. 2007; Traum et al. 2008]. Traum et al. [2008] develop a VH able to negotiate with the user in a human-like way. They enable their VH to negotiate with more than two negotiators with different goals and over multiple options. The task of the trainee during the negotiation is to solve a particular problem by gaining trust, familiarity and managing interaction. If they are not successful on these the VH may agree on a plan that is not desirable for the trainee. This application is an extended version of the work developed in Traum et al. [2003]. In the work of Traum et al. [2003] the VH changes the strategies during the negotiation based on several parameters and factors. The goal of their research is to enable the VH to take part in negotiation tasks in the VE. Thus trainees can practice negotiation tasks and apply different tactics and styles. In addition after the end of the scenario they can analyze the results [Traum et al. 2008].
Another example for a VH able to carry on dialogues is the ambitious project of the US Military, called Mission Rehearsal Experience (MRE) [Swartout et al. 2006] (see Figure 2.5). In this project the trainee is learning leadership skills in a VE populated with VHs. These VHs can interact with the user and negotiate with him/her. To create their training scenario Swartout et al. [2006] develop VHs that can understand human's speech by using natural language processing and speech recognition frameworks. Swartout et al. [2006] want to create VHs that have human-like level of intelligence. They suggest that this can be accomplished by combining different features, such as reasoning, emotions and ability to carry on natural language dialogues. However, when using the MRE application the trainees should be trained to speak in a specific way, otherwise it is possible that the VH will not be able to interpret the text [Swartout et al. 2006]. Therefore, some sophisticated applications, such as the ECA, called Rea [Bickmore and Cassell 2004], are limited to understand only the parts of speech that are included in its predefined speech recognition grammar.

Despite the difficulties that one can have, when using speech recognition systems, there are some scientists that take advantage of these methods. They use the speech recognition algorithms, integrated in the ECA, to recognize the emotional attitudes of the user's speech. Thus based on the user's emotions the program establishes the emotions of the ECA. An example for such approach is the interactive storytelling proposed by Cavazza et al. [2009], which is based on emotional speech recognition. Their system recognizes the emotional attitude of the user's speech by an emotional speech recognizer. This way the results of the speech analysis determine the feelings of the VH. Therefore, the VH can have emotions that correspond to the emotional categories used by the user in the specific utterance. Thus a high level of realism is achieved. The same approach is used in the work of [Bee et al. 2010], in which the authors develop a VH for interactive storytelling that is able to sense the user's emotion states and respond to them in an appropriate way.

### 2.2.3 Realistic interaction based on learning and memory

Depending on the way the VH interacts with the user, the VH can be autonomous to some degree. Thus, the VH can make decisions based on some predefined rules or learning algorithms [Kasap and Magnenat-Thalmann 2008]. Although, cleverly designed, predefined rules are not always a solution for real-time scenarios, where the surrounding changes rapidly and the VH has to respond to different events. Some scientists even propose that interactive VHs should be able to make decision based on memory of past events or relationships with other characters or people [Magnenat-Thalmann and Kasap 2009]. Furthermore, Magnenat-Thalmann and Kasap [2009] mention the idea that the VHs could have even more sophisticated human-like memory. This way VHs will be
able to remember events from their perspective, recall easily events that happened soon than the ones that happened months ago or even forget some events that happened long ago. It is also considered as important for believable VHs to be able to have beliefs, intentions, desires and emotions [Kopp et al. 2006; Traum et al. 2008] or even pre-programmed memory that allows the VH to respond to the different users according to past events [Magnenat-Thalmann and Kasap 2009]. For instance, Traum et al. [2003] develop a training scenario, in which the authors integrate VHs is the peace keeping training simulation. Their VHs are able to reason about authority and responsibility. They can carry out actions and give and accept orders. Such features can also used to guide the trainee through the scenario.

2.3 The implementation of VH

VHs are used in different applications for different purposes. One reason for this is that the technology is currently capable of capturing realistic human motions and using the data to animate realistic VHs. In addition, no matter how realistic the VEs are modeled, they are not enough to fully immerse the user in the scenario. On the other hand VHs can be useful and powerful addition for plenty of VR scenarios, which are otherwise difficult to simulate in the real world. In addition there is some evidence that using VHs in VEs helps the human user to interact more naturally in the VR [Cassell 2001]. Therefore, this chapter gives an overview of the implementation of VH in different applications in entertainment, rehabilitation, interactive storytelling, science and training.

2.3.1 VHs in entertainment

There are VHs that represent actors in movies, players in games, singers and dancers in music. The developers of VHs in the entertainment industry use recent technologies and develop own methods to produce believable VHs with realistic body motions and facial expressions. In addition some of these applications do not run in real-time, which gives the developers more power to generate better effects. In the movies, VHs are often used to represent the actor's motions in the VE. Therefore, most VHs used in entertainment do not need to be autonomous.

On the other hand the entertainment industry uses real-time applications of realistic VHs for many computer games. This is because, currently many young people are more interested in computer games than in reading books or learning about past events when visiting museums. Therefore many schools, libraries or even museums try to integrate some kind of interactive technologies, in order to attract the attention of the
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young people. The museum of Science in Boston, for instance, is working together with the University of Southern California on the development of responsive VH Museum Guides [RVHMG; RVHMGV]. The final goal of this project is to develop two VHs that guide the tourists through the museum. The VHs can answer the visitors' questions and talk to them using speech recognition algorithms.

2.3.2 VHs in rehabilitation

VR is already used not only for entertainment but also for different rehabilitation therapies. Some of them prove to be very useful and give very good results [Susi et al. 2007]. For instance, there are military hospitals in USA that use VR to provide rehabilitation therapies for soldiers with fire injuries by showing them snowy VEs, which make them feel better [Snow].

VHs can be used in rehabilitation applications to represent the patient and help him/her to recover from operations or strokes. VHs and VEs can be used for many useful rehabilitation procedures that are difficult to do in the real world. For instance, many patients have the feeling that despite their efforts during the rehabilitation therapy, their condition is not improving. Therefore, at some point of the therapy they may even decide not take part in the rehabilitation procedures any more. In such case using VH as a representation of the patient in the VE may be very useful. Since in the VE it is possible to exaggerate motions, the motions of the patient can be easily exaggerated. Thus the patient will see an improvement and will be more motivated to keep doing the rehabilitation therapy. In addition this way the patients can see positive results from their efforts and will not lose their will to recover.

VHs can help patients to control their mental and emotion states, for instance [Susi et al. 2007]. Thus patients that have fire injuries and their faces have scars, for example, could be first exposed to VHs. Once they feel comfortable surrounded by VHs, they may also feel more comfortable with real humans and can start again their social life.

2.3.3 VHs in interactive storytelling

According to [Cavazza et al. 2002] interactive storytelling is becoming, currently a topic of great interest for some scientists interested in interaction or emotion perception. In virtual storytelling VHs are usually used to tell the story expressively and to convey the emotions of the story to the audience. Therefore, many of the VHs used in virtual storytelling use realistic body motions, hand gestures, facial expressions or voice modulation to express realistic emotions. Many interactive storytelling applications use the advantages of the VEs to enable the user to intervene or take part in the story itself [Cavazza et al. 2002; Endrass et al. 2009]. For instance, Cavazza et al.'s [2002] prototype of character-based interactive storytelling system enables the user to intervene in the story as a spectator. The used can either shout something to the characters or interact with the objects in the scene. The authors implement the interaction between the user and the characters using natural language and speech recognition.
2.3 The implementation of VH

Other virtual storytelling application, in which the user can take part in the story, is the one of [Endrass et al. 2009], where the audience can experience the story by taking part into the story itself and playing the role of one of the story's characters. A similar approach is used by [Charles et al. 2010], where the authors are proposing an interactive storytelling approach, which enables the user to observe the story from different perspectives, e.g. the point of views of the different characters. Thus the user observes different story sequences, resulting from the dynamic modifications of the story, based on the characters' points of view.

Porteous et al. [2010] point out that it is challenging to achieve a balance between the autonomy of the VHs and the global plot of the story in interactive storytelling. Porteous et al. [2010] propose a framework of a VH aiming to achieve this balance by introducing character's point of view. Thus the authors can describe the story from the point of view of each of the different characters from the story.

2.3.4 VHs in science

Recently, VHs are becoming an interesting topic also for many scientists, especially for the ones interested in interaction or perception. Some of these researchers are using VHs to investigate space perception, social interaction or emotion perception. VHs can be very useful for the reason that they could be manipulated and modified for different experiments. McDonnell and O'Sullivan [2010] modify audio and visual cues of VHs to study the user's ability to determine the sex of the VHs. In [Hodgins et al. 2010], for instance, the authors generate VHs to examine the level of the user's emotional engagements with the VHs in cases where the VHs had anomalies. They found that facial anomalies have greater impact on people's perception than the bodily anomalies.

These examples show that VHs can be very useful in science for many reasons, but mostly because VHs are easier to modify, than a real person. However, this is sometimes problematic, since most realistic VHs are using complicated predefined sets of rule in their codes. In addition these codes are often not easy to be modified by people, who do not have background in computer science. Therefore, there is need of VHs that are both realistic and easy to modify. Such VHs will be very beneficial not only in the field of science, but also for trainings and simulations, where the person that controls the application do not necessary has sophisticated programming skills.
2.3.5 VHs in trainings and simulations

In the real world, simulations and trainings can be often labor-intensive for the instructors and for the actors involved in the role-playing scenarios. They can have only a limited number of participants for one session. In addition sometimes trainings in the real world involve health threatening tasks, such as trainings for nuclear and radiological search [ANL]. If these scenarios are simulated in the VR, no matter how health threatening the scenario is, trainees can participate and learn, without putting their own lives in danger [Swartout et al. 2006]. Furthermore, a great number of trainees can train one simulation scenario simultaneously and even play the same role in the scenario.

On the other hand, it is sometimes difficult to simulate certain scenarios realistically in the real world. In medical trainings, for instance, often actors or manikins are used to play the role of the patient. Instead of using an actor one could use a VH for such trainings. Thus the simulation of injuries and diseases will not be a problem anymore. In contrast to the real humans, VHs can easily change the color of their face or break a leg or an arm and fix it in a second. Therefore VHs can be very useful for many applications, such as medical trainings, learning presentation skills, training leadership or negotiation [Kenny et al. 2007].

However, realistic VEs and believable VHs are not enough to build a useful and realistic training scenario. Although realism and accuracy might not be crucial for some applications, they could be of great importance to others, such as medical or pilot trainings. In such simulations the acquired skills during the training session will be taken into the real world. Then depending on whether the scenario was realistic and accurate enough, the trainee will perform accordingly in the real world. Thus if the trainee perceived and learned accurate information, he/she will not have problems performing the same actions in the real world. However, if the trainee perceived and learned inaccurate information from the VR training session, performing the learned actions in the real world could sometimes be fatal.

Nevertheless, individual simulation-based trainings are not as challenging for the developers as the team simulation-based trainings [Traum et al. 2003]. In team trainings usually the user has a VH as a teammate. Thus in order for the user to perceive and learn the information in a way that he/she could apply the learned skills in the real world, the VHs that are used as teammates should also act naturally and be realistic. However, currently there are several training simulators using realistic VHs [Swartout et al. 2006; Kenny et al. 2007; Traum et al. 2008]. According to the developers of one of these VHs, trainees can acquire valuable skills in terms of leadership by interacting with a team of VHs [Traum et al. 2003].

2.4 Different types of visualization setups used for the applications with VH

Depending on the application and its user group different setups are used for visualization of the VHs' applications. Moreover, there are some cases, in which the purpose of the application determines the necessary setup. Further, in the work presented in this master thesis, we use a PC and an HMD to visualize our VHs. Therefore, in this section we briefly discuss these setups. In addition, since, we may use immersive large screen display in our future work on this project, in this section we also explain why it is used as a visualization setup for applications with VHs.

PCs and laptop setups

There are many applications especially developed to run on personal computers (PCs) and laptops. One reason for this is that currently many people have PCs. Thus when using such applications, one does not need any additional devices. Another benefit is that the applications developed for PCs can be used at home. As a result many of the game, training or learning applications use PCs or laptops.
Although PCs are not as immersive as other setups, such as immersive large screen displays or HMDs, they can be very useful for plenty of learning and training applications. In computer games, for instance, the user does not need to be fully immersed in the VE and does not always need to directly interact with the VHs in the scenario. However, PCs can be also used in applications, in which direct interaction with the VH is needed. For their virtual storytelling system Cavazza et al. [2009] use a PC setup (see Figure 2.8). The authors represent the user as a virtual character of the story. The user's task is to talk with a VH, which is another character of the story. This VH is able to carry on dialogues in a natural language, and thus can communicate with the user.

Great number of training and learning scenarios use immersive large screen displays. These setups are used to visualize the VHs in a human-like size. This way the developers aim to make the VHs appear more realistic to the human user [Kopp et al. 2006]. Kopp et al. [2006] use large screen display to visualize their VH, called Max (see Figure 2.9). The goal of Max is to engage passing by people in conversations. For this reason his developers wanted to make him more realistic, and therefore they have decided to visualize him in a human-like size. Another example is the VH, called Rea [Bickmore and Cassell 2004] (see section 2.2.2). Rea is using natural language to interact with the human user. To convey more realism, she also has a human-like size. The VHs used in the MRE [Swartout et al. 2006] are also displayed in a human-like size in a large screen immersive display (see section 2.2.2)(see Figure 2.5). In addition many training scenarios developed for medical students also use large screen display. The application of Deladisma et al. [2008] is an example of a training scenario that uses large screen display to visualize virtual patient. The virtual patient is able to simulate symptoms of different diseases and use natural language to talk to the user. Thus, students get used with different procedures, such as patient's examination.
There are some VR applications that aim to fully immerse the user in the VE. An example for such applications could be a rehabilitation or therapy scenario. In such scenario the user purposefully perceives information in the VR that is different from the one that he/she would perceive in the real world. Therefore HMD setups are used for such scenarios. In addition in HMD the VE can be projected in stereo, which makes the experience even more realistic. However, when using a HMD one needs also a tracking system, which tracks the position and the orientation of the user. This way it is possible to project the scene from the exact view point or the user. Once the user moves, the system will project the corresponding optic flow. However, in order to for the correct images to be displayed in the HMD, the tracking system needs to be often calibrated (see section 3.3.1).

Using HMD setup may be beneficial not only for fully immersive scenarios, but also for trainings, in which the head motions of the trainees need to be tracked and analyzed. The software of the tracking system could be set up to save the coordinates of the user's head position and orientation during the training session. Thus at the end of the training scenario, one can immediately have the data about the head motions of the user.

However, VHs' applications do not always use one of the above mentioned setups. For instance, [Cavazza et al. 2007] use CAVE-like immersive display to visualize their VH in a virtual storytelling scenario, and thus fully immerse the user in the story. Certainly, there are other technologies, such as augmented reality with see-through HMDs or CAVEs that are currently used for the visualizations of these applications.
Realistic bodily and facial expressions of emotions are among the important features that believable VHs should possess (see section 2.2). Since the goal of this master thesis it to create a believable VH that can express realistic bodily and facial emotions, in this chapter we will outline some methods used for generating realistic bodily and facial motions. Realistic human motions can be captured with motion capture systems and mapped to a virtual character. Therefore, this chapter describes the process of motion capture and makes an overview of the state-of-the-art.

### 3.1 Historical background

According to Furniss [2000] the development of motion capture starts back in the 1800's with the work of Etienne Jules Marley and Eadweard Muybridge. These two scientists studied the animals' and humans' motions. However, the motion capture technology, that exists today, has been developed for military purposes in the 1970's [Furniss 2000; Rafi 2008]. About a decade later it started being used also for entertainment [Furniss 2000].

Between 1995 and 1999, when motion capture was not used as much as it is currently used, there were many scientist and artists that were arguing, whether motion capture is an animation technique at all [Furniss 2000]. Some of them were even convinced that motion capture was invented to replace the traditional (key-frame) animation, and considered motion capture as a "technical cheat" [Furniss 2000; Rafi 2008]. Therefore motion capture was viewed more as negative rather than as positive technological innovation [Furniss 2000].

However, today motion capture is considered as a helpful technique in animation [Rafi 2008; Azad et al. 2009]. Motion capture is used in many different fields not only in the entertainment, where it is broadly used in music, game or film industry, but also in other fields, such as training, simulations or rehabilitation, in which it has more scientific application. It is also used in applications involving gesture recognition, sign language, athletics analysis, biomedical research, interactive training and simulation [Furniss 2000].

### 3.2 Motion capture

Motion capture is defined in [Furniss 2000], citing the white paper of Scott Dyer, Jeff Martin, and John Zulauf, called "What is Motion Capture?", as a process that "involves measuring an object's position and orientation in physical space, then recording that information in a computer-usable form. Objects of interest include human and non-human bodies, facial expressions, camera or light positions, and other elements in a scene." [Furniss 2000]. Motion capture is done by a system, which is tracking the position and orientation of the objects. The tracking is usually done with the help of different setups using cameras, reflective markers or motion capture suits. Motion capture systems include active and passive elements [Furniss 2000]. For instance, magnetic receivers, transmitters or cameras that emit and receive light are classified as active, whereas reflective markers are passive elements [Furniss 2000]. The tracked information is streamed, recorded and rendered by the system.

The goal of motion capture is to allow accuracy in real-time tracking, streaming and rendering of information about the tracked objects [EMCSD]. Motion capture systems can track not only the motions of objects, but also the motion of humans and animals.
Some motion capture systems provide real-time visualization of the tracked objects, such as the software used by Vicon and Xsens MVN. This enables better monitoring of the recordings. Therefore, some problems, such as missing markers, for instance, can be detected during the recordings.

Depending on what kind of motions need to be recorded motion capture could be divided into several categories, such as body motions, facial motions and hand gestures. Although, realistic body motions are very important, Furniss [2000] suggests that facial motions and hand gestures shape the personality of the animated character. Moreover, hand gestures are important for expressing feelings, while facial expressions are crucial when sensing realism of emotions [Furniss 2000]. In this thesis we are mostly interested in capturing realistic body motions and facial expressions, and therefore we consider only these two categories.

3.3 Capturing realistic body motions

Since, the goal of this thesis it to generate a VH, which uses realistic motions to express emotions, in this section we describe the process of capturing realistic body motions and using them to animate virtual characters. Therefore, we first explain the preparation of the motion capture session. Then, considering the most common techniques for capturing realistic body motions we introduce the process of data collection. Then we describe the basics of the process of post-processing the motion capture data. Finally, we outline different approaches for using the processed data to animate a virtual character.

3.3.1 Preparation for the motion capture session

The quality of the final animation product depends mainly on preparation of a motion capture session. During the preparation for the motion capture session, it is necessary to consider what kind of motions are to be captured. Then depending on this a proper motion capture setup needs to be chosen. The capabilities of the available motion capture setup also need to be considered. Sometimes one motion capture system is not enough to produce accurate data. This is why different motion capture systems could be used for the capturing of one session.

Once a motion capture system is chosen, everything should be set up carefully. The markers or sensors used by the system should be placed correctly on the performer's body. Furthermore, it should be ensured that the markers will not fall or shift during the motion capture session. The objects that may have a negative impact on the quality of the recordings should be removed from the tracking space. For example, if the motion capture session will be using a magnetic system with inertial motion capture suits, then the metal objects in the tracking space should be removed, otherwise the data might be noisy. Additionally, the performer's motions and the tracking area need to be calibrated. Calibration is necessary for the data to be accurate, and therefore makes the post-processing easier. Depending on the motion capture system, usually different measurements, such as the performer's height or feet length, need to be given as an input. In addition, some specific motions need to be performed by the performer for better calibration of the tracking area. Once the calibration is done the motion capture session can start.

3.3.2 Data collection

In the past, recording a motion capture session resembled shooting a movie [Furniss 2000]. First, the motions were rehearsed and it was ensured that the cables connecting the motion capture suit with the rest of the devices are long enough, so that the performer's motions are not limited [Furniss 2000]. In addition, the motion capture session
used to be divided into several parts [Furniss 2000]. Each part was captured and saved separately. This needed to be done, because of the limitations of the computer's memory at that time [Furniss 2000]. Each part of the session was repeated and captured several times.

Currently, the process of motion capture is the least time consuming part of the motion capture session. It can take as much time as the length of the final animation. In this part the task of the performer is to make the motions needed for the session. At the same time these motions are captured by the motion capture system. Usually, the performers are asked to repeat several times the motions from the beginning to the end. This is done to ensure that at least one take will be useful for the post-processing or in worst case that one can cut the best parts from each take and put them together during the post-processing of the motion capture data.

Most of the motion capture systems visualize the data received from the markers in real-time. This enables the people capturing the session to see immediately whether the data is noisy or not. However, there are some problems with the data that can be difficult to notice. For instance, there are sessions, for which a great number of markers are used and is difficult to notice whether a particular marker has been lost during the motion capture session.

Although, full body can be captured by several different ways, there are two ways of full body motion capture that are of particular interest to this work. They are optical motion capture with markers and magnetic motion capture with inertial motion capture suit. In this part of the chapter these two approaches will be explained in detail. Further, to generalize this topic some other approaches for full body motion capture will be briefly mentioned. Finally, we discuss our decision of using one of these systems to generate the body animations of our VH.

### 3.3.2.1 Optical motion capture

The optical motion capture systems use light emitting or light reflecting (reflective) markers and cameras emitting infra-red light to track the motions of the objects in the scene. In order to be tracked the objects in the scene need to have light emitting or light reflecting markers attached to them. These markers need to be always visible for the motion capture system. The VICOM system is an example of optical tracking system, which uses reflective markers to track the moving objects [Azad et al. 2009]. In this section we describe this type of optical system.
Markers used by the Vicon system

The reflective markers are balls of different sizes (Figure 3.2). The size of the markers depends on whether they are attached to the body, the face or the hands and the fingers. For instance, the markers used for tracking the face motions are much smaller than the markers used for capturing the body motions. This is because each marker needs to be independently visible for the system. In case the facial markers are as big as the markers used for the body, the system may assume that instead of 30 small markers there is one big marker on the face. This can happen because the cameras used by the motion capture system have a certain resolution. Therefore, the cameras with this particular resolution may not be able to see the gaps between 30 big markers on the performer's face. Thus, the cameras will assume that there is only one big reflective marker. In addition, it depends on where the tracking cameras are located with respect to the tracked objects. The closer the cameras are to the object and the bigger the resolution of the cameras is, the smaller the markers can be. The markers are attached to the human, the animal or any other object that needs to be tracked.

Figure 3.2 An example of the Vicon system setup with a performer wearing suit with reflective markers for the body and the face [MPIedb].

Thus, in a motion capture session of human body motions, the performer needs to have reflective markers attached to his/her body. The markers need to be attached tight to the performer's body, so that they stay fixed during the whole motion capture session. Therefore, usually the performer needs to wear a tight suit with attached reflective markers [Furniss 2000]. The markers have either round 2D shape or spherical 3D shape. The 3D markers can be more easily captured by the cameras, than the 2D shaped. This is because the 2D markers could be more often occluded depending on their position with respect to the cameras and depending on the angle to the cameras the 2D marker can also appear as elliptical to the cameras. A marker is visible to the optical system, if it is being seen simultaneously by at least two cameras. For instance, in the Vicon system the 3D position of each marker is calculated and then the markers are visualized in real-time [Azad et al. 2009]. Ones a marker is occluded it is no longer visible for the software. However, when the marker is again visible, it is also visualized again by the Vicon system [Azad et al. 2009].

The number and the position of the markers attached to the motion captured object can differ depending on the set up of the system and also depending on the object. For instance, if the object is a table, which will not be moved during the motion capture session, it can have only one reflective marker. However, if the object of interest is a human, then a lot more markers will be necessary to properly track his/her body motions. For making a human full body motion capture typically the markers are placed on specific places, such as the joints of the performer's body. This way the motions can be captured accurately, with little movement.

Cameras used by the Vicon system

As an optical motion tracking system, the Vicon system, uses also cameras. They have special diode arrays and emit infra-red light, which is reflected by the markers [Vicon].
The reflected light is detected by the cameras and transferred in real-time to the software that saves the motion capture information. Examples of such software are Vicon IQ or Vicon Tracker [VT; VT1; IQ]. The optical motion capture system is reliable and can very accurately calculate the absolute position and orientation of the performer using the information received by the cameras and streamed to the system.

The cameras are placed around the motion capture space, so that the viewing frustum of the emitted light by the cameras overlaps in the central area of the space. The markers have the property to reflect light to the opposite direction of the direction of the illuminating light beam [Azad et al. 2009]. The light is reflected back and received by the diode array of the camera. Thus, the marker becomes visible for the camera. The least amount of cameras that can be used for full body motion is six [MoCap]. However, if one uses eight or more cameras the tracking will improve, and therefore the data will be more accurate [MoCap]. The reason for this is that the marker should be visible for at least two cameras simultaneously, in order to capture the correct position of a particular marker.

The cameras of the optical motion capture systems are very sensitive. Even a slight change in the position of one of the cameras may cause inaccuracies in the recordings. Calibration is necessary for better and more accurate tracking of the space. Therefore, it is necessary for the cameras capturing the scene, to be often calibrated. Otherwise, the recorded data can be noisy. Calibrating the cameras of an optical motion capture system is not trivial. In order to calibrate the cameras correctly, one needs special training. Therefore, the calibration of the cameras of the system cannot be calibrated by anyone. However, there are several other reasons that may cause noise in the motion capture data. For instance, in case the markers have been occluded for longer parts of the motion capture session or some other objects (not markers) reflected light to the cameras. If there are more than one performers in the tracking space their markers could occlude each other. Therefore, the system may assume that for a certain frame a particular marker belongs to the second performer, while it originally belongs to the first performer. The noisy data could be sometimes fixed during the post-processing. However, if the markers are not visible for long parts of the session, it might not be possible to fix the data. Therefore, before capturing a motion capture session with an optical system, such as Vicon, it is very useful to record range of motions. Recording range of motion helps to calibrate the performer's motions during the session. In addition, it can be used to accurately label the markers and map them to a skeleton.

3.3.2.2 Magnetic motion capture

Magnetic or electromagnetic motion capture is another often used type of motion capture. Therefore, the goal of this subsection is to describe the basics of the magnetic motion capture systems, by first describing the equipment used by the system and then giving an example of such system.

The magnetic motion capture systems use magnetic receivers and transmitters. The receivers are placed in a special suit that the performer should wear, while the transmitters are static [Furniss 2000]. The transmitter and the suit with the receivers are connected wireless or with wires to a PC or laptop, which contains the software of the magnetic motion capture system. Some outdated magnetic systems use suits and transmitters that are both connected with wires, thus the performer's motions are limited by the length of the cables (Figure 3.3).
Currently, there are a lot of improvements in terms of technology. Although, the performer still has to wear a tight motion capture suit, the suit could be wireless, so the person is not limited by the cables connecting the receivers of the suit with the rest of the system [Furniss 2000]. However, the wireless suits are also limited by the range of the transmitter. For instance, if the range of the transmitter is 10m then the performer is limited to make all the motions needed for the session within these 10m, otherwise the motions will not be captured. Noise of the recordings may occur when the distance between the transmitter and the receiver increases. In case the motion captured scene contains a lot of materials and objects made of metal and the performer has to interact with them, magnetic interference occurs [Furniss 2000]. Magnetic interference distracts the signal from the sensors and therefore the transmitted data could be sometimes noisy or even useless. The data captured with magnetic motion capture is often noisier than the one captured with optical system [Furniss 2000].

In addition the magnetic motion capture system tracks the person's relative position and orientation [Furniss 2000]. The motions of the performer are calculated according to the rotations and the motions of the body parts with respect to each other. Thus the motions of the participant are accurate with respect to his/her body but not with respect to the surrounding environment. Therefore over time some drift of the motions occurs. Therefore this system is often combined with other type of input devices for the sake of accuracy [Furniss 2000].
models and sensor fusion algorithms [Roetenberg et al. 2009]. Due to the gyroscope
and accelerometer signals that the sensors receive, the system can calculate the position
and the orientation of the different body parts [Roetenberg et al. 2009]. Thus the sen-
sors in the suit can capture motions like running or jumping, etc.

Each Xsens MVN motion capture suit has 17 inertial, magnetic sensors to capture the
motions of the different body parts (feet, lower legs, upper legs, pelvis, shoulders, stern-
um, head, upper arms, forearms and hands) (Figure 3.4) [Damgrave and Lutters 2009;
Roetenberg et al. 2009]. Each sensor contains 3D gyroscopes, 3D accelerometers and
3D magnetometers [Damgrave and Lutters 2009; Roetenberg et al. 2009]. The sensors
use 3D gyroscopes to measure the orientation of the objects within the 3D space
[HSGW]. The acceleration and the vibration of the sensors are detected and measured
by 3D accelerometers [3DA]. 3D accelerometers are very sensitive devices, which can
detect even the slightest acceleration of an object [3DA]. 3D magnetometers are used
in the sensors to measure the strength or the direction of a magnetic field [SHSWM].
Each sensor is connected with cables to two sensors - the nearest to the left and the nea-
rest to the right (Figure 3.4). Thus the sensors form a chain. For instance, the sensor of
the forearm is connected to the sensor of the hand and upper arm. Therefore, there is
only one cable chain that goes through each limb. The chains coming from each limb
are connected to the Masters [Damgrave and Lutters 2009; Roetenberg et al. 2009].

The Masters are mounted on the back of the motion capture suit [Roetenberg et al.
2009] (Figure 3.4). The Masters are part of the Xsens MVN system responsible not
only for supplying the sensors with power, but also for synchronizing the sensors [Roe-
tenberg et al. 2009]. In addition the Masters are used for the communication and data
exchange between the sensors and the computer.

The Xsens MVN system provides also software, with which the recordings can be
observed in real-time. The motion capture suit tracks the motions and streams the infor-
mation in real-time to the visualization software. There the data is visualized, and thus
one can observe the motions and see whether there are some problems before even
recording the session. For instance, the software marks the sensors, which are affected
by magnetic interference with a different color. Thus, in case the magnetic interference
in the scene is too much, one can decide to change the location of the recordings or
even replace some objects causing this phenomenon.

Although, the Xsens MVN system does not experience problems such as occlusion of
markers, as in Vicon, there are some other problematic issues that the artists should
deal with during the post-processing of the motion capture data. Such problems are the
magnetic interference and the drifting of the data.

The Xsens MVN system should be calibrated each time before recording a motion cap-
ture session. This should be done to determine the specific body dimensions and range
of motions of the performer. Otherwise, the recorded data will be noisy, due to offset of
the sensors' signal or errors of the sensors' orientation [Roetenberg et al. 2009]. There-
fore the first thing to do is the T-pose [Roetenberg et al. 2009]. T-Pose is a pose, in
which the person stands upright, the arms are spread horizontally and the thumbs are
forward. This pose helps the system to estimate the correct position and orientation of
the sensors. Another important component of the calibration process is the performance
of specific motions, with which the angles of the axis are estimated. In addition the
height of the person and some other measurements important for the motion capture
session need to be measured and used as an input in the motion capture software before
the beginning of the motion capture session. Thus, the resulting data can be much more
accurate.
3.3.2.3 Mechanical motion capture

Mechanical motion capture is another method used for capturing realistic human motions. Since, we are not going to use this type of motion capture, neither for the work presented in this thesis, nor for the future work that follows it, we will only briefly describe this motion capture system.

For the process of the mechanical motion capture the performer needs to wear a basic skeleton made of metal pieces and hooked on the hands, legs and corpus of the performer [Furniss 2000; Rafi 2008] (Figure 3.5). Furniss [2000] notes that the metal skeleton has some sensors, which sense the rotations of the body parts when the performer moves.

Figure 3.5 Mechanical motion capture suit [MechanicalMoCap].

3.3.2.4 Other types of motion capture technologies

Since, motion capture is broadly used there are also other types of motion capture systems that are used. Some of them are often used, while others are rarely or not at all used. However, it is worth mentioning about the existence of other motion capture methods. Video-based motion capture [Wilhelms and Van Gelder 2002] capture is among the types of motion capture that are often used to capture the natural human's or animal's motions in indoor and outdoor environments. According to Furniss [2000] some of the motion capture methods that are not often used are biofeedback sensing, electric field sensing or inertial systems. The biofeedback sensing is used for biomechanics and sports [Furniss 2000]. The electric field sensing uses the body as transmitter and measures. Inertial sensing measures different characteristics such as acceleration and orientation [Furniss 2000]. There are also other types of motion capture such as markerless motion capture, for instance. This type of motion capture is based on optical systems emitting infra-red lights but is not using markers to track the performers [MaMoCap]. It is rather using the infra-red light emitted by the performer him/herself. Depending on the detected infra-red light the cameras are determining the positions of the performer in the tracking area.

3.3.2.5 Motion capture system used in this work for capturing body motions

As, to the best of our knowledge, currently there is no motion capture system capable of capturing all kinds of motions without problems. Therefore, before using a particular motion capture system one needs to know what motions will be recorded and what for
they will be used. Usually, depending on these requirements one can decide, which system is better for the specific session.

For the work presented in this master thesis we had to record as accurate as possible natural human's motions. To do the recordings we had available two types of motion capture systems - optical (Vicon) and magnetic (Xsens MVN). Therefore, we had three possibilities to record realistic motions: using only Vicon, using only Xsens MVN, or using both Vicon and Xsens MVN. In this section we discuss these possibilities, considering where and what we were going to record. Finally, we explain, which system we decided to use.

Having in mind the goal of this work, namely to create a VH that is able to realistically express emotions and use this VH for creating different scenarios, we needed a motion capture system that can capture realistic body motions. In addition, since, the VH will be used for different scenarios it is possible that the motion capture sessions will not always take place in the same tracking space. Therefore, we needed a system that is portable and could be quickly setup in a different space.

As it was already discussed in section 3.2 hand motions are considered to be very important for not only conveying realism, but also nonverbal communication. Using Vicon for our work would give us the possibility to record both body and hand motions. In addition, with Vicon one can capture facial expressions. Also the system tracks the absolute position and orientation of an object in the space. Therefore, the produced data is very accurate. However, the process of post-processing the data is time consuming and one should manually assign the markers that have not been visible for the system at certain frames. Additionally, the calibration of the Vicon cameras is not trivial. For this reason the system cannot be easily transported from place to place. Moreover, one cannot capture an outdoor session using this motion capture system.

Since, the Xsens MVN motion capture system is magnetic, there cannot occur any marker occlusion. Thus, the data cannot be noisy due to a missing marker. The Xsens MVN system tracks the relative position and orientation of the performer. This way the recorded data is accurate in terms of relative, but not in terms of absolute position and orientation. For instance, the motions of the performer will be accurate with respect to his body, however, the body of the performer will not be positioned accurate with respect to the other performer in the motions capture session. The system is easily portable, since it is using only inertial motion capture suit and a laptop for the software.

So far, we have considered each of the systems separately. However, it is possible to use them together. This way one can use the advantages of one of the systems to compensate the disadvantages of the other, by combining the recorded data in the post-processing. Thus both the relative and the absolute position and orientation of the performer will be recorded in the data. However, when using Xsens MVN to capture the relative position and orientation of the performer, it is necessary for the Vicon system to track only the pelvis of the performer, but not the whole body. To illustrate this let us use as an example of a motion capture session with two performers. As it has been already discussed in section 3.3.2.2 in Xsens MVN system a drift of the motions occur over time. Thus, it is possible that in the motion capture data, the body of one of the performers goes through the body of the other performer (Figure 3.6). However, if the Vicon system is used to record the pelvis position and orientation of the performers during the session, the recorded data will contain the absolute position of the performers’ pelvises. Thus, the data can be corrected.
Because of the drift in the data captured with Xsens MVN, it is possible that the performers go through each other. However, for the work presented in this thesis we have used only the Xsens MVN motion capture system for several reasons. Mainly, because we were not able to capture the data we needed only in the motion tracking space, where the Vicon system is located. Since, Xsens MVN system is portable we have used it to record the sessions, which provided us the data used for the work presented in this thesis. Further, in Chapter 7 we discuss the way we corrected the absolute position and orientation of the data.

### 3.3.3 Post-processing of the motion capture data

Recording a motion capture session is not enough to produce a realistic animation. After the motion capture data is recorded, one has to check whether there is some noise or other problems in the data. This stage of the process involves improving the quality of the recorded data, and it is often referred to as post-processing of the motion capture data.

The software of the motion capture systems usually allows post-processing of the recorded data. Thus, some problems such as noise or missing information about markers can be solved by adding some additional constraints or editing some of the information. For instance, having in mind that the Xsens MVN system always assumes that the feet of the performer are on the floor, in case the performer sits on a chair and lifts up his/her legs, the system would assume that the performer is sitting on the floor. So, if the session is captured only with Xsens MVN, to produce a realistic animation, one needs to add some constraints and correct the data manually. Depending on the motion capture system post-processing may also involve labeling of the data. Therefore, post-processing is time consuming.

### 3.3.4 Animation based on processed motion capture data

After the collected motion capture data is post-processed, it can be further processed and used for the final animation. In this part the processed motion capture data is mapped to the virtual character. To animate a virtual character, software such as Autodesk 3ds Max, Autodesk Maya or Autodesk MotionBuilder, need to be used. Therefore, the motion capture data needs to be converted to a format, which can be used for animating the virtual character. There are several file formats, such as .bvh, .c3d, .fbx, or .bip that can be used for animation. Once the data is converted to such format, it can be mapped to a virtual character.

Before describing the process of mapping the animation to the virtual character, we would like to briefly describe what kind of information is contained by the different files used for animation:
• .bvh - an ASCII file in BioVision format [bvh]. It contains Quaternion data about the rotation of each bone of an object, an animal or a person recorded by a motion capture system [bvh]. The .bvh data can be converted to .bip file and used to animate virtual characters with a biped structure (see section 3.3.4.4, for more information see [bvhtobip]).

• .c3d - Coordinate 3D is a binary file format used for synchronized 3D and analog data [c3d]. The aim of this file format is to save data and their parameters in a single file [c3d].

• .fbx - contains information about a virtual character and its animation. It is used for exchanging data between applications, such as Autodesk 3ds Max, Autodesk Maya, Cinema4D, etc. [FBX].

• .bip - Biped motion files are used in Autodesk 3ds Max to animate virtual characters, props and other objects, which have assigned biped [bip]. The .bip files contain information about the biped motions [bip].

For the work described in this master thesis we are not going to use recordings from the Vicon system, and therefore we will not use .c3d files. Since, we have recorded the body animations with the help of Xsens MVN we had to use either .bvh or .fbx file format to convert the recorded data to a usable format. This is because the exporter for the Xsens MVN motion capture software that we are using can convert the recordings to either .bvh or .fbx.

3.3.4.1 Mapping the motion capture data to the virtual character

There are many artists that animate different characters such as animals, humans, creatures or monsters. Therefore, in the literature realistic animation of a virtual character may not always correspond to what we want for our final animation of our VH. This is why we have tried different approaches, in order to find the one, with which we were able to generate realistic final animation of a VH.

In order to look realistic our virtual character should be able to realistically reproduce the motions of the performer. The process of mapping the data to the virtual character is not trivial. To map an animation to a virtual character one needs a file containing the mesh and the skeleton of the virtual character and a file containing the data with the animation from the recordings.

To have a realistic final animation one needs to specify where exactly the joints of the mesh are. For instance, one needs to determine where the upper arm ends, the forearm starts and where the elbow should be. The mesh does not have any specified bones. Therefore, a kind of skeletal structure needs to be assigned to the mesh. This could be done by creating a biped skeleton in software, such as Autodesk 3ds Max. The different parts of the mesh can be assigned to the bones of the biped. Common ways of doing this are skinning and rigging [A3MH; RP].

Although, in some Autodesk 3ds Max tutorials [RCB] skinning is referred to as rigging, we would like to point out that if one wants to create realistic animations one should make difference between these. Therefore, we describe these approaches, by referring to techniques used in Autodesk 3ds Max 2010. Once the bones of the biped are assigned to the mesh, the animation can be mapped to the skeletal structure. Therefore, in order to generate a nice final animation one needs to have a good understanding of skinning and rigging, as well as the type of information that has been held by the files carrying out the motion capture data (see section 3.3.4). In addition for achieving better results the dimensions of the virtual character has to be adjusted to the skeletal structure (Figure 3.7). Otherwise weird artifacts can appear. For instance, the shoulder may be located too high or low (Figure 3.7).
3.3.4.2 Skinning

Skinning is very important when creating a realistic animation of a virtual character. Skinning is the weighting that a particular bone of the biped has assigned to a certain vertex of the mesh [A3MH]. Each vertex of the mesh should have a weight of at least one bone assigned to it. In case a vertex is not assigned to any bone of the biped, during the animation it would stay in its initial position, while the rest of the vertices will move together with the skeleton or the biped (Figure 3.8). Thus, in the animation the virtual character will be moving around, however, it will be always stretching to this vertex.

In addition, skinning can be also used to minimize some problems of the motion capture data (Figure 3.9). In case the virtual character performs weird motions due to noisy data or missing markers, the weights of the vertices, which were originally assigned to these body parts can be changed or even assigned to a completely different bone.

However, when applying skinning to a mesh with low polygons, it is possible that after the animation is assigned to the skinned mesh, the mesh may not look realistic in parts such as elbows, wrists or knees (Figure 3.9). These are the parts of the mesh, in which one bone ends and another starts. Since, the biped has only bones and no joints, when skinning a virtual character to the vertices one can only assign weights of the bones. In the places of the joints the vertices of the mesh are assigned to both nearby bones. As a consequence sometimes weird stretching of the mesh appears at the places of the joints,
when the character is moving. Therefore, using only skinning is not enough to make a realistic animation of a VH.

Figure 3.9 Left: The leg of the character is squeezed due to the data. Right: Applying new skinning to the character helps minimizing some problems of the motion capture data.

3.3.4.3 Rigging

Another approach for assigning a biped to a mesh is rigging. Rigging is a process, in which, similarly to the skinning, weights of the biped's bones are assigned to the vertices of the mesh [A3MH]. When rigging a mesh of a virtual character, one can better define the bone's weights to the particular vertex. This way the mesh will have less stretches of the joints when moving. Thus, more realistic final animation can be achieved. Although, skinning is one possible approach for doing rigging, there are many other ways of doing more realistic rigging. We will describe only two, which we use further in this work. These are namely rigging using the physique modifier and rigging using the skinning and the skin morphing modifier of Autodesk 3ds Max 2010.

Rigging using the physique modifier of Autodesk 3ds Max 2010

One way of doing rigging is to use the physique modifier of Autodesk 3ds Max 2010. This modifier can be used for rigging different objects not only virtual characters, but also objects such as cars and wheels. Using this modifier one can assign weights of the bones to the different parts of the mesh (for more information see [RP]). To apply the physique modifier one needs, similarly to skinning, a mesh and a biped. Before assigning the biped to the mesh, one needs to adjust the dimensions of the bones to fit the dimensions of the virtual character's mesh. Then, the physique modifier can be used for assigning the biped to the mesh. Using this approach one can do finer rigging than when using skinning. Once the weights of the bones are assigned to the vertices of the mesh, the mesh can move together with the bones, similarly to skinning. However, the physique modifier allows better rigging of the joints (Figure 3.10). Although, the biped assigned to the mesh does not have joints of the bones, the physique modifier introduces joints. Thus, when moving its joints the virtual character looks more realistic. For instance, when the virtual character is moving its wrist the vertices of the mesh are sliding over the bones. Thus no stretching of the mesh appears.

Figure 3.10 Right: The mesh is moving together with the bones. Left: The vertices of the mesh are sliding over the bones.

Rigging using skinning and skin morphing of Autodesk 3ds Max 2010

Although, only skinning may not be a very realistic way of rigging, using it in combination with other modifiers, such as the skin morph modifier, gives better results. To use this approach, one can skin the mesh of the virtual character by assigning weights to its vertices. In this case the used biped does not have joints of the bones. After the weights of the bones are assigned, one can use the skin morph to assign weights of joints to the places where the joint is supposed to be located. Thus, one can pick the exact location of the elbow, for instance, and assign weights to the nearby vertices. This
way when the virtual character is moving, the vertices at this place will look as if they are sliding over the invisible joint (Figure 3.10).

**Figure 3.10** Rigging a virtual character using the physique modifier

---

**3.3.4.4 Mapping the animation to the mesh**

Once the virtual character has been rigged, one can move to the next step and assign the animation from the motion capture recordings to the character. This can be done using software, such as Autodesk MotionBuilder or Autodesk 3ds Max.

To map the animation to the mesh in Autodesk MotionBuilder, one needs an .fbx file containing the mesh of the virtual character with a biped structure assigned to it. The animation could be .bvh or .c3d file format. As already mentioned (see section 3.3.4) for our work, presented in this thesis, we use .bvh files.

Although, the .bvh file contains information about the tracked body parts, to assign the animation to the skeletal structure of the mesh, one needs to create another skeletal structure in Autodesk MotionBuilder. The animation should be assigned to this structure, called *actor*. Thus, one can adjust the dimensions of the *actor* to match the dimensions of the mesh (Figure 3.11). This enables motion capture data captured by a small person to be mapped to a tall virtual character. The resulting animated character will still have realistic motions. Once the animation data is finally assigned to the virtual character, the resulting file can be exported as .fbx file.

**Figure 3.11** Adjusting the dimensions of the *actor* to match the dimensions of the mesh in Autodesk MotionBuilder
Since, for generating our VH we use Dassault Systemes 3DVIA Virtools 5.0 (Virtools 5.0), we use an exporter to export the data from the .fbx file to Virtools 5.0. However, it seems to export the data from the .fbx file in a way that it somehow wraps the texture, the animation and the mesh into one whole chunk of information. Thus, after exporting the file in Virtools 5.0, one cannot change even the texture of the mesh without having weird artifacts, such as changing the shading of the mesh.

The animation can be mapped to the mesh also in Autodesk 3ds Max. For doing this one needs to convert the .bvh data into .bip files. This can be done in Autodesk 3ds Max itself for (for more information see [bvhtobip]). Similarly to Autodesk MotionBuilder in Autodesk 3ds Max, in order to map the animation to the virtual character, one needs a mesh with assigned biped. Then the .bip file with the information of the motion captured motions can be assigned to the biped, and thus to the mesh of the virtual character. As a consequence the virtual character will be scaled automatically to the size of the performer.

3.4 Capturing realistic face motions

So far, we have shown different approaches of capturing realistic full body motions. In addition, we described different ways of assigning these data to a virtual character. However, to generate our VH we need both realistic bodily and facial expressions. Therefore, in this part of the chapter we show different approaches of capturing realistic facial expressions. Further we discuss our choice for the facial animations of our VH.

Many scientists show that facial expressions are important for social interaction, conveying emotions or understanding the cognitive processes of face perception [Cunningham et al. 2004; Curio et al. 2006; Wallraven et al. 2008]. Consequently, it is often necessary to use VHs with realistic facial expressions. However, simulating and animating realistic facial expressions is not trivial. In order to appear realistic the facial animations need to take into account even the minor movements of the eyebrows, the eyes, the furrows, the cheeks and the lips [GFE]. It is a challenging task to capture the humans face motions and make the VH have realistic and well-animated facial expressions [Liu et al. 2008; Wallraven et al. 2008]. There are several ways of animating the face of a VH. Some of the most commonly used methods for creating realistic facial expressions are namely methods using face motion capture or predefined facial expressions.

3.4.1 Face motion capture

There are different types of motion capture systems that are able to capture facial expressions. Some of them such as Vicon can capture both facial and bodily motions, while others such as FaceAPI are designed to track and capture only specific features of the face motions. In this subsection some common ways of capturing facial expressions and motions are depicted and some examples are given.

3.4.1.1 Face motion capture with 3D scanning

Facial expressions can be captured by 3D scanners. However, there are some 3D scanners that are able to capture not only the static expression, but also the dynamic motion of the face. An example for such scanner is the ABW Scanner used in Curio et al. [2006]. This scanner consists of two LCD line projectors and three video cameras. Thus, the area that the scanner is covering is from ear to ear [Curio et al. 2006]. As all motion capture systems the 3D ABW Scanner needs to be calibrated before capturing a face motion capture session. Then it can compute the 3D information [Curio et al. 2006].
Curio et al. [2006] point out that it is possible for the scanned 3D face to have some gaps or inaccuracies due to poor reflection. This happens most often in the areas such as the eyes, the eyebrows or inside the mouth. In addition, due to poor light reflection and geometry problems can occur. Typical example for this are cases, in which the person wears make-up or has a beard. In the cases, in which the bad captured areas are small it is possible to fix them during the post-processing.

3.4.1.2 Face motion capture with 4D scanning

Similar to the 3D scanners the 4D scanners are used for face motion capture. The 4D scanner is a dynamic scanner that allows capturing the motions of the face [Wallraven et al. 2008]. It uses light projection. A light projector is setup in front of the performer. The 3D structure of the face is determined by four vertical stripe patterns. These stripe patterns are projected in rapid successions onto the face [Wallraven et al. 2008]. Two high speed video cameras capture the motion. The cameras are placed on either sight of the projector at 22 degrees [Wallraven et al. 2008]. Thus, during the image processing the stripes are used to define the edges and the overall geometry of the 3D object [Wallraven et al. 2008]. In addition, a digital color video camera is needed to record the face texture [Wallraven et al. 2008].

3.4.1.3 Face motion capture with Vicon

Although, the Vicon system can capture body motions it is able to capture facial motions as well. Similarly to the body motion capture with the Vicon system, reflective markers and cameras emitting infra-red light are necessary. Since the area that is to be captured is a lot smaller than the whole body, a different setup than the setup used for the body motion capture is needed (described in section 3.3.2.1). In contrast to the markers used for body motion capture, the ones used for face motion capture with the Vicon systems are a lot smaller - with a diameter of 0.002m. This makes them unnoticeable for the performer during the motion capture session and thus the facial motion is not limited or biased by the markers [Curio et al. 2006].

The work of Curio et al. [2006] uses a Vicon setup for generating the different facial animations presented in their work. In their setup the Vicon cameras are located in a semi-circle in front of the performer at a distance of about 1.5m from the performer's face. This ensures ear to ear motion capture of the face [Curio et al. 2006]. The authors use 72 markers for the face motion capture session. 69 of the markers are attached to the performer's face and the rest 3 to a rigid head tracking target.

Since, the face is a very small area that is tracked and many markers are attached to it, it is very likely that the motion capture data has some noises due to occlusion of markers. However, during the process of post-processing these gaps could be recovered by interpolation [Curio et al. 2006]. Face motion capture is especially useful in animations. Especially in cases where the VHs do not interact dynamically with the user, but they rather have predefined plot of a particular story. Additionally, optical motion capture systems can be used in combination with 3D scanners generate facial animations [Curio et al. 2006; Wallraven et al. 2008]. Thus, the geometry of the face captured by the 3D scanner can be deformed based on the captured facial motions using the optical system [Wallraven et al. 2008].

3.4.1.4 Face tracking with FaceAPI and FaceLAB

FaceAPI from Seeing Machines is a tracking system developed especially for face tracking[FaceAPI]. This is another approach to realistically animate face motions. The tracked data by FaceAPI can be mapped in real-time to a VH. Any camera can be used for tracking the face motions with FaceAPI. It is only necessary to have the FaceAPI software installed on the same machine, in which the recorded or the streamed videos
are played. This software tracks the position and orientation of the head relative to the camera [FaceAPI]. It uses face landmarks detection, which allows tracking of facial motions without using any markers attached to the performer’s face [FaceAPI](Figure 3.12). The landmark detection uses locations that are important for the face motions. Such locations are corners of the eyes, the mouth or the eyebrows. This system provides also a texture extraction which outputs an image with a neutral pose of the performer [FaceAPI]. If necessary this texture can be further used as face of the VH.

However, FaceAPI does not provide information about the gaze direction and the eye motions. Therefore, in case one needs the information about the eye movements as well, one needs to use in addition software such as FaceLAB [FaceAPI]. FaceLab is software developed also by Seeing Machines. In contrast to FaceAPI, FaceLab can track the gaze direction in real-time. Thus, the tracked data can be streamed through the system and mapped to a VH in real-time. This software can be very useful for realistic animation of realistic ECA, where gaze behavior is very important for the VH to seem natural. However, in order to track the eye motions accurately FaceLAB does not allow the performer to move his/her head freely [FaceAPI].

3.4.2 Predefined facial expressions

So far, we have shown different approaches for capturing realistic face motions using face motion capture and face tracking. However, there are other ways for creating realistic facial animations, for instance, methods using predefined facial expressions. A typical example is the method of blending shapes (blendshape) method. This method is of great interest to our work, because we use it for generating the facial expressions of our VH (see section 4.3.2 and section 6.3).

3.4.2.1 The blendshape method

Blendshape is a popular facial animation method [Parke 1972; Joshi et al. 2005; Liu et al. 2008; Alexandrova et al. 2010] used to for generating dynamic facial expressions from static face meshes. In the work of Liu et al. [2008] it is pointed out that the first to depict the process of blendshape was Parke in his pioneer work [Parke 1972].

For the application of the blendshape method one needs to predefine a neutral and an extreme facial expression of the virtual character, for instance. These two expressions are different meshes of the face of the virtual character. Thus, the system used to produce the animation can interpolate between the different emotions and this way genera-
ting the facial animations. For the blendshape method all facial expressions are assigned as possible morphs of the neutral expression of the face. This is only possible if the different meshes of facial expressions have the same vertices. Therefore, the neutral expression can be assumed as having a weight of 0 by the rest of the facial expressions. Once another facial expression is weighted as 1, the character's face will be having the other expression, which is different from neutral expression. Thus, by just changing the weights of the predefined expressions the character's face can be animated.

3.4.2.2 Predefining realistic facial expressions

When using blendshape method one needs to predefine the different face meshes of facial expressions. One can use either predefined human's facial expressions or facial expressions of synthetic characters with realistic faces. In order for one to create realistic face meshes of a VH, one has to find images of realistic facial expressions that express the desired face motions. Then one has to use software such as Poser 8.0, Autodesk 3ds Max 2010 or Autodesk Maya 2010 to predefine the different meshes for the facial expressions. Finally the blendshape method can be applied.

These steps may seem trivial at first glance. However, predefining facial expressions is a challenging task. Although, there are several available face databases, it is difficult to find the desired realistic expressions of face motions. These databases usually contain limited number of facial expressions, such as only neutral facial expressions or neutral and basic facial emotion expressions. This is usually not enough when developing a VH, which should have human-like facial emotions and therefore should use many more facial expressions. For this reason in order to predefine the needed facial expressions one needs to use several from the available databases and still there is no guarantee that the desired facial expressions will be available.

Other way of acquiring realistic facial expressions is asking a real human to make all the desired expressions and taking picture of each one of them. Then to be sure that the intended matches the conveyed facial expression, one needs to evaluate the captured expressions. Finally, when the images of the face expressions are evaluated one can start modeling the facial expressions of the VH.

However, if a 3D scanner is available one can use it to capture the facial expressions. In case the 3D models of the face expressions form the 3D scanner are available, one could use them as predefined facial expressions. It is extremely likely that the different meshes of the expressions have different number of vertices. Since for the process of blending shapes, it is necessary for the different meshes to have the same vertices, they cannot be used as blendshape animations. One can use a 3D model of the 3D scanner and modify it with Autodesk 3ds Max or Maya in order to predefine the rest of the face meshes. This could be difficult and not very reliable. This is because in Autodesk 3ds Max one needs to modify each vertex of the 3D scanned model manually, in order to model the desired face mesh. When modifying more than one facial expression, this process could be very tedious and time consuming.

On the other hand one can use software, such as Poser 8.0 [Poser], for modeling and predefining the different facial expressions. Poser 8.0, for instance, has available faces which can be easily modified and further used for the process of face animation. Once the facial expressions are predefined, one can animate them using the blendshape method. In contrast to face motion capture, blendshape is very useful for dynamic applications, in which the VH interacts with the user and has to express different emotions based on the user's speech, for instance.
To generate our VH we use a platform for creating interactive 3D applications, called Virtools 5.0. We use this platform for combining the body with the face of the VH (see section 4.3.4.1). In addition, we use this platform to program the script that combines the different bodily and facial animations and plays them based on an input file. This software uses blendshape animations, thus body and facial expressions can be animated using this method. However, for our pipeline we only use the blendshape method for animating the facial expressions. Additionally, in Virtools 5.0 our VH application can be converted into file formats, which can be opened and used in the Windows Explorer or Mozilla browser. Thus, although the application cannot be modified in these browsers, it can be at least viewed on machines that have the free plug in for Virtools 5.0 installed.

### Available motion capture and face databases

The process of collecting the motion capture data itself (see section 3.3.2) is actually not a long process. The time consuming parts are the preparation for the motion captured session and editing and processing the collected data and finally mapping it to the character that is to be animated. Therefore, many people using motion capture data desire to have databases of already reusable, edited and processed motion captured sessions that only needs to be mapped to the new character.

However, reusing these data it needs meta-data annotations that contain the information about both the kind of the animation and some specific information that will help classifying the data [Garcia-Rojas et al. 2006]. The application of Guye-Vuilleme and Thalmann [2002] shows an example of such a library, where animations can be reused. The creators of the CMU database are currently developing database that contains motions capture data that can be reused [CMU].

When reusing animations one needs to consider that it is possible that a particular animation is used by several VHs from the same scenario at the same time. For this reason the scenario may not appear realistic to the user. Therefore, such libraries should provide more than one animation for a particular motion. Thus, the systems using these libraries will be able to choose between different animations. This will be very helpful for the expressiveness of the VH [Garcia-Rojas et al. 2006]. In addition there is some evidence that the user notices whether the original motion is performed by a woman or a man [McDonnell and Carol O'Sullivan 2010]. The VH could appear even weird to the user in cases, in which the original motion was performed by a woman and the VH is a man or vice versa [McDonnell and Carol O'Sullivan 2010]. Therefore, greater variety of data is needed, in order to produce a motion capture database that can be used by many different applications.

As well as motion capture databases, face databases are also very useful. There are several face databases containing different types of expressions. An example of face database is the FACS database [FACS]. Although, it has been designed for researches involving analysis of natural facial motions, also it has been often used for animations [Curio et al. 2006]. The FACS database contains mainly expressions of different face motions and in addition some facial expressions of emotions. Paul Ekman is the founder of the FACS database. Ekman suggests that the human's face is capable of generating a certain number of motions and each facial expression is a combination of these motions [FACS]. Thus when one has a database of each of these motions, one can generate all possible facial expressions.

The face database that we were familiar with and that helped us when modeling the facial expressions for our VH, is the MPI face database [MPIfdb]. It consists of more than 200 face scans of different faces. To avoid any resemblances with real individuals,
the authors of this database synthesized 200 head models by morphing the scanned images.
Pipeline Proposal for Generating a VH Using Predefined Bodily and Facial Emotions

VEs lack realistic VHs, which are easy to control and are able to express realistic bodily and facial emotion [Lance and Marsella 2008; Curio et al. 2006]. Easy controllable and realistic VHs are rather necessary for many applications in science, rehabilitation or training.

Therefore, in this chapter we propose a pipeline for generating a VH that can be easily modified and is able to express realistic bodily and facial emotions, based on predefined facial expressions and body motions. To express the different emotions, the script that generates our VH morphs between predefined facial and body emotion states (ESs) using as an input previously annotated text. Thus, by just changing the annotations of the text the VH can express different emotions. This way, it can be easily modified and used for different purposes.

The goal of this chapter is to explain the pipeline in detail, starting from the generation of the body motions and the reasoning behind this. Then we show the way we created the bodily and the facial expressions. Further we explain the approach of generating the voice of the VH. In order to systematically analyze and improve our approach, we perform three case studies, which are described in the following three chapters (Chapter 5, Chapter 6, Chapter 7) of this work.

4.1 Motivation for choosing the emotions that the VH should express

In our everyday life people use verbal and nonverbal communication to interact with each other. Consequently, humans use a great number of gestures and motions to express feelings and emotions or to explain something to somebody. Therefore, trying to capture all possible motions that one could do and use them to generate our VH, would be very ambitious and rather impossible task.

However, scientists that study expression of emotions have found that some emotions are common for many cultures and also expressed in a similar way by most cultures [Ekman and Oster 1979; Ekman 1999]. These emotions are anger, fear, disgust, happiness, sadness and surprise [Ekman and Oster 1979; Volkova et al. 2010b; Wallraven et al. 2008]. Paul Ekman, well-known psychology scientist, whose major field of research is emotions, refers to these six emotions as basic emotions. Later in his work Ekman [1999] expands the range of basic emotions by including positive and negative emotions: amusement, anger, contempt, contentment, disgust, embarrassment, excitement, fear, guilt, joy, pride in achievement, relief, sadness, satisfaction, sensory pleasure, shame, surprise.

Therefore, it was worth considering these categories, when generating the emotions for our VH. In addition, we considered the work of Volkova et al. [2010b], in which a machine learning algorithm for automatic annotation of texts is developed. Their algorithm annotates texts for emotions. For their algorithm Volkova et al. [2010b] use annotated texts of fairy tales, written in standard German. The texts of the fairy tales are annotated by German native speakers. Therefore Volkova et al. [2010b] use the annotations of the texts as a gold standard for their machine learning algorithm. Thus given a text of a fairy tale (not included in the fairy tale texts used as gold standard) their machine learning algorithm can annotate it for emotions. They evaluate the output of their system based on the annotations of the native speakers.
However, Volkova et al. [2010b] need a way to visualize the fairy tales, to do some further tests of their algorithm. They want to determine whether the emotions of the fairy tales annotated with their machine learning algorithm, appear natural for the user. A way to visualize their annotated texts could be our pipeline for generating a VH. In addition their texts annotated for emotions could be used as gold standard for the evaluation of the emotions expressed by our VH. Therefore, we considered the work of Volkova et al. [2010b] for the generation of our VH. In Chapter 5 we describe a case study, in which we generate a virtual storyteller and test the realism of the expressed emotions based no annotated text for emotions from the work of Volkova et al. [2010b]. This is why we considered the set of emotion categories used by the work of Volkova et al. [2010b]: neutral, relief, disturbance, joy, sadness, hope, despair, interest, disgust, compassion, hatred, surprise, fear, approval, anger. Volkova et al. [2010b] based their decision of emotional categories on the work of Ekman and Oster [1979] and Ekman [1999]. We have compared the set of emotions proposed by Ekman [1999] with the one used in the work of Volkova et al. [2010b]. While comparing the sets we found that there are several emotions that are included in both sets. For instance, both sets contain the six basic emotions. Furthermore, when analyzing the rest of the emotions, we found that the emotion categories used for the text annotations are either overlapping with the Ekman’s [1999] or subsets of one of Ekman’s [1999] emotion categories. For this reason we decided to generate the different emotion states (ESs) of our VH based on the following 15 basic emotion categories: neutral, relief, disturbance, joy, sadness, hope, despair, interest, disgust, compassion, hatred, surprise, fear, approval, and anger. Thus they were consistent with the emotion categories in both the annotated texts from the work of Volkova et al. [2010b] and the Ekman’s [1999] work. Since the body and the face are different means for expressing the same set of emotions [De Gelder 2006; Schindler et al. 2008], these 15 emotion categories were used for the generation of both the bodily and the facial expressions of our VH.

4.2 Related work

As already discussed in the section 2.2 realistic facial and bodily motions are among the features that make VHs believable. Since the goal of our work is to develop a realistic VH. In this section we outline related work, which helped us choose our strategies and design for our pipeline.

4.2.1 Realistic facial expressions

People communicate with each other every day and use facial expressions and motions to convey intentions and emotions. Just a slight change in a human's facial expression can change the meaning of the expressions completely [Wallraven et al. 2008]. In addition the face carries information not only in terms of facial motions, but also in terms of gaze behavior or lip motions.

Gaze behavior and blinking are also closely related to expressing realistic emotions. It is often the case that just a change of the gaze behavior might be the cause of changing the facial expression [Zoric and Pandzic 2008]. Humans are very sensitive to facial expressions and can easily recognize, if something seems not real or weird [Zoric and Pandzic 2008]. Although, in this section we mostly concentrate on realistic facial motions, further in section 6.2 we explain the importance of realistic gaze behavior and blinking for improving communication.

It is very challenging to generate facial animations that can replicate the complexity of the facial motions. Therefore, Wallraven et al. [2005; 2008] try to find out to what degree facial expressions should be realistic, in order to, still, appear natural. In addition, they bring up the question of how to fairly evaluate the realism of emotions expressed by animated face. To do their analysis they conduct psychophysical experi-
ments to evaluate several animation techniques for computer-generated facial expressions. In their research they investigate the impact of texture, quality of shape and different animation techniques on perception of realistic emotions. Wallraven et al. [2008] suggest that in order to evaluate the realism of a particular emotion, this emotion should have a large set, in which the different intensity of this emotion can be also evaluated.

Wallraven et al. [2008] give an overview on the topic of realistic animation of 3D faces. They point out that the work on animating 3D faces has begun in the early 80's by Park and Magnenat-Thalmann with abstract muscle parameterization. Then this work was further developed to include deformations of skin [Wallraven et al. 2008]. Wallraven et al. [2008] note that later 3D scanners and motion capture systems brought a whole new aspect to the realistic animation of 3D faces. Thus, it was possible to capture the accurate facial geometry.

Cunningham et al. [2003] suggest that to generate understandable and believable expressions for virtual characters, a good understanding of the facial motions, involved in the expression of a particular emotion is needed. Therefore, for their research, they use videos of real faces expressing different conversational facial expressions, to investigate the intensity and the believability of facial expressions. They found that although some systematic patterns of confusion appear, people are good at identifying facial conversational expressions. They suggest that the confusion patterns need to be taken into account, when generating conversational animations.

In their later work Cunningham et al. [2004] freeze particular facial regions of a real face in video recordings. Their aim is to determine, what face motions are the necessary, in order for a face to convey a particular conversational expression. They found that preliminary a single portion of the face is responsible to convey the realism of the particular emotion. However, this area is different for the different expressions. For their experiment Cunningham et al. [2004] had a condition, in which face of the person was frozen, none of the areas was moving. Their results for this condition showed that just the static image was enough to convey the intended emotion. Thus, their work gives an idea, which facial features need to be animated in order to produce realistic facial animations.

According to Ju and Lee [2008] realistic facial expressions can be generated successfully by using stochastic movements of facial features. For their approach Ju and Lee [2008] use motion capture data of facial expressions to generate semi-automatically facial expressions synchronized with speech.

### 4.2.2 Realistic body motions

The body has more degrees of freedom than the face. This makes the body expressions difficult to recognize and categorize [Schindler et al. 2008]. Schindler et al. [2008] study the perception of emotions in body poses. The authors develop a biologically inspired model for perception of body poses expressing emotions. The model recognizes the body emotion based on a static image of a person. In their work they use set of images expressing the six basic emotions and neutral. We used the images showed in their work, as an example for generating some of the body motions of our VH.

Garcia-Rojas et al. [2006] point out that realistic body motions can increase believability of the VH. Garcia-Rojas et al. [2006] outline the problem of reusing the motion capture data and propose a method for structuring the available data by annotating it for emotional content. Garcia-Rojas et al. [2006] discuss that it is difficult to categorize the different body expressions for the reason that they are usually context related. In addition, Garcia-Rojas et al. [2006] even argue that it is impossible to identify a particular body motion without facial or text cues. Therefore, they assume that a way of categorizing the body motions is to assign them to a particular emotion category. However, this
categorization can only be done for motions that express some degree of emotional meaning [Garcia-Rojas et al. 2006]. Kasap and Magnenat-Thalmann [2008] note that for recognition of emotions, researchers more often use facial and speech cues instead of body motions. They explain this fact with the lack of systematic research on recognizing the mood on body motions. Kasap and Magnenat-Thalmann [2008] suggest that the great variety of motions and possible gestures could be a possible reason for avoiding body motions when analyzing emotions.

Hodgins et al. [2010] generate VHs to examine the level of engagements with the VH and the emotions that the user felt about a VH in cases, where the VHs had anomalies. They use professional actor to play and record several scenarios. The body and face motions of the actors are captured by a motion capture system and then mapped to the virtual character. The voice of the characters is the real actor's voice. [Hodgins et al. 2010] found that facial anomalies have greater impact on people's perception than the bodily anomalies.

4.3 Pipeline generating the VH

Having in mind that our final goal is to use our realistic VH to generate different scenarios, we had to establish a concept that would not only allow us to generate many different scenarios, but also enable us to create realistic bodily and facial emotions for our VH. In addition we wanted to enable people to generate different scenarios with this VH, without going into the trouble of capturing the different body motions for each scenario. Therefore, we wanted to develop a VH application, with which one can generate a new scenario, by just changing two things: a text file with the written scenario and a file with some parameters related to how the motions should be performed.

Most of the potential users of our VH are interested in the impact of emotions on perception. For this reason, we suppose that they would like to have control not only on the text of the scenario, but also on how the different emotions are performed. For instance, if the user is interested in the mismatch of body and facial emotions, he/she would want to be able to modify these as well. Therefore, we decided to predefined animations of body motions and facial expressions of different emotions. To generate our VH we were going to use text files as input, to trigger the facial and bodily animations of the VH. Note that for the generation of our VH we use a set of 15 ESs (see section 4.3).

In the rest of this chapter we introduce our approach for generating a VH that can express realistic bodily and facial expressions. In the next section we describe the way we have generated the different body motions. Further, we explain our approach for generating the facial expressions. Then, we explain how we generated the voice of our VH. Finally, we put the pieces together to create our VH.

4.3.1 Capturing the body expressions

Since we were going to use the 15 ESs for generating the VH, we had to first capture the body motions related to these emotional categories. Therefore, we considered the ways for capturing realistic motions of a human as well as the benefits from using the different types of systems (see Chapter 3). Having in mind the available motion capture systems and the restrictions discussed in section 3.3.2, for capturing the motions of our VH, we decided to use the magnetic motion capture with inertial motion capture suit from [Schindler et al. 2008] (see section 3.3.2.5).

As an example for body motions expressing emotions, we have used the work of [Schindler et al. 2008]. Therefore, before capturing the body motions we have shown our performer these instances of static body motions expressing different emotions. We further explained the features and body motions underlying each emotion that we wanted to capture.
To capture the dynamic motions of the emotions, we asked our performer to imagine a situation, in which the particular emotion could be experienced and do a body motion, corresponding to the experienced emotion. Using the Xsens MVN system we captured several sessions, each containing a sequence of body motions expressing the 15 ESs (see section 3.3.2.2). This was to ensure that parts of the different sessions can be used to generate the needed emotions, in case of noisy data or any other problems with the data.

After the body motions were captured, we had to generate the body animations of the VH. To do so, we first converted the data from the Xsens MVN file format (.mvn) to .bvh. For the visualization of our VH we used a virtual character from Rocketbox Studios. The data from the .bvh files was mapped to the virtual character in Autodesk Motion Builder 2009 (see section 3.3.4.4). Thus, the virtual character was animated with the data from the whole motion capture session containing the sequence of 15 ESs. Autodesk Motion Builder 2009 software gives the possibility to modify the dimensions of the performer to fit the dimensions of the virtual character (Figure 3.11). Thus motion capture data of small person can be mapped to a high virtual character or data of fat person could be mapped to a skinny person.

For creating the separate clips of the 15 body ES, the animated character was exported to Autodesk 3ds Max 2009 (Figure 3.13). There each emotion was carefully selected and extracted as a separate clip. The clips were ranging from 2 to 6 seconds in length. Thus each contained a dynamic motion of a particular emotion. In addition we have selected the clips in a way that each starts and ends with a pose close to neutral. This was done to enable us to make smoother transition between the body animations of the emotions. Smooth transitions between emotions are needed to make our VH appear realistic, rather than uncanny character.

### 4.3.2 Generating the face expressions

Most of the existing approaches, so far, do not use HMD as a visualization environment for realistic VHs. Although there exist many real-time applications of VHs with realistic facial expressions, most of them concentrate on the expressions, rather than on the overall appearance of the VHs. Therefore, most of the VHs in such applications have only realistic faces and often they do not even have bodies.
Most VHs applications use large screen immersive VEs or PC monitors for visualization. However, it is much more challenging to visualize a realistic VH in an HMD VE, where the user is in the space, can go closer to the VH to observe its motions and see the VH in stereo. Therefore, even the very small problems that the VH may have, can make the VH seem as an uncanny character to the user.

This is why an important part of our work was to generate realistic facial expressions that can be used in HMD VE. We have already described several of the most common ways for creating realistic facial expressions (see section 3.4). In addition, we have outlined some of the most outstanding and closely related work to our project. Considering our discussion in section 3.4.2.2 we decided to use the BlendShape method to animate the face of the VH. For this reason, we had to redefine the different meshes for the face of our VH. Since, we wanted our VH to be easily used in different scenarios, we decided to use face meshes of basic face motions. A reason for this was that according to Ekman and Oster [1979] all kinds of facial expressions can be predefined using different facial motions.

Thus, after we have decided to use basic face motions, which we were going to animate using the blendshape method, we had to choose the most appropriate way to create these motions. Although, for our first attempt only the facial expressions of 15 ESs were to be generated, we had to consider that for our future work we might want to extend the range of ESs that the VH can express. For generating the facial expressions we had to use either a real person and capture his/her facial expression with 3D or 4D scanner or we had to use a synthetic face and predefine its facial expressions.

Let us consider the first possibility - to generate the facial expressions with 3D or 4D scanner using a real person. If we were to do so, we had to find a person, who can make realistic facial expressions. Although, for the moment we needed only face meshes of basic facial motion, it was possible that for our future work we may decide to extend the set of motions or even include predefined facial expressions. In addition, the person we would use for capturing the face motions has to be available over time, in case we decide to use new facial expressions. Therefore, the idea of using a real person's face, captured with 3D or 4D scanner, was not an appropriate approach to generate the facial expressions for our VH. In addition, as discussed in section 3.4.2.1, for the process of blendshape, the different meshes, used for the animation, need to have the same amount of vertices. Otherwise, the meshes cannot be assigned to each other, and thus the animation cannot be generated. Even a slight difference between the vertices of the different meshes could be a problem for the meshes to be assigned to each other. Having in mind section 3.4.2.2, it is possible that some wholes of the 3D model appear during the 3D scanning. Therefore, it is very likely that the number of the vertices of each 3D model of the scanned face will not always be the same.

Consequently, we had to consider the second possibility - to generate the different expressions using synthetic face. First, we had to find appropriate software that would be suitable to generate realistic facial expressions. Having in mind the discussion, about software that can be used for generating different facial expressions, provided in section 3.4.2.2, we can conclude that good software of creating realistic facial expressions using synthetic faces is Poser 8.0. However, when predefining facial expressions, using synthetic faces, we needed a reliable approach to model each expression. Having in mind that using a 3D model of a synthetic faces one can establish very unrealistic expressions, we needed a baseline to model each facial expression. In addition, using facial expressions by random people is not reliable. This is because sometimes people think they express particular emotion, however, when their expression is evaluated by others it is possible the audience does not perceive the exact expression that the person wants to convey. Therefore, a way to model realistic facial expressions was to use as a baseline a face from a face database. The different faces from the databases are evaluated and the perceived matches the conveyed emotion.
4.3 Pipeline generating the VH

However, for our first attempt to generate the VH we have used a face that was available in Vitools 5.0 database. The face had different meshes for basic motions. The different meshes express motions such as closed eyes, open mouth, eyebrows up and smile (Figure 3.14)[Alexandrova et al. 2010]. Thus by changing the weights of the meshes we were able to generate the different emotions. For instance, if the VH is to express emotion such as "surprise", the user had to predefine the weights of each face motion (open mouth or raised eyebrows) that is included in the expression of surprise. To add more realism to the face we have set up randomized blinking. More particularly, the blinking was set up to be more or less frequent depending on the emotion. In addition, the eyes of the VH were separate meshes form the face. Therefore we were able to direct the gaze of the VH.

![Figure 3.14](image)
The different meshes for basic motions, which we have used to generate the facial expressions of our VH (from top left to bottom right): neutral, expression, eyes closed, eyebrows down, mouth open, eyes moved, smile. [Alexandrova et al. 2010].

4.3.3 Generating the voice

Many scientists point out that to be realistic VHs should be able to establish communication with the user or with other VHs (see section 2.2.2). Since, speech is a way for natural communication between people, it is beneficial also for VHs to be able to speak. For this reason many VHs can speak and even carry on conversations (see section 2.2.2).

Therefore, after we have generated the facial expression and body motions, we had to also generate the voice of the VH. Although it is not always necessary, we decided to include voice in our pipeline to make our VH more realistic. Moreover, this would enable us to use it also for scenarios, which require the VH to speak. In addition, having in mind that our VH would be often used in scenarios projected in the HMD, our users could do experiments involving not only emotion perception, but also 3D sound perception.

Similar to the facial expressions, to generate the voice of our VH we had two possibilities to either use the voice of a real human or use software that converts written texts into speech. Although, using the voice of a real human is more natural, it would restrict us to only have several texts for generating only a certain amount of scenarios. On the other hand, synthetic voices are not as realistic as humans'. However, they give the possibility to use any given text or scenario and convert it into speech.

Having this in mind, we decided to use Natural Reader to generate the voice for our VH. Thus we were able to use any text as an input for our VH. To determine the timing and the duration of each given chunk from the text, we had two possibilities - to do this manually or to use text aligner software. In case one decides to determine the timing manually, one needs the sound file of the recordings. Thus, while listening the sound file one can decide, when a text chunk starts and ends. On the other hand, one can
determine the timing automatically using text aligner software, which determines the timing given the text of the scenario.

For the generation of our VH we decided that it is important to be able to use both sound form real human's recordings and sound generated using synthetic voice. To determine the timing of each chunk, annotated with different emotion, we were going to use the spoken text. For instance, if we have the following sentence "[They lived]NEUTRAL [happily ever after]JOY", which has 2 chunks annotated for emotions, we can determine that the first chunk is spoken for 0.9 seconds and the second for 1.5 seconds. Therefore, we can use this information, as input for the body and facial animations, when generating the VH. This way, we can specify that the first emotion expressed by our VH is 0.9 seconds long, while the second is 1.5 seconds. Consequently, the emotions expressed by our VH's body and face will always correspond to the emotions of the text from the scenario.

4.3.4 Generating the VH

So far, we described our approaches for creating the body motions, the facial expression and the voice of our VH. Therefore, the next step towards creating our VH is to put the pieces together and generate the VH. In this section we explain the way we create the VH.

4.3.4.1 Combining the body motions and the facial expressions together

First we have exported the separate body animations and the face with the predefined meshes to Virtools 5.0. There we connected the face with the body, by making the face dependent on the body. This allowed the face to move together with the body animation. Hence, the facial expressions are separate from the head motions. Therefore, the facial expressions are determined by the weights of the face meshes, while the head motions are determined by the motions of the head from the body animation. For instance, if in the body animation, the head is nodding, the head of the VH will be nodding, while the face will be expressing an emotion.

After exporting the different clips of body motions to Virtools 5.0 we have noticed that, although the performer was not walking during the recordings, there was a drift in the animations (see section 3.3.2.2). This caused some shifts of the character's position during the transitions between the emotions. Some of the shifts were with a difference of about 1m and were always visible to the user. Having in mind that we are using a magnetic motion capture system, there is drift over time of the motions of the performers. Therefore even if the performer is not making any steps his/her body will be drifted at the end of the motion capture session. This is why it was not possible to morph between the motions smoothly. Therefore, we had to program smoother transitions between the body animations.

Setting up smooth transitions between body animations is not trivial. A reason for this is that the difference between the position of the last pose of the current and the first pose of the following animations is sometimes tremendous. In addition the transition should usually happen very fast. The VR programming software can calculate the best frame for smooth transition to the next motion, based on some sophisticated algorithms. However, even these programs are not able to make always smooth transitions between body motions. Having in mind that our VH was not moving in the space, we decided to fix its pelvis position and orientation. In addition, the body animations that we were using were starting and ending with a pose close to neutral. This is why when generating the sequences of body motions for our VH, we were able to achieve smoother transition between the body animations.

In addition, we had to program a script for smoother transition between the facial expressions. We decided to program a script, which was smoothly increasing or decrea-
The weights of the face meshes, based on the difference between the current and the next facial expressions. This way in case we want to blend between neutral and happy, our algorithm increases at certain time intervals the weights of the happy mesh over the face mesh. In addition, we had to calculate and predefine time, which is sufficient for smooth transition between the face meshes.

### 4.3.4.2 The script

However, this was not enough to generate our VH. We have programmed a script in Virtools 5.0, in which the bodily and facial animations are triggered by input file. Thus based on the input file, the script changes the animations and the VH expresses the predefined bodily and facial emotions. Our script contained two main parts: a code responsible for the body motions and a code responsible for the facial expressions. This was because we were using different approaches for generating the body and the facial motions of the VH.

**The input**

Before we explain how our script works, we will describe the way we have generated the input files for the application. Both codes use as an input .txt files with predefined information. Since, the bodily and facial animations are generated using different approaches, the text files used as inputs for the different codes contain different types of information:

- The body animation code uses as an input a text file (Figure 3.15) with information about:
  - the emotion that needs to be expressed
  - the time, at which the emotion starts
  - the duration of the emotion
- The facial animation code uses as an input the two files:
  - The first one with information about:
    - the emotion that needs to be expressed
    - the time, at which the emotion starts
    - the duration of the emotion
  - The second one with information () about:
    - The weighting of each mesh that corresponds to a certain facial emotion

![Figure 3.15](image-url) The information used as an input for the body animations.
The emotion, the timing and the duration of the emotion used in the input are extracted from the spoken text. The emotion is manually extracted from the text of the scenario. The time, at which the emotion starts, and the duration of the emotion were also extracted from the sound file of the text of the scenario. Although we provided predefined timing for transitions between the emotions, as well as predefined weightings of facial motions, corresponding to a particular facial expression, the user can also determine these if necessary. Thus by just typing the different values in the input files one can generate a VH that is expressing realistic bodily and facial motions according to the emotions of the text of the scenario.

For generating the body motions of our VH, we have used the predefined short clips of body animations (see section 4.3.1) (Figure 3.13). Therefore, we have programmed the script responsible for the body motions to use the input file that we set up for the body emotions. Using this input file the script triggers an animation according to the given emotion, starting at the given time for the given duration. This way as soon as a certain body motion should be expressed in the scenario, the script will trigger the corresponding bodily animation. The clip will play for a given amount of time and then the script will trigger the next animation.

For the generation of the face motions we have used predefined meshes of facial motions, which we were going to animate in Virtools 5.0 using the blendshape method. Therefore, we had to set up the two input files (Figure 3.15 and Figure 3.16). In addition we wanted to keep the generation of the facial motions separate from the generation of the body motions. This was because for certain experiments the users of the VH may want to have a mismatch between the facial and bodily expressions. Therefore we set up a script for the facial expressions is responsible for the generation of the different expressions based on the predefined weights of the face meshes in one of the input files. Then in a similar way as the code for the body motions, the code for the facial expressions goes through the other input file. Thus the face of the VH expressed the different emotions based on the values specified in the input file. The face mesh will have the given weight for a certain amount of time, predefined in the input file. Then the script will trigger the transition between the current emotion and the emotion that is defined as next.

In addition, since we had face meshes for closed eyes we were able to set up blinking. This way we aimed to achieve more realism. Therefore, we programmed a script, which depending on the emotion the VH sets the frequency of the blinks. Our script is based on the fact that on average the human’s eye blinks about 25 times per minute [Blinking]. In case the person is talking the frequency of the blinks is reduced to 4 per minute [Blinking]. However, since we do not have yet information about the blinks’ frequency of each emotion that we use, we approximated the frequency of the blinks. For this reason, depending on the emotion the VH blinks at each 4, 6, 8, 10 or 12 seconds. One can notice that since we have 15 ESs we set up the blinking intervals of several emotions to be the same.
Furthermore, since the meshes of the eyes of the VH were separate from the body we were able to control the gaze behavior. We programmed a script that based on given coordinates can direct the gaze of the VH. Thus the gaze of the VH can be easily controlled. For our first attempt for generating a VH, we have set up randomized gaze motions. This way our VH was moving his eyes during the scenario. However, he was never looking at a particular object in the scene.

4.4 Conclusions on the proposed pipeline

As a conclusion for this section, we would like to point out that this work is the first step towards the generation of a VH that can express realistic bodily and facial expressions based on text annotated for emotions. To express the different emotions, our VH uses predefined bodily and facial animations. Our approach allows the user to successfully generate VH for different scenarios, by using an annotated text for ESs as a scenario and input files with the values for the information necessary for the generation of the emotions. Thus in order to use and modify the VH in our application, one does not need to program, but rather to define some values, such as name and duration of the emotion, in the input files.

However, before making any final conclusion about our VH application, we first have to perform several case studies to test different features, important for the final application of the VH. Since, our main goal behind the generation of the VH was to generate it in a way that it is able to express realistic emotions, the first and foremost is to evaluate the realism of the emotions expressed by our VH. In addition, we would like to generate conversation scenario using our pipeline and render it in HMD. This way we can point out issues related with synchronization of the different modalities, which are also very important for the scenario to look realistic. Finally, we will demonstrate a way of generating a learning scenario using VHs. The data used for the animation of these VHs we will collect in a motion capture session using two performers. Due to these case studies we can show that our pipeline can be used in different fields for different purposes. In addition, we can benefit from these case studies to improve our pipeline, and thus our VH.
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5 Case Study I - Virtual Storyteller

In this chapter we describe a case study, in which we use our pipeline to generate a virtual storyteller. The goal of this case study is to test the realism of the emotions expressed by our VH. In addition by generating a virtual storyteller that can express realistic emotions we will provide a visualization tool of the machine learning algorithm developed by Volkova et al. [2010b].

5.1 Using annotated text as response measure

For this case study we have decided to create a virtual storyteller not only to show that our pipeline can be implemented in practice, but also to test the realism of emotions expressed by our VH. In the real world storytellers are able to present stories in a way that the audience interprets, understands and perceives the emotions that the story should convey. Therefore, virtual storytellers should be able to express realistic emotions and engage the audience in the story. The virtual storyteller can achieve these, when using realistic bodily and facial motions to express the different emotions and voice modulations [Kenny et al. 2007; Magnenat-Thalmann and Kasap 2009].

After we have generated our VH we had to evaluate the realism of the bodily and the facial emotions that the VH can express. To do so we needed a reliable method for evaluation of the realism of emotion expression. In contrast to many other conditions that can be measured with a variety of reliable response measures, realism of emotion is difficult to measure in a controlled manner. Therefore, we have decided to evaluate the realism of emotions expressed by our VH, using a novel computational linguistics based approach. For our approach we were going to use the texts of the fairy tales annotated for emotions, used in the work of Volkova et al. [2010; 2010a; 2010b]. Our idea was to use these texts to generate a virtual storyteller. Thus in order to evaluate the realism of expressed emotions by our VH, we were going to test whether the perceived emotions by the audience of the virtual storyteller match the annotations of the texts.

5.2 User study

In this section we describe the preparation of the user study and the user study itself, which we conducted to test the realism of the emotion expressions of our VH. The goal of this user study was to help us evaluate and analyze the expressions of our VH. Then based on the results we were going to make some changes and improvements, if necessary.

5.2.1 Preparation for the user study

The first step towards testing the realism of the emotion expression of our VH was to design and conduct a user study. Since, we wanted to evaluate the emotion expressions of our VH, we needed a condition, in which we had our VH expressing emotions and another condition, which we could use as a control condition. For the first condition we were going to use our VH, generated according to the proposed pipeline in Chapter 4. In addition, we had to create a baseline animation to use in the control condition. When creating the baseline animation we needed to ensure that the emotions in the animation are realistic and believable. Therefore, we decided to use a real human for generating the baseline animation for our user study. Furthermore, we needed to use an approach that enables us to fairly compare both conditions.
A possible approach for comparing both conditions was to use the same text for generating both the baseline animation and the VH. Since we were going to use a real person for the recordings of the baseline, we were able to ask this person to use a particular text for the recordings of the baseline. However, it was beneficial for us that our VH was using the emotions from annotated texts as input. Therefore, we were able to use the same text for both the baseline recordings and the input of the VH.

To generate the animations for both conditions we decided to use a text of a German fairy tale. The fairy tale is called *Godfather Death (Gevatter Tod)*. The idea to use a fairy for generating the animations was inspired by the reason that fairy tales usually contain a range of various emotions from different emotion categories. Thus, we were going to be able to evaluate more emotions by using just one text. In addition, this text was not going to sound strange for the participants, because we were going to use a fairy tale and not a text that we were making up. Furthermore, generating a virtual storyteller using our pipeline was going to show that our VH can be used to visualize the texts of the fairy tales annotated with the algorithm developed by [Volkova et al. 2010b].

Nevertheless, before conducting the experiment we had to make sure that we were not giving the users, information that could bias their perception of emotions. For instance, the text information, no matter written to spoken, is known to carry the most information about the emotions. Therefore, for our user study we decided not to use any kind of text information, since it was very likely to bias our participants' decisions. Although, we were not going to use spoken text to conduct our user study, we explain in the following section 5.2.2 a way of generating the voice of the baseline animation and the voice of our VH. We describe this not only to show that it is possible, but also because we might use voice in further studies for testing other features of the VH.

### 5.2.2 Creating baseline animation to validate the virtual human

For creating the baseline animation for our user study, we have used purposefully a different performer than the one that took part in the motion capture session for the body motions of the VH. Thus, we were avoiding motions typical for a particular person to present in both videos. In addition, we wanted the person that we use for the baseline animation to be able to expressively tell the text. Therefore, we used the help of a German amateur actor for the recordings of the baseline animation. We used an amateur actor and not a professional actor for several reasons, such as time schedule and willingness to take part in a motion capture session.

The amateur actor was asked to first read the fairy tale *Godfather Death (Gevatter Tod)*, written in standard German. After reading the fairy tale, he had to annotate the fairy tale for emotions. To do so, he has used 12 out of the 15 ESs (see section 4.1). He divided the fairy tale into 38 chunks. The average length of the chunks was 12.61 seconds measured in time spoken in presentation. The standard deviation of the chunks was 10.30 seconds.

Next, he was asked to tell the whole fairy tale *Godfather Death (Gevatter Tod)* in an expressive way. The storytelling took 479.8 seconds. While the amateur actor was telling the fairy tale, we have captured his body motions using Xsens MVN inertial motion capture suit (see section 3.3.2.2). In addition two video cameras were set up to recode his body motions and his face during the session (Figure 4.1). We were going to use the recordings of these cameras in the post-processing to validate the motion capture data of the amateur actor. After we have recorded the motion capture session, we had to use the collected data to animate a virtual character. This virtual character we were going to use as a baseline in the user study.
We were going to use the recordings of the amateur actor's facial expressions to generate the facial expressions of the virtual character using faceAPI. Although it is able to capture the facial feature also in real-time, for our future studies we were going to map the facial expressions to the virtual character in the post processing. For the voice of the virtual character we were going to use the voice of the amateur actor from the video recordings. Finally, we have chosen a virtual character from the Rocketbox Studios collection to map the facial and bodily animations of the amateur actor from the whole fairy tale. We have used Autodesk MotionBuilder 2009 to map the bodily animations to the character. Then we have exported it into Virtools 5.0.

Thus we were able to retain as much information from the amateur actor as possible. Once we had the data from the recordings mapped to the virtual character, we were then able to run the Virtools 5.0 script and record the baseline animation. We have recorded the baseline animation as a video without using any sound or subtitles. The reason for this was not to bias the decisions of the users.

5.2.3 Generating the VH for the user study

After we have created the baseline animation for the user study, we had to generate the VH for the other condition of the experiment. As an input for our VH, we have used the fairy tale's text that the amateur actor annotated for emotions. From the annotated text we have generated the input file. Then we used the text to generate the voice of the VH in Natural Reader 0.9.
Finally, we have assigned the generated sound file to the script of the VH in Virtools 5.0. This way, our VH was able to talk, while executing the predefined emotions. In addition, we have generated the input file used by our VH from the text annotated by the amateur actor. Then after running the script we have recorded the output of the VH to a video. Since we were not going to use any text cues for the user study, the recorded video was without sound and without subtitles (Figure 4.2).

5.2.4 Conduction the user study

The goal of our user study was to investigate whether the emotional meaning conveyed by our VH was the intended. Therefore, for conducting the experiment we have used the two videos, namely one of the baseline animation and the one of the VH. Both videos were without sound and were presenting the same fairy tale.

For the experiment we had five participants, 3 male and 2 female with average age of 26.8 years. They did not know that both videos present the same fairy tale. Participants were also not aware that to generate one of the videos, we have used a whole animation of a fairy tale, while for the generation of the other one, we were morphing different predefined motions based on the annotated fairy tale text. The task of the participants in both conditions was to watch the video and annotate it for emotions using the 15 ESs.

The experimental design was structured as follows: First participants had to do the baseline condition. In this condition they had to watch from beginning to end the video of the baseline animation. Then they had to watch it again and while watching the baseline animation they had to identify from 10 to 20 emotions. They had to mark the peak of the emotion and annotate the particular emotion using the 15 ESs. Then they had to do the same for the second condition. The only difference was that instead of watching the baseline animation, in the second condition participants were watching the video of the VH. The experiment took about 60 minutes per participant.

5.3 Evaluation of the user study

To do the analysis of the user study we have used the text of the fairy tale, which was annotated by the amateur actor. Since, from the input file of the VH we had already the exact timing of each emotion, we were able to quickly compare the annotations of the participants to the annotations of the amateur actor.

The results from the baseline video showed that two participants identified 11 emotions, other two detected 12 emotion, one participant annotated 19 emotions. Thus the number of annotated emotions per participant is 13 on average. The results of the VH video were the following: one participant identified 17 emotions while the rest four
participants marked 20 emotions. This makes on average 19.4 annotated emotions per participant. Therefore, our results show that participants were able to identify on average 6.4 emotions more, when watching the VH video, compared to when watching the baseline video.

When we further analyzed the data we found that 39.4% of the emotions of the VH video were perceived as the amateur actor (Figure 4.4). While only 18.2% of the annotated emotions of the baseline video matched the intended emotions by the amateur actor. These results suggest that participants identified the emotions of the VH easier than the ones of the baseline animation.

While comparing the annotations of the participants to the ones of the amateur actor, we noticed that there were some emotions that were incorrectly annotated due to swapping, for instance, happiness was often swapped with surprise or anger was swapped with sadness. After doing the analysis we found that 36.4% of the annotated emotions of the VH video were wrong due to swapping, while only 20.45% of the annotated emotions of the baseline video were swapped (Figure 4.4). We suppose that the percentage of swapped emotions was higher by the VH video, because some of the body motions of the VH, such as happiness and surprise, look very much alike.

To evaluate the realism of the emotional meaning conveyed by our VH, we compared the results from the VH video to the ones of the baseline video Figure 4.4. We found that overall our participants annotated more accurate the emotion of the VH than the ones of the baseline animation. However, we should not interpret these results as evidence of our VH being better in expressing of emotions than the amateur actor from the baseline video. Furthermore, when observing the result form the swapped emotions, we can argue that since our VH uses only 15 predefined clips of motions, it is easy to recognize the motions and swap some that look alike. We further discuss this issue in the following section 5.4.

The results of the user study provoked us to do an additional test to see how the amateur actor himself would perceive the baseline animation. Before going into more details in this, we would like to point out that we did the recordings for the baseline video several weeks before asking the amateur actor to annotate the video. We asked the amateur actor to watch the baseline video and then watch it again and annotate all emotions that he perceived. He marked 64 chunks with emotions when watching the video, while he annotated only 38 when reading the text. Surprisingly, only 15% of his perceived emotions matched the intended. 17% of the incorrectly perceived emotions were wrong due to swapping section Figure 4.4.

### Discussion of the results of the user study

The results of the user study have several important findings. Firstly, our participants reported that for them it was more challenging to identify the emotions of the baseline animation than to detect the emotions of the VH. On one hand this might be because our VH uses only 15 short clips of animations to express the different emotions. Therefore, it is possible that our participants were able to notice the transition between the animations of the emotions. In addition, humans, as the amateur actor in our baseline animation, use complex motions to express emotions. Moreover, people do not always
use the same motions to express certain emotions. This reasoning suggests that our participants may have experienced problems, when identifying the baseline emotions, due to the fact that it was acting in a more natural way than our VH. Consequently, we can summarize that although our VH does not act as natural as our baseline animation, our VH can express emotions very well.

Secondly, useful information that we have learned from conducting the user study, was that even the amateur actor himself had problems locating his own emotions. This suggests that it is hard to perceive the intended emotion only form body motions. Therefore, for our future work we will ask our actors not only to annotate the text for emotions, but also to annotate the videos with their animations.

Thirdly, the results from the annotations of the baseline animation annotated by the amateur actor annotated, suggest that for our future work we should ask the performer to annotate the text for emotions and then in addition we should ask the performer to annotate the animation for emotions. Thus, we will be able to fairly compare the perceived emotions by the participants to the performer's annotations.

5.5 Improvements and conclusions driven by the user study

Although, the user study showed promising results there are several improvements that needed to be done. On one hand, we need to record several different body motions expressing the same emotion, in order to make our VH more realistic. Thus we will have a larger database of motion captured data, which will enable the VH to choose between the different variants of the emotion and use the most appropriate one. Since, we will need to generate different motions for a certain emotion, we will also have to generate different facial expressions for one emotion. In addition the facial emotions that have been used, so far, are generated using predefined face motions. To make our VH even more realistic and expressive we will have to improve his facial expressions. The different weights of the meshes of face motions were easy to predefine to express specific emotions. However, using only these face meshes of basic face motions were not enough to generate realistic facial expressions, such as disgust for instance, where not only the eyes, the eyebrows and the mouth are involved. Therefore, as next step towards generating realistic VH, we had to model face meshes for the different emotions. In addition, to make the VH more believable we have to integrate opening and closing of the mouth, synchronized with the speech. Furthermore, we could use either HMD VE or large screen immersive display VE for visualizing the virtual storyteller in a human-like size.

Overall, this user study showed that our approach is a successful start at generating a VH driven by annotated texts. In addition, the computational linguistics based approach was useful to evaluate the realism of emotion expressions. Further, development of the realism of our virtual storyteller will enable us to use it for various experiments, involving manipulation and control the perception of emotions and observing its impact in learning experiments in real-time immersive VEs.
Case Study II - Generating of ECA Using the Proposed Pipeline

This chapter presents a case study, in which we propose an approach for generating realistic conversation between VHs based only on a given text. In order to appear natural for the user, VHs in these applications should be able to interact with each other in a realistic way. Therefore, in this case study we consider issues related with gaze behavior, synchronization of different modalities, such as motions, mouth or speech.

Our goal is to show that it is possible to generate such conversation scenario using more than one VHs, generated with our pipeline (see Chapter 4). Moreover, the scenario should be realistic. Therefore, in the next section we outline some features that need to be considered, when generating scenarios using two or more VHs. Then we present our approach and discuss possible improvements. Finally, we summarize our work on this case study.

6.1 Synchronization of the different modalities

Generating a conversation between VH is not trivial. Different sensors, such as vision and sound, are involved in conversation [Kasap and Magnenat-Thalmann 2008]. In addition, there is some evidence that the brain remembers more, when more sensors are involved [Kasap and Magnenat-Thalmann 2008]. For this reason easy controllable VE applications, such as this conversation scenario could be beneficial for experiments, which aim to observe the effect of emotions on memory.

However, in order to have an impact on the user these scenarios should be generated to be as realistic as possible. We have already considered the realistic motions and expressing of emotions in the first case study (see Chapter 5). We think that synchronization is the another crucial issue, which can be beneficial for the increasing the realism of the VHs. However, synchronization in application with VHs is a complex issue combining synchronization of the different modalities such as spoken text, facial animation and body animation.

In order to appear natural, the VHs involved in the scenario should have synchronized bodily and facial animation. When generating a conversation between VHs, one needs to consider that in a natural conversation there is a speaker and a listener. Therefore, in the VE it should be considered that while one of the VHs is talking, the other should be listening. In addition their facial and bodily animations should be synchronized with each other. Thus when the first VH is talking and expressing a particular emotion, the other should be listening and expressing emotions corresponding to the speech of the first VH. Furthermore, the VHs involved in the conversation should be able to talk naturally with each other. Therefore, they should be silent, while the other VH is talking. For this reason, their speech should be synchronized. Moreover, in case they are able to move their lips with respect to the speech, they should be able to do this also synchronously.

6.2 Human-like gaze behavior

In order to be more realistic VHs should have a human-like gaze behavior. Thus, they will be able to direct their gaze towards each other or the surrounding environment. Moreover, in conversations they could direct their gaze towards the object they are talking about. Furthermore, they could be able to make different eye movements depen-
depending on whether they are talking or listening to the other VH, as it is in the real world [Weissenfeld et al. 2010].

Kasap and Magnenat-Thalmann [2008] outline the importance of gaze behavior in communication and interaction not only in the real world, but also in the VE. In addition, they point out that other researchers found that gaze carries much more information than just expressiveness. In particular Kasap and Magnenat-Thalmann [2008] discuss the role of the gaze in transferring and collecting information. This kind of information could be related to monitoring or expressive function. They further illustrate the importance of both functions and their bias in the real world on our opinion about our partner of communication.

According to Lance and Marsella [2008] the unrealistic gaze behavior by VHs is one of the reasons, why they appear unnatural for the user. Therefore they propose an approach for generating realistic and emotionally expressive gaze behavior. To express the different ESs they use a model of eye movements, driven by the neuroscience literature. In their model they combine gaze shifts with head and body motions.

Traum et al. [2008a] develop a negotiation scenario, in which they have two VHs that are negotiating with the human user. They also consider gaze behavior as an important feature for negotiation tasks. Therefore, they use different gaze styles to emphasize the reason of the gaze. To make the conversations more believable, they integrate many nonverbal features. For instance, the VH uses many nonverbal cues, if he is listening to the other VH or to the human. These cues could be nodding to agree with the other, while the other is still speaking.

### 6.3 Improvements according to case study I

Before generating the conversation between the VHs we considered the proposed improvements (see section 5.5) and the outlined related work from section 6.2. These will be beneficial to increase the realism of our VHs. Therefore, in this section we describe the improvements that we did before generating the scenario.

#### 6.3.1 Face

So far, for generating the facial expressions of our VH we have used an input file, in which we always had to predefine the weights of the different face motions, in order to shape the needed facial emotion (section 4.3.2). Although predefining the weights of the face motions is not a difficult task, it could be tedious to predefine an expression, which is not extreme. Therefore, we first decided to generate new face meshes for the different facial ESs of the VH. Thus we wanted to enable the user of this application to more easily set up the different facial expressions. For instance, in case one needs an extreme expression, one would use weighting of 1, and in case the expression should not be extreme one could use a lower value.

Since, we were using the blendshape method to animate the face meshes, we needed software, with which we could create the new face meshes expressing realistic emotions. For the animation of the facial expressions we have used the approach discussed in section 4.3.2. Therefore, we decided to pre-define the different facial expressions using Poser 8.0(Figure 5.1).
Thus 15 new face meshes expressing different emotions were predefined for each face. To make the expressions realistic we needed to find a reliable source for emotion expressions. Since the goal was to use these VHs in experiments involving perception of emotions, the facial expressions used for our VHs needed to be reliable in terms of realism. Therefore the new facial expressions were predefined from images of emotion expressions of real humans. These images were chosen from different face databases [MPIfbd; FACSE; FEDPE]. The reason for that was that we were not able to find a database, which would contain all of the 15 ESs that we were going to redefine. However, it was definitely much easier to find pictures of humans expressing the basic six emotions. On the other hand emotions such as relief, interest or disturbance were usually included in just one database or not at all included. Furthermore, there were facial expressions, which were expressed with eyes behavior and were rather challenging to redefine just by using the face.
6.3.2 Body motions

For the generation of the conversation between the VHs we decided to capture some new motions that were going to make the conversation more realistic. So far, in cases where the text was annotated as neutral, our VH was using an animation of a pose close to neutral. This pose was not necessary conveying that the VH is explaining something. Therefore, for this scenario we decided to include talking and listening animations, to make the conversation more believable.

In addition, while generating the second VH, which we were going to use as the second ECA for this scenario, we found out several things that needed to be improved. We have noticed that we need a better rigging approach than the one that we have used in the first case study. Although it was not noticeable in the videos used for our user study, there were some animations of body motions, in which the wrists of the VH were making weird angles. This was not noticeable in our user study, because we have used fixed view camera in front of the VH to record the two videos used in the user study. However, for this scenario we wanted to use HMD VE, where the user will be able to freely explore both the VE space and the VHs. The reason to use HMD VE in this case study was that it is possible that some of the experiments, in which our VHs will be used, will take place in HMD VE.

Moreover, using HMD VE the user can see the scenario in stereo. This could make the experience more realistic, while on the other hand it is possible that the user would notice some mistakes in the 3D models of the scenario. Since, we did not want our ECAs to appear as uncanny characters to the user, we decided to use a new approach for rigging the VH (see section 3.3.4.3).

Furthermore, with the approach for animating the VHs that was used so far, we were not able to animate both VHs with the same animation. The animation was working applied on the first VH, but when applied to the other VH, it was starching the whole mesh of the VH. Although, it was not necessary, we knew that this feature would be beneficial for some scientists that were going to use this application for their experiments.

Therefore, instead of using skinning in Autodesk 3ds Max 2010 (see section 3.3.4.2) and then mapping the animation from the motion capture data to the virtual character in Autodesk MotionBuilder 2009 (see section 3.3.4.4), we decided to use only Autodesk 3ds Max 2010. The approach we were going to use seemed very promising, since it was used by many artists for realistic rigging of virtual characters [RP]. This approach uses the physique modifier of Autodesk 3ds Max 2010 (see section 3.3.4.3). After rigging the character we have used Autodesk 3ds Max 2010 to assign the animation to it. This way the wrists of the VH were no longer having weird angles, which was a step towards making our VHs seem more realistic.

6.3.3 Voice

In the scenario with the virtual storyteller we did not use the voice recordings, since we did not want to give context cues to the participants. Therefore, we have not enabled the VHs to open and close his mouth according to his voice. However, we are convinced that synchronizing the lips with the voice will be crucial for the naturalness of our VH. For this reason in the scenario described in this chapter we do an attempt of synchronizing the lip motions with the sound. We know that fully synchronizing the lips and the voice is an ambitious task, which involves computational linguistics approaches. Furthermore, programming more realistic approach for animating lip motions from scratch requires deep analysis of lip motions. Having in mind that lip motions are not only dependant on the different sounds, but also context dependant, it is not trivial to realistically animate them. Therefore, we attempt an approach, which is
Our approach for generating the conversation scenario

In this section we present our approach for generating the conversation scenario using two VHs generated with our pipeline (see Chapter 4). The conversation scenario is generated based only on text. Our aim is to synchronize the different modalities in terms of both expression of bodily and facial emotion, and taking part in a conversation as listener or presenter.

For this scenario we decided to generate conversation between a male and a female VH. Since, we were going to generate the scenario based only on written text, we needed to create sound files with the voices of the VHs. For their body animations we were going to use the body animations used in the first case study and we have additionally included talking and listening body animation, instead of only neutral. To animate the faces of the VHs we have used the predefined meshes from Poser 8.0.

Generating the conversation

One approach to generate the voice of the VH was to generate a separate sound files for each line of the dialogue. This would enable the person who is generating the VH to skip some parts of the dialogue or change different parameters such as the logical order of the lines. However, might not be very convenient when used to generate long conversations. A reason for this is that it will be difficult to keep track of the order of the dialogue's lines. Moreover, if more than two VHs are involved in the conversation, it will become much more difficult to keep track of the dialogue’s lines.

Therefore, different approach for generating the synchronized voice was needed. We decided to record the sound for the voice of the VHs by generating only as many files as the number of participants in the conversation. In our case we needed two files. Thus each VH will have only one sound file for the whole dialogue. This file will contain the dialogue lines that the particular VH should say. In addition, between the lines of the dialogue we were going to add pauses, which indicate the places, where the other VH is speaking (Figure 5.3 and Figure 5.4). Moreover, these pauses had to correspond to the timing of the spoken dialogue line of the other VH. The pauses were going to mark the time, at which the particular VH was silent. Using this approach we were able to make our VHs talk or be silent simultaneously.

To generate the sound files containing the voices of the VHs and the pauses, we have used Natural Reader. We first recorded a sound file containing the whole conversation (Figure 5.3 and Figure 5.4). Then we have divided the written dialogue into lines belonging to the male VH and lines that belong to the female VH. Thus, we have separated the initial text file containing the conversation into two text files. Since, the conversation that we were going to generate was not longer than 1 minute, we have estimated manually how much time it took each of the voices to utter each dialogue line. This helped us adjust the pauses that each VH had between his/her dialogue lines.

Figure 5.3 Text generated in Natural Reader for the female VH.

```
<set xml=true>rate speed="3" > Hello
<set xml=true>rate speed="-2" > Ryan!
<set xml=true>silence msec="1000" / >
<set xml=true>rate speed="-1" > How are you?
<set xml=true>rate speed="1" > I haven't seen you for such a long time!
<set xml=true> <silence msec="6000" / >
<set xml=true>rate speed="0" > Do you have any progress so far?
<set xml=true> <silence msec="13000" / >
<set xml=true>rate speed="1" > oh! well done!!!
```
Thus we took the text file with the lines of the female VH. We entered a pause between the first and second dialogue line of the female VH. The pause was exactly corresponding to the time needed for the male VH to tell his first dialogue line. This way all pauses between the dialogue lines of the female's and the male's text were entered. Finally, we had two text files including the dialogue lines of each VH and the corresponding pauses between the lines (Figure 5.3 and Figure 5.4). Estimating the exact timing of each dialogue line could be also done using software, called text aligner. This software estimates the spoken time of a given text.

Figure 5.4 Text generated in Natural Reader for the male VH.

```xml
<set xml=true><silence msec="1000"/>
<set xml=true><rate speed="-2">Hello Alyson!!!</set>
<set xml=true><silence msec="5000"/>
<set xml=true><rate speed="-1">I was very busy. I learn how to be more expressive!</set>
<set xml=true><silence msec="5000"/>
<set xml=true><rate speed="0">Oh, yes, I do. This is surprise,</set>
<set xml=true><silence msec="1500"/> happy,
<set xml=true><silence msec="1500"/> disgust,
<set xml=true><silence msec="1500"/> sad,
<set xml=true><silence msec="1500"/> angry</set>
```

After, we have generated the different text files including the pauses for each of the VHs, we have generated the sound files of each of the VHs using Natural Reader. Thus we were able to use the new sound files as the voices of the VH. In addition, we have programmed a script, which was moving the mouth of the VH based on the sound file. Thus the lip motions were dependent on the height of the sound. Therefore, when the VH was taking his/her lips were moving. In addition, the VHs were able to express facial emotions, while opening and closing their mouth. This was possible, because we have added a mesh expressing an open mouth motions. Consequently, we were able to assign weights simultaneously to both the open mouth mesh and the emotion mesh. This way the VHs seemed as if he/she was talking, while making a facial expression of emotion.

6.4.2 Generating the VHs’ animations

When generating the VHs used for this scenario, we had to synchronize the different modalities so that they would appear natural for the user. Therefore, we had to synchronize not only the bodily animation with the facial animation of each VH, but also we had to synchronize the bodily and the facial animations of the VHs with respect to each other. Thus, while one of the VHs was talking, the other had to be listening, and accordingly performing specific bodily and facial expressions.

To generate the VHs for the conversation we decided to use only one input file for each VH. This was because we were using different face mesh for each facial emotion. Since the facial emotions we the same as the body emotions, we have modified our script to use only one input file per VHs. This way using one input file, we were able to control the sequence of both bodily animations and facial animations simultaneously. Each input file contained information about the emotion and the duration of the emotion (Figure 5.3 and Figure 5.4). In the cases, in which the VH needed to be silent, because the other VH was talking, we have written in the input file emotions, corresponding to the text, which the VH was listening. This way the VH was able to have animations corresponding to the emotional meaning of the spoken text by the other VH.

6.4.3 Integrating the scenario in HMD VE

From our previous experience with HMD VEs, we knew that the realistic body animations visualized using such environment appear realistic and natural. However, we were not sure whether the face animation will successfully work in HMD VE or whether it will seem realistic. No one from our group has used the blendshape method for animation. Therefore, it was also not used from our group in HMD VE. In addition, the...
6.5 Results and discussion on the case study II

blendshape method was a new feature integrated in Virtools 5.0. For this reason we were not sure how it will behave, when used in combination with the Vicon system. This is why it was possible that the facial animations would not work or would work but the animation would be very slow and unrealistic. However, our scenario helped us show that the blendshape method works in HMD VE. The facial animations were successfully visualized and appeared even more realistic, because the scene was rendered in stereo. Thus we have shown that our application can be used in HMD VE, which will be very beneficial for the scientists that are going to use our VHs in their experiments.

6.5 Results and discussion on the case study II

We have used HMD VE to generated the conversation scenario driven only from written text and using two VHs created with our pipeline. The conversation between the VHs was successfully generated. In addition, we were able to synchronize the bodily and facial expressions of the VHs with respect to each other. Our approach considered several crucial features for generating realistic conversation between VHs, namely:

- synchronizing the spoken text with the bodily and facial expressions within the VH
- synchronizing the spoken text with the bodily and facial expressions between the VHs
- lip synchronization

Although, successful our approach need some improvements, to make it more realistic. There are several important features that need to be considered for our future work. We think that there are three main categories that can be improved, and thus the realism of the whole scenario will be improved. These categories are body motions, facial expressions and synchronization.

Figure 5.5 The conversation scenario

The facial expressions of the VHs in this scenario were more realistic than the ones used in the first case study. There we have used realistic facial expressions that were expressing only extreme facial emotions. In this scenario the use of both extreme and closer to neutral facial expressions of emotions showed us that by just adding some more expressions to the face of our VH we can achieve more realism.
Body motions

Although, we have included more motions in this scenario, the database that we have, so far, consists of motions that are typical for expressing the emotional categories discussed in section 4.1 and motions typical when listening and talking to somebody. For the purpose that we had in this case study these motions were enough. However, if we want to be able to generate more sophisticated scenarios we will have to include in our database more motions from different categories - not only from emotion categories, but also from conversation categories.

In addition, so far for testing and generating the body motions of our VHs, it was enough to use the motion captured data of one person. There is some evidence that people recognize whether the original motions are performed by a performer from the opposite sex or not and this have an impact on perception [McDonnell and Carol O'Sullivan 2010]. Therefore, for our future work we need to generate the motions for the male VHs with a male performer, while the motions of the female VHs with a female performer.

Synchronization

In this scenario synchronization was a very complex issue. On one hand we had to synchronize the bodily and facial motions with the spoken text. On the other hand we had to synchronize the motions and the voice of the VHs with respect to each other. Furthermore, to add more realism to our VH we included lip synchronization. Our approach for lip synchronization was imitating talking as in the cartoons. However, for scenarios that aim to be as realistic as possible this is not enough. Therefore, to further develop our VHs we need to fully synchronize the lip motions with the voice of the VHs. For this reason we have to use much more sophisticated computational linguistics based approach.

6.6 Conclusions on case study II

As a conclusion for this case study we want to point out that we have successfully generated a conversation driven only by text. Our approach for generating a conversation between VHs based only on written text can be used to create plenty of scenarios involving conversation between two or more VHs. Since, we use predefined bodily and facial animation, when using our approach, one does not need to record new data in order to create such scenario. One needs to generate the speech of the VHs. To generate the VHs for this conversation scenario we have used the pipeline proposed in Chapter 4. In addition, in order to make this scenario more believable scenario and improve the realism of the VHs, we have done some improvements of the pipeline before applying it to create the VHs.

Furthermore, we have successfully integrated our scenario in HMD VE. In addition we were able to render the face animations using the blendshape method in real-time HMD VE. This was something that has not been done yet in our group. We believe that this approach will be beneficial also for other scientists from our institute that are interested in face perception.
In the previous case studies we have shown that using our pipeline we can generate VHs that can express realistic emotions. However, the scenarios generated for the first and the second case study do not involve VHs that need to walk in the scene. In the real world, it is natural that people interact with each other and sometimes need to go to a certain place in the room and pick an object and bring it to the other person. This is why we think that it is important for VHs to be able to do this as well. Therefore, in this case study we decided to generate a scenario, in which the VHs interact with each other, while walking in the scene. This way we want to approach some problems related to capturing motions of two persons simultaneously. Moreover, having in mind our experience from the second case study, we would like to consider in more detail issues related to the synchronization of the animations of both performers. We discuss different ways of making the animations better by using different types of rigging to make the VHs more realistic. Furthermore, we will use some ideas inspired by our pipeline, to make this medical scenario more realistic. Using this scenario we would like to outline the usefulness of such scenarios in the training and simulations. Therefore, for our third case study we decided to generate a real scenario of a medical simulation.

7.1 TüPass and how would they benefit from such application

There are many educational centers for medical training, such as Tuebinger Patienten-Sicherheits- und Simulations-Zentrum (TüPass) [TuPass] for instance, that give the possibility to their students to learn in a realistic environment using mannequins instead of a patient. Such training centers usually train small groups of students [TuPass]. This gives the possibility each person to take part in a scenario and then discuss it with the rest of the group. Usually the training scenarios are not longer than 10 min. and only 3 or 4 of the participants can take part in the scenario. Each training scenario is recorded by several cameras. This gives the possibility for the rest of the group to watch it in real-time in a separate room. Thus, all of the trainees are aware of the task and take passively or actively part in the training session.

In addition, after the end of the scenario, the whole group can watch it again and discuss the scenario. In this part of the training session the trainees are asked to discuss different issues not only related with the way they performed, but also related with communication within the team. Moreover, the trainees that have not taken part in the scenario are often asked to discuss the way the team performed in the scenario. The discussion is the part that is the most time consuming, and at the same time it is the part, in which the participants learn the most [TuPass].

Some medical training centers offer training for both students and professionals [TuPass]. Although, some people would assume that such training could not provide anything new to practitioners, training can be very useful for them as well. Many training centers such as TüPass training center, offer special training sessions for professionals. These sessions usually include critical scenarios, which are not likely to occur every day [TuPass]. However, if one is not been trained in such situations, once they appear in the real life they might cause the life of the patient. That is why, it is very useful also for practitioners to train in simulation centers.

In addition often practitioners, not only in medicine but also in all other fields, tend to underestimate the contribution of their colleagues. Therefore, currently training centers are developing or already providing interprofessional training [Cowan et al. 2008]. Although, in this work we are mostly interested in medical interprofessional training, this
type of training has been developed for many other fields. Interprofessional training or education is relatively new, but efficient approach, in which the practitioners are given the opportunity to not only to practice and learn new skills, but also to appreciate the contribution and the expertise of their teammates by performing their duties [Cowan et al. 2008]. Thus teammates can build team relationships that are beneficial for optimal health care delivery.

Interprofessional training can be very labor-intensive when practiced in training centers. Therefore Cowan et al. [2008] suggest a different approach for training professionals, namely generating such scenarios in the VR. They propose to use serious games as platform for such applications. Thus many people will have the possibility to train in the same scenario simultaneously. An example, of a medical application that uses serious games as platform is the "Pulse!!" application [BreakAway; Pulse]. It is about an emergency situation, in which the user is the doctor. The doctor can examine the patient and receive different information about the patient's health condition using the equipment in the medical room.

However, using only VR may not always provide the most sufficient information about the patient. For instance, during examination it is sometimes necessary for the trainees to touch the patient, in order to feel, for instance, whether the stomach of the patients is hard or not. This type of information is usually missing when using VR. Therefore, there are scientists that want to use both VR and real mannequin, in order to make the VR experience more realistic. An example of this is the mannequin enhanced virtual reality developed by Semeraro et al. [2009].

Using VR for such simulation sessions could be beneficial for the trainees. In the real world one can only see the scenario from his/her own perspective or after the session from the perspective of the cameras used to record the training session. In the VE one can see the scenarios from many different perspectives, even from the perspective of the patient. Thus one can even experience how the patient felt during the scenario. This might be very useful for medical students, that might have some doubts how to approach the patient, when doing even a routine examination. In addition for others might be beneficial to see the scenario from the perspective of their teammates. This way it is possible for one to understand why the rest of the team has acted in a certain way.

Consequently, such VR scenarios could be very useful for studies investigating the influence of perspective on perception and memory of the conversation. Furthermore, it would be interesting to study the trainee's perception of the scenario by allowing them for instance to see the scenario from 1st person, 2nd person, or 3rd person (overview) perspective. Based on the results of such studies, training scenarios could be improved and trainees' attention could be purposefully pointed to features, they need to remember, in order to have better training effect.

Medical scenarios simulated in VR can be also interactive. One could generate scenario, which contains a sequence of sub scenarios. This way when the trainee starts using the VR application, the scenario will play and come to a point where the trainee needs to decide what to do next. Depending on the choice of the trainee, the scenario will have different outcome. This would be used to help students that do not have any practical experience yet, to make decisions based on the current situation and see the consequences of the decision. Training such scenarios in VR will be first attempt for them to prepare for the future practical sessions.

### 7.2 Generating the medical scenario

So far the scenarios, generated using our pipeline, were not using VHs that are walking. Therefore, we were able to have smooth transitions between the different bodily animations of the VHs. However, when generating a scenario, in which the VHs should walk
in the scene, smooth morphing between different bodily animations becomes even more challenging. The reason for this is that each motion capture system records the position and the orientation of the performer. To morph smoothly between predefined animations, requires sophisticated algorithms that not only have to calculate the best frame for transition from the current to the next bodily animation, but also overwrite the position and the orientation of the next animation with the ones of the last frame of the current animation.

Sometimes the recorded position and orientation of the motions in the different animations are too far from each other (see section 4.3.4.1). As a result the transition between the animations is not smooth. In such case even using software that calculates the most suitable frame for smoother transition, is not going to result in nice final animation. Therefore, no matter how smooth the transition between the animations is, the VH will appear as if it is jumping from place to place. This is why for this scenario we decided to capture the whole sequence of motions that should be performed in the scenario.

To show that such scenario can be useful for different purposes such as training or conducting experiments related with perception, we generate a medical scenario. This scenario is a basic scenario, practiced by each student in the medical trainings. Therefore, to capture the motions needed for the animations of the VHs, we needed either medical students or practitioners. Moreover, in order to be realistic the scenario had to be performed in a place, where the medical equipment needed for the session was available. This is why to capture this scenario we needed a professionals or at least medical student that have already performed the task and knew the routine. In addition we needed medical equipment and a patient to record realistic training scenario. For this reason we have contact a medical training center, called TüPass. The TüPass team provided us their medical equipment and mannequin. In addition, two of their students participated as doctors in the motion capture session, which we have recorded for this case study.

### 7.2.1 Preparation to capture data for the medical scenario

After we have found a place where to record the medical scenario, we had to capture the session. Since most of the equipment needed for the scenario was made of metal or contained metal parts, we had doubts that there is magnetic interference in the space. This might cause bad quality of the motion capture data (see section 3.3.2.2). Therefore, before capturing the session, we did some tests, in which we have recorded ourselves walking around the different objects of the space and touching the equipment needed for the examination of the patient. Using the Xsens MVN software we have checked in real-time whether there was magnetic interference in the tracking space (see section 3.3.2.2). Although, some objects were causing magnetic interference, it was not enough to cause noisy data.

Then, we were ready to capture the medical scenario. For this scenario we were going to have to performers walking in the scene and interacting with each other. When capturing motions of more than one performer, synchronization is an important factor. We have used magnetic motion capture system to capture the motions of the performers simultaneously (see section 3.3.2.2).

To capture the data more accurately we needed to calibrate the system before capturing the session. In addition to have more accurate results Xsens MVN needs as input the exact measures of the performers (see section 3.3.2.2). We have measured these and gave them as an input to the system. Then each performer needed to perform certain motions needed for the calibration of the inertial motion capture suits (see section 3.3.1 and section 3.3.2.2). Finally, when both suits were correctly setup and calibrated, the performer's positions needed to be centered. The centering of the position of the performers may be assumed as part of the calibration, which happens right before capturing the session. The centering of the motion capture suit zeros the drift that appeared
during the calibration of the motion capture suits. This way in the beginning of the session, there is no drift of the data. However, as soon as the performer starts walking drift appears and over time it may become noticeable. Therefore it is preferable that the motion capture sessions are not longer than 10 minutes.

7.2.2 Collecting the motion capture data for the scenario

After we have finished the calibration of the system we were ready to capture the scenario. It was a routine medical scenario, in which two doctors were examining a patient. They were asking him the usual questions that a doctor should ask when examining a patient and doing some routine examinations. The whole scenario was 8 minutes. While capturing the scenario we were monitoring the data in the visualization software. Thus we were able to see whether there were some crucial problems during the recordings. After we have recorded the whole scenario, we have asked the performers to start over. This way we recorded the scenario again to make sure that in case we have problems with some parts of the first recordings we can use the second.

7.2.3 Synchronizing the animations

Figure 6.1 Left: The .mvn file for the girl. Middle: The .mvns file of both performers. Right: The .mvn file of the boy.

The Xsens MVN motion capture system saves the motions of each performer in a separate .mvn file. These files can be converted and used to animate the virtual characters (see section 3.3.4) that will be used in the scenario. In addition Xsens MVN saves a .mvns file, in which one can see the session with all the performers. However, when converting this file to a .bvh or .fbx file, the software creates as many files as the performers in the motion capture session. Moreover no matter whether the converted file comes from the .mvns or the .mvn file, the Xsens MVN software automatically assumes that the animation of each character starts form the 0,0,0 position (Figure 6.1). The reason for this is that this system tracks only the relative position and orientation of the body parts of the performer with respect to the pelvis (see 3.3.2.2). This is why when capturing a session with more than one performers each of the animations of the performers starts at 0,0,0. In order to adjust the position and the orientation of the animations one could use a screenshot from the recordings or pick a frame in which the exact position and orientation of the performers is known (Figure 6.2).
For our scenario we have used a screenshot from the video captured by a camera, which was on the ceiling of the room (Figure 6.4). This way we knew the position and the orientation of each of the performers in each frame. Therefore we have picked a frame from the video and used it in Autodesk 3ds Max 2010 to adjust the initial position and the orientation of the characters. In Autodesk 3ds Max 2010 we have created new layers for the animation of each virtual character. In the new layers we have corrected the animations of the virtual characters. Furthermore, we did some additional adjustments of the data, because of the drifting. There were some frames, in which the arms of the characters were moving through their body. These problems were due to some noise of the data. Therefore, for these frames we have changed the position of the body parts (Figure 6.3).
For this scenario we have modified the male and the female virtual characters that we have used for the second case study. We have changed their clothes, so that they looked like doctors. For rigging our VHs in this scenario, we have used the approach proposed in section 3.3.4.3. For this reason the joints of the bones of our VHs look more realistic in this scenario. We have used HMD as a visualization setup for this application. This was because we wanted to fully immerse the user in the scenario.

**Figure 6.4** Adjusting the position and the orientation of the animations

---

### 7.2.4 Creating the environment

After we have synchronized the animations of our VHs, we had to create a 3D environment, in which they were going to act. Since the scenario recorded with the performers was a medical scenario, we needed a room that resembles hospital. For the sake of time instead of modeling the medical equipment, we have used 3D models from "Evermotion" that were already modeled [Evermotion]. We have picked several models from the 3D library, which we had available. These models were especially chosen to resemble the ones in the TüPass simulator. In addition, to make the environment even more realistic, we have modeled a room, which resembles a room of a hospital. We have rendered ambient occlusion maps of the objects in the scene. Thus, we were going to have more realistic environment in terms of lighting(Figure 6.5).
7.2.5 Exporting the scene into Virtools 5.0

In Autodesk 3ds Max 2010 one can play the animations in many different ways - slow, fast, forwards or backwards. In contrast Virtools 5.0 handles the animations differently. In Virtools 5.0 the animations can only loop and the animation starts again from the position and orientation of the last frame. Therefore, over time the animated characters shift. In order to start the animation from a certain frame and position, one needs to set initial conditions on the animated character. It is very important to synchronize the animations from the very beginning, when having more than one animated walking character in the scene. Otherwise, once the animation starts again the characters will be no longer at the correct position and orientation with respect to each other.

In addition, Virtools 5.0 treats also the characters in a different way than Autodesk 3ds Max 2010. In Virtools 5.0 one can set the whole scene to be handled as one character. Therefore, to make sure that the animations of our VHs will be synchronized, we have exported both the VHs and the room as one character. Consequently, Virtools 5.0 assumed that the objects in scene are dependent on each other as the different parts of a character. As a result, it combined all animations in one and applied it to the whole scene. Thus, the characters in the scene will always be positioned correctly with respect to each other and respect to the room.

7.2.5.1 Adding sound to the scenario

Although, generating the voice of the VH with Natural Reader is convenient, the voice output sometimes lack realism of emotions. In addition, Kasap and Magnenat-Thalmann [2008] also point out the missing naturalness, in automatically generated voices, and explain it with the fact that most synthetic voices have insufficient emotion expressiveness. However, Kasap and Magnenat-Thalmann [2008] notice that there are some scientists that work on the development of software able to generate emotional voice based on text input.
To add more realism to the VHs, we have used the voice of the students as voice of the VHs. We have used the video recordings to extract the sound. Using Adobe Smooth Booth we have divided the sound file into four channels. The first channel contained the voiced of the female doctor, the other the voice of the male doctor, the third - the voice of the patient, while the fourth channel - the sound of the surrounding environment. This would enable us to use 3D sound for our future work.

### 7.3 Conclusions and future work on the case study III

In this case study we have generated a medical scenario with two doctors and a patient. We have outlined the benefits of using such scenarios for training purposes. In addition we have discussed some issues related with capturing of two performers simultaneously. Furthermore, we have explained how to synchronize the animations of characters that are using motion capture data for their animations. Moreover, we have shown that using the motion capture data from the recordings in the TüPass simulator, we can generate realistic medical scenario.

To make the medical scenario even more believable will add facial expressions to the VHs. For the different facial expressions we will use the ones generated for the second case study (see section 6.3). To attach the face to the body of the VHs we will use the same approach as the one used so far (see section 4.3.4.1, section 6.4.2). In addition we can add gaze behavior. We can program an additional script, which directs the gaze of the doctor VH, depending on whether he/she is talking to the other VH doctor or to the patient VH. Furthermore, to increase the realism, we can synchronize the lips of the VHs with the sound (see section 6.4.1). In addition, we can animate the objects, with which the doctors interact in the scenario. This way one can really see that the doctor is examining the patient with stethoscope, for instance.

Since, we have divided the sound from the recording into four different channels, we could play the sound of the scenario in 3D. This way we can fully immerse the user in the scenario. However, to integrate a 3D sound in our scenario we will need a good understanding of sound perception and synchronization. Moreover, in order for the sound to be perceived correctly as 3D, the locations, from which it should be played, need to be accurately calculated.
Future Work

Due to the presented case studies we were able to show that our pipeline for generating realistic VHs works in practice. Using these case studies we wanted to increase the realism of our VHs. Although, we have used our experience from the case studies to improve our VH, for our future work we plan to further develop our VHs in terms of realism of facial and bodily expressions. For this reason, in this chapter we discuss some of the improvements we want to make. In addition, we will describe some improvements that could automate and simplify even more the process of generation of our VH. Finally, we will outline some future work that we want to do using our VHs.

8.1 Improving the VHs in terms of realism

In order to make the facial expressions of our VHs even more realistic, we would like to integrate more sophisticated logic for the blinking and the gaze behavior of our VHs. Although, the logic that we have used, so far, generates realistic blinking and gaze behavior, it is based on data, which we have approximated. For this reason, we would like to use logic, which is based on data collected from studies that investigate the dependency between people's emotions and frequency of blinking and eye movements. In addition, we could generate more facial expressions for each of the VHs. Thus, we will be able to generate scenarios that include more facial emotions. Moreover, to fully synchronize the lip motions of the VHs with the sound, we could use lip synchronization engine, similar to the one used in the DEIRA project [Francois et al. 2008].

To increase the realism of the body emotions of our VHs, we would like to record more animations for each emotion. As we have already discussed in section 5.4 humans do not always use the same body motions to express particular emotion. Therefore, we want to capture different body expressions of an emotion that range from extreme to close to neutral. We will use the collected data to animate our VHs. Thus, depending on the way that the emotion needs to be expressed, the user of the application will be able to choose the degree of expressiveness of the body motions of the VH. In the future, we could also use software that morphs the animations in real-time better than Virtools 5.0. This way we could achieve smoother transitions between the body emotions of the VH.

Because of the limited time, which we had for this work we were not able to include realistic finger motions and hand gestures. These are also considered to be important when generating realistic VHs [Furniss 2000]. For this reason, our plans for this project also include integrating realistic finger and hand motions in our pipeline. To do so we need to capture realistic finger motions and hand gestures. We plan to do this using the Vicon motion capture system (see section 3.3.2.1).

8.2 Further automating the process of generation of the VHs

Although, the process of generation of our VH is not complicated, we want to further simplify it. Therefor we are collaborating with computational linguists to gain tools that are automatically annotating texts for emotions, using natural language processing and machine learning. An example of such tool is the one developed in Volkova et al. [2010b], for which we have generated a virtual storyteller (see Chapter 5). Such tool would be very helpful to automatically annotate large text collections, which we could then use to automatically animate.

In addition, in the second case study presented in this work we generated a conversation based only on text. To generate the sound that was used in this scenario, we have manually calculated the timing of each dialogue line (see section 6.4.1). Since the text
used for the scenario was not long, annotating the timing manually was not a problem. However, we believe that our approach will be used to create plenty of such scenarios. Most probably these scenarios will be much longer than the one generated in Chapter 6. Therefore, for our future work we will use automatic text aligner software to get the timing of each text chunk automatically, and thus simplify the generation of the scenario.

8.3 Using the VHs in practice

Furthermore, we would like to capture sessions using both Vicon and Xsens MVN together and record more accurate data (see section 3.3.2.5). We could use both systems not only for capturing the body motions of different expressions, but also for capturing more medical scenarios. However, the latter can be done only in case our collaborators from the TüPass simulation center agree to bring their equipment to our lab. This way we could capture sessions of different medical procedures, which we can combine in a learning application for medical students or we could use to study the perception of the scenario.

Our idea is to capture procedures, which need to be done when examining a patient. We will divide each scenario in several parts. At the end of each part, the student will be able to choose what to do next. Depending on their decision, the animation of the chosen procedure will play. This way by enabling the students to make decisions, they can see the outcome of their work in the VR. Once they have experienced the situation they may feel more confident, when doing the simulations in the training centers and further in practice.

Moreover, in case we can expand our work further we would capture sessions, in which we want to study the perception depending on the perspective of the user. We could do this by showing the participant the point of view of the other participants or the whole scene. This way we can also study the way the patient perceives the scenario, which is otherwise difficult in trainings where the patient is a mannequin. This might be even beneficial for researchers that try to improve the way the patients are treated.
Conclusion

In this master thesis we have proposed a pipeline for generating realistic VH using previously annotated texts for emotions. To express realistic body emotions, our VH uses animations generated from motion capture data. To generate realistic facial expressions of our VH we have predefined meshes of face motions and expressions. We have animated these meshes using the blendshape method. Thus after generating the body emotions and the facial expressions separately, we have combined them using Virtools 5.0 to generate our VH. To generate the sequences of emotions that our VH should express, we have programmed a script in Virtools 5.0. The script uses as input text file, which contains information extracted from previously annotated text for emotions. Depending on the purpose of the application one can use one text file to generate the bodily and facial expressions or two separate files. To create the input files one needs to annotate the text of the scenario for emotions and then estimate the duration of each emotion, based on the spoken text. The input file should contain the sequence of the emotions and the duration of each emotion. This way the intended emotion that the text should convey is expressed by our VH. To be more expressive our VH has an implemented logic for blinking and gaze direction. In addition we have integrated a script, which synchronizes the lip motions based on the given sound file of the text.

In addition, in this work we have presented three case studies. We have used them not only to test different features of the VHs generated with our pipeline, but also to show different practical implementations of our pipeline. In the first case study we have shown that our VH could be used as a visualization tool for different computational linguistics based algorithms. These algorithms are used to annotate text with different tags. There are many researchers that need to visualize their algorithms, in order to test whether the text annotated by the machine seems natural to the user or not. Additionally, in this case study we have evaluated the realism of the emotions expressed by our VH. To do so we have used text annotated for emotions by an amateur actor. The emotions from the annotated text were given as input to the virtual storyteller, generated using our pipeline. Then we have performed a user study, in which we have asked our participants to annotate a video of the virtual storyteller for emotions. Then to evaluate the realism of emotions expressed by our virtual storyteller, we have compared the perceived with the intended emotions.

Although, the results from the first case study suggested that our VH can express realistic emotions, some improvements were needed. Therefore, in the second case study we have used different approach for rigging the virtual characters. In addition, we have generated new face meshes. In the second case study we have shown that when using our pipeline, one can even generate a conversation between VHs using only the written text of the scenario. This way one can generate plenty of different scenarios, without capturing new motions or recording the voices of the VHs. While describing our approach of generating the conversation, we have outlined some issues related with synchronization of lips with sound and sound with motions. Using this case study we have also integrated realistic facial expressions in HMD VE. This was something very challenging. Although, there are many different techniques for facial animations, only some of them can be used for facial animations in real-time. Therefore, so far no one from our lab has implemented realistic facial expressions in HMD VE. In contrast to other researchers, who have developed applications of realistic facial expressions and visualized only the head of the VH, we have combined realistic facial expressions with realistic body motions in HMD VE. Thus our VH has body and face as a real human.
Finally, in our third case study we have generated a medical scenario. In this case study we have used different approach for the body animations of the VHs. The reason for this was that the virtual characters were walking. Therefore, we have shown an approach for capturing the body motions of two performers simultaneously. We have used this case study also to point out that VR can be very beneficial for training purposes. Such scenario can be also used to investigate the impact of the perspective (1st person, 2nd person, or 3rd person) on memory or the influence of the perspective on perception. More particularly it could be used to study the influence of perspective on perception of emotions, perception of different events in interprofessional education or memory of the conversation.

As a conclusion we want to summarize that in our work we have accomplished several important things. First, we have proposed a pipeline, with which one can generate VHs that expresses realistic facial and bodily emotions. Second, while creating the proposed pipeline we considered that many applications used to create realistic VH are difficult to modify by people, who do not have very good programming skills. Therefore, using our pipeline we have generated a realistic VH, which can be easily modified according to the purpose of the application. Third, we have integrated realistic facial expressions in HMD VE, which has not been done yet in our lab. Thus our work will be very beneficial for many scientists.
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Glossar

3D accelerometers - a device, which measures acceleration and detects and measures the vibration of machines, buildings, vehicles, etc. It is also used to measure inclination or seismic activity [3DA].

3D gyroscope - a device, which for measures or maintains the orientation of the objects within a 3D space [HSWG].

3D magnetometers - a device used to measure the strength or the direction of a magnetic field. Magnetometers are often used to measure the earth's magnetic field [SHSWM].

3D scanners - device used for capturing realistic facial expressions.

4D scanner - a dynamic scanner that allows capturing the motions of the face. [Wallraven et al. 2008].

Actor - a skeletal structure in Autodesk MotionBuilder used for animating characters

Adobe Smooth Booth - Adobe software for editing sound

ambient occlusion - a shading method used in 3D graphics

Animation - a sequence of images, which is rapidly displayed

Autodesk Maya - software for 3D modeling, animation and rendering

Autodesk 3ds Max - software for 3D modeling, animation and rendering

Autodesk MotionBuilder - 3D character animation software

believable or realistic VHs - match the real world expectations of the user

biofeedback sensing - is used for biomechanics and sports [MoCapOverview].

biped - skeletal structure assigned to the character, which should be animated.

blendshape - a popular facial animation, in which one needs to predefine different meshes of a virtual character.

body motion capture - recording body motions with the help of a motion capture system

CMU database - motion capture database developed by Carnegie Mellon University

crowd simulation - VHs that populate VEs to make them more realistic. Such VHs should have human-like motions and interact with each other in a human-like way [McDonnell & O’Sullivan, 2010; Ennis et al. 2010].

Dassault Systemes 3DVIA Virtools 5.0 - a platform for creating interactive 3D applications [3DVIA]

electric field sensing - uses the body as transmitter and measures [MoCapOverview]

embodied conversational agents - VH that can express realistic facial expressions and gestures and can carry on dialogue

FaceAPI - Seeing Machines is a tracking system developed especially for face tracking. [FaceAPI]

FaceLab - software developed also by Seeing Machines that can track the gaze direction in real-time. [FaceAPI]
**Face motion capture** - recording face motions with the help of a motion capture system

**FACS database** - face data base, which consists different images of face motions

**Head Mounted Display** - type of setup for VR visualization that is worn on the head

**interprofessional education or training** - education or training, during which the students or the participants have the opportunity to experience the scenario from the perspective of their teammates. This way they learn to appreciate the work of their teammates.

**inertial motion capture suit** - a special suit, used by magnetic motion capture systems, such as Xsens MVN

**Inertial sensing** - measures different characteristics such as acceleration, orientation, etc. [MoCapOverview].

**machine learning algorithm** - A computer program that learns with respect to a specific task from some predefined rules

**magnetic motion capture** - type of motion capture, which uses sensors placed on the body to capture the motions of the performer

**Masters** - are part of the Xsens MVN system responsible not only for supplying the sensors with power, but also for synchronizing the sensors and are used for the communication and data exchange between the sensors and the computer [Roetenberg et al. 2009].

**mechanical motion capture** - type of motion capture, in which the performer needs to wear basic skeleton made of metal pieces and hooked on the hands, legs and corpus of the performer [MoCapOverview].

**mesh** - the shape of a virtual character that consist of the polygons of the character, the texture and the materials

**motion capture Databases** - example CMU database

**motion capture** - the process of recording and saving movements, which can be further used for different purposes

**motion capture data** - the data recorded during the process of motion capture

**motion capture systems** - system used for recording motions in a data format, which can be further used for different purposes

**motion tracking system** - system that tracks specific points of the object of interest and collects data that can reproduce motions

**MPI face database** - face database, which consists of more than 200 face scans of different faces [MPIfdb]

**Natural Reader** - software, which converts written texts into sound files.

**nonverbal communication** - communication without words. This type of communication uses hand gestures, head movements, gaze behavior, etc.

**Poser** - software for 3D design and animation [Poser]

**optical motion capture** - type of motion capture

**reflective markers** - markers used by the optic motion capture system to track objects.

**rigging** - Rigging is a process, in which, similarly to the skinning, weights of the biped's bones are assigned to the vertices of the mesh. When rigging a mesh of a virtual character, one can better define the bone's weights to the particular vertex [A3MH].
sensors - used by Xsens MVN, to track the position, orientation and acceleration of the performer

skinning - the weighting that a particular bone of the biped has assigned to a certain vertex of the mesh [A3MH]

Take - part of a motion capture session

Text aligner - software, which uses written texts, to determine the time needed for the utterance of the text chunks.

T-Pose - pose, in which the person stands upright, the arms are spread horizontally and the thumbs are forward [Roetenberg et al. 2009].

TüPass - medical training center

uncanny character - character that makes people feel something unnatural or a lack of empathy

uncanny valley - a theory developed by Masahiro Mori during the 70’s [Mori 1970]. It argues that the mismatch between the person's real world experience and the human-like character or robot makes people feel something unnatural or a lack of empathy [Mori 1970; McDonnell & Breidt 2010]

Vicon IQ - software used by Vicon optical motion capture system

Vicon Tracker - software used by Vicon optical motion capture system

Vicon system - optical motion capture system

virtual character - a 3D generation of a character

virtual environments - computer simulated virtual world

virtual human - “are software artifacts that look like, act like and interact with humans but exist in virtual environments” [Swartout et al. 2006].

virtual reality - computer simulated environment

Calibration - a process for setting up specific measurements, with which the motion capture data is more accurate and less noisy

Xsens MVN - magnetic motion capture system that uses 17 inertial, magnetic sensors to capture the motions of the different body parts a typical example of a real-time full body magnetic motion capture system using only motion capture suits and no cameras or external markers [Damgrave & Lutters 2009; Roetenberg et al. 2009].
### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D</td>
<td>two dimensional</td>
</tr>
<tr>
<td>3D</td>
<td>three dimensional</td>
</tr>
<tr>
<td>4D</td>
<td>four dimensional</td>
</tr>
<tr>
<td>AA</td>
<td>animated agent</td>
</tr>
<tr>
<td>ABW</td>
<td>not provided in the reference</td>
</tr>
<tr>
<td>ASCII</td>
<td>American Standard Code for Information Interchange</td>
</tr>
<tr>
<td>CAVE</td>
<td>Cave Automatic Virtual Environment</td>
</tr>
<tr>
<td>CMU</td>
<td>Carnegie Mellon University</td>
</tr>
<tr>
<td>DEIRA</td>
<td>Dynamic Engaging Intelligent Reporter Agent</td>
</tr>
<tr>
<td>ECA</td>
<td>embodied conversational agent</td>
</tr>
<tr>
<td>etc.</td>
<td>et cetera</td>
</tr>
<tr>
<td>ES</td>
<td>emotion state</td>
</tr>
<tr>
<td>FACS</td>
<td>Facial Action Coding System</td>
</tr>
<tr>
<td>HDM05</td>
<td>not provided in the reference</td>
</tr>
<tr>
<td>HMD</td>
<td>Head Mounted Display</td>
</tr>
<tr>
<td>LCD</td>
<td>liquid crystal display</td>
</tr>
<tr>
<td>m</td>
<td>meter</td>
</tr>
<tr>
<td>MPI</td>
<td>Max-Planck Institute</td>
</tr>
<tr>
<td>MRE</td>
<td>Mission Rehearsal Experience</td>
</tr>
<tr>
<td>PC</td>
<td>personal computer</td>
</tr>
<tr>
<td>TüPass</td>
<td>Tübinger Patienten-Sicherheits- und Simulations-Zentrum</td>
</tr>
<tr>
<td>US</td>
<td>United States</td>
</tr>
<tr>
<td>USA</td>
<td>United States of America</td>
</tr>
<tr>
<td>VE</td>
<td>virtual environment</td>
</tr>
<tr>
<td>VH</td>
<td>virtual human</td>
</tr>
<tr>
<td>VR</td>
<td>virtual reality</td>
</tr>
</tbody>
</table>
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