The impact of abrupt suspension of solar radiation management (termination effect) in experiment G2 of the Geoengineering Model Intercomparison Project (GeoMIP)
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[1] We have examined changes in climate which result from the sudden termination of geoengineering after 50 years of offsetting a 1% per annum increase in CO₂ concentrations by a reduction of solar radiation, as simulated by 11 different climate models in experiment G2 of the Geoengineering Model Intercomparison Project. The models agree on a rapid increase in global-mean temperature following termination accompanied by increases in global-mean precipitation rate and decreases in sea-ice cover. There is no agreement on the impact of geoengineering termination on the rate of change of global-mean plant net primary productivity. There is a considerable degree of consensus for the geographical distribution of temperature change following termination, with faster warming at high latitudes and over land. There is also considerable agreement regarding the distribution of reductions in Arctic sea-ice, but less so for the Antarctic. There is much less agreement regarding the patterns of change in precipitation and net primary productivity, with a greater degree of consensus at higher latitudes.


1. Introduction

[2] Even under the most optimistic scenarios, greenhouse gas concentrations are predicted to continue to rise into the future leading to significant global warming. Geoengineering via solar radiation management (SRM), i.e., the deliberate brightening of the planet in order to reflect additional sunlight back to space to counteract greenhouse gas induced warming, has been suggested as a plausible countermeasure [e.g., Maunder, 1991; Crutzen, 2006]. With this in mind, the Geoengineering Model Intercomparison Project (GeoMIP) was established to intercompare results from a wide variety of state-of-the-art coupled atmosphere-ocean general circulation models under specific, nominally identical idealized scenarios [Kravitz et al., 2011]. Geoengineering was simulated either by a reduction of the solar constant in GeoMIP experiments G1 [Schmidt et al., 2012; Kravitz et al., 2013] and G2, or by increasing the concentration of stratospheric aerosols in experiments G3 and G4 to increase the reflection of sunlight away from the Earth.

[3] One of the issues surrounding geoengineering is that of “moral hazard,” the possibility that if large-scale climate engineering is indeed deployed to counteract increases in global temperature, then nothing significant will be done to reduce greenhouse gas emissions as global warming will no longer be perceived as a problem [Schneider, 2001; Robock, 2008; Shepherd et al., 2009]. If this were to happen then geoengineering efforts would need to be maintained for many years to keep global warming below potentially dangerous levels [Boucher et al., 2009]. The expectation that humankind would be able to continuously maintain a geoengineering effort at the required level for this length of
**Figure 1.** Evolution of annual mean anomaly of global mean near-surface air temperature (K) in the G2 simulations (solid lines) with respect to the long-term mean from each model’s CMIP5 piControl simulation. Time series from corresponding 1pctCO2 simulations are also shown (dotted lines). The termination of geoengineering in the G2 simulations is indicated by the dashed vertical line.

Time is questionable, to say the least. It therefore appears relevant to investigate the so-called “termination effect”: what might be the climatic impacts of a sudden termination of geoengineering after a number of years during which it was used to counterbalance greenhouse gas increases? The rate of climate change is important because the ability of ecosystems to respond can be compromised if the changes are too rapid [e.g., Davis and Shaw, 2001].

The effects of sudden changes in forcing have been studied previously for both increases [e.g., Geoffroy et al., 2013] and decreases [e.g., Held et al., 2010] in greenhouse gas forcing. It has also been studied in specific geoengineering contexts using individual models [Wigley, 2006; Matthews and Caldeira, 2007; Robock et al., 2008; Brovkin et al., 2009; Irvine et al., 2012]. All these studies found a rapid response to sudden changes in forcing, with global mean temperatures responding to the new forcing levels within 5 years or so. Here we use a common experimental design to compare the responses of different climate models to the termination of geoengineering in an idealized scenario, described below. These are not in any way projections of what might happen under specific climate/geoengineering conditions, but rather an examination of the level of agreement between current climate models in an idealized termination scenario. Of course, other more or less extreme scenarios could be examined, but the rationale of studying such scenarios would be the same: to assess the robustness of model responses by identifying the degree of inter-model similarity under a particular scenario.

**2. Modeling Framework**

We have analyzed the termination effect in GeoMIP experiment G2 [Kravitz et al., 2011] using data provided by 11 different modeling groups (see Table 1 in Kravitz et al. [2013] for details of the models). GeoMIP experiment G2 is parallel to the CMIP5 simulation known as 1pctCO2 (1% CO2 rise per annum from preindustrial levels; Taylor et al. [2012]) and attempts to counteract the increasing CO2 concentration by a gradual reduction of the solar constant, calculated as follows. The reduction of the solar constant required to counteract a quadrupling of CO2 from preindustrial levels, ΔS, had previously been evaluated for each model for GeoMIP experiment G1 [Kravitz et al., 2013]. This was done by ensuring that the top-of-atmosphere (ToA) net radiation over the first 10 years of a simulation with 4 × CO2 levels and reduced solar constant was within 0.1 W m⁻² of that of each model’s CMIP5 preindustrial control (piControl) simulation. The logarithmic dependence of radiative forcing on CO2 concentration means that forcing increases in an approximately linear manner during 1pctCO2. Given that a 1% increase of CO2 per annum reaches 4 × CO2 after ~140 years, the value of ΔS, calculated for G1 can be used to construct a linear rate of decrease of the solar constant to offset a 1% per annum CO2 increase. Note that the forcing from ΔS, may not be identical (but of opposite sign) to that due to 4 × CO2 as the efficacy of solar forcing may not be unity [Hansen et al., 2005; Schmidt et al. 2012] found a mean solar efficacy of 0.78 for four of the models participating in the present study. The rate of decrease of the solar constant may be refined if necessary to ensure that, as with experiment G1, the ToA net radiation over the first 10 years of G2 was within 0.1 W m⁻² of each model’s piControl.

Geoengineering was terminated after 50 years and the simulations continued for a further 20 years. It should be noted that both 1pctCO2 and G2 are highly idealized simulations and not actual climate change projections. Nevertheless, they are useful tools in examining the responses of a range of different climate models to geoengineering and its termination.

**3. Results**

**3.1. Global-Mean Changes**

Figure 1 shows the evolution of global-mean near-surface air temperature anomalies from the various G2 simulations (solid lines) and their corresponding 1pctCO2 simulations (dotted lines). Anomalies are calculated against

**Table 1. Residual Differences in Global-Mean Near-Surface Air Temperature (Δ(T), K) and Precipitation Rate (Δ(pr), mm d⁻¹) Between G2 and 1pctCO2 Simulations Over the Final Decade (Years 61–70) of the G2 Experiment (G2 Minus 1pctCO2)***

<table>
<thead>
<tr>
<th>Model</th>
<th>Δ(T)</th>
<th>Δ(pr)</th>
<th>Δ(T1pctCO2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BNU-ESM</td>
<td>-0.24</td>
<td>-0.004</td>
<td>2.43</td>
</tr>
<tr>
<td>CanESM2</td>
<td>-0.37</td>
<td>-0.024</td>
<td>2.13</td>
</tr>
<tr>
<td>CCSM4</td>
<td>-0.09</td>
<td>-0.008</td>
<td>1.63</td>
</tr>
<tr>
<td>CESM-CAM5.1-FV</td>
<td>-0.28</td>
<td>-0.018</td>
<td>2.06</td>
</tr>
<tr>
<td>GISS-E2-R</td>
<td>-0.11</td>
<td>-0.009</td>
<td>1.37</td>
</tr>
<tr>
<td>HadCM3</td>
<td>-0.13</td>
<td>-0.010</td>
<td>1.97</td>
</tr>
<tr>
<td>HadGEM2-ES</td>
<td>-0.35</td>
<td>-0.022</td>
<td>2.31</td>
</tr>
<tr>
<td>IPSL-CM5A-LR</td>
<td>-0.25</td>
<td>-0.022</td>
<td>1.85</td>
</tr>
<tr>
<td>MIROC-ESM</td>
<td>-0.31</td>
<td>-0.022</td>
<td>1.90</td>
</tr>
<tr>
<td>MPI-ESM-LR</td>
<td>-0.01</td>
<td>-0.004</td>
<td>1.83</td>
</tr>
<tr>
<td>NorESM1-M</td>
<td>+0.05</td>
<td>-0.001</td>
<td>1.26</td>
</tr>
</tbody>
</table>

* Differences which are not statistically significant at the 5% level are shown in bold. Also given (Δ(T1pctCO2), K) is the mean warming in 1pctCO2 for years 61–70 compared with piControl for each model.
the long-term mean of each model’s CMIP5 piControl simulation. It is clear that the different models have maintained global-mean temperatures near preindustrial levels during the geoengineering phase with varying degrees of success. The multimodel mean temperature anomaly in G2 at year 50 is 0.12 ± 0.35 K, over a degree cooler than the mean anomaly in 1pctCO2 (1.33 ± 0.30 K). Understanding why certain models have greater or lesser amounts of warming would require detailed analysis of the models in question, which is beyond the scope of this study.

[8] Of more relevance here is that when geoengineering is terminated, all models warm rapidly, tending toward their respective 1pctCO2 temperatures at broadly similar rates (mean e-folding time is 6.3 ± 2.0 years, calculated from linear fits to the natural logarithm of G2 anomalies with respect to 1pctCO2). This rate of change is similar to those found previously, e.g., Geoffroy et al. [2013] found a mean fast-response relaxation time of 4.1 years when examining the response to an instantaneous 4 × CO2 change in 16 CMIP5 models. Most of the G2 simulations do not quite reach their respective 1pctCO2 temperatures within the period of the G2 experiment due to reduced ocean heat uptake during 50 years of geoengineering. The residual temperature differences averaged over the final decade of the experiment are given in Table 1.

[9] Figure 2 shows the evolution of global-mean precipitation rate. All models except one show varying degrees of reduction in precipitation rate during the geoengineering period, again followed by a rapid increase on termination. The one model in which global-mean precipitation is roughly constant during the geoengineering period (BNU-ESM) is the one which shows the greatest degree of warming during this period, a demonstration of how global SRM cannot maintain both global-mean temperature and precipitation simultaneously [e.g., Ban-Weiss and Caldeira, 2010]. As with near-surface temperature, global-mean precipitation rate in the majority of G2 simulations does not quite recover to 1pctCO2 levels within the period covered by this experiment (Table 1).

[10] Figure 3 shows the evolution in land net primary productivity (NPP), a measure of the flux of carbon to (or from) land-based vegetation (note that HadCM3 does not simulate this quantity). There is a much larger range of NPP from the different models compared with temperature or precipitation, reflecting the different parameterizations (or implementations thereof) in each model. As photosynthesis is enhanced by higher CO2 levels, the changes in global-mean NPP are dominated by the steady rise in CO2 throughout both 1pctCO2 and G2 simulations. An examination of the linear trends in global-mean NPP before and after geoengineering termination reveals no agreement between the models on the impact of termination. Five models show no significant alteration in the rate of change of NPP (at the 5% significance level), and of the five which do show a significant change, four exhibit a slowdown in the rate of NPP increase while one has an acceleration.
The evolution of Arctic and Antarctic sea-ice areas are shown in Figure 4 (only data from the five models indicated are included due to technical difficulties in analyzing the sea-ice data from the other models). In the Arctic, there is considerable difference between the models as to the rate of sea-ice loss in the 1pctCO2 simulations, whereas the models are rather more consistent in the Antarctic. During the geoengineering phase of G2, both Arctic and Antarctic sea-ice amounts are roughly constant compared with the decline in 1pctCO2. This is consistent with the mean rate of polar warming being between ~10 (Arctic) and ~8 (Antarctic) times slower during geoengineering in G2 compared with 1pctCO2 for these models. Changes in Antarctic sea-ice are generally smaller than those in the Arctic, both in 1pctCO2 and in G2 following termination. Once geoengineering is terminated, all models show a rapid decline in sea-ice toward the levels of the 1pctCO2 simulations, although there is a great deal of variability evident in the GISS-E2-R model in the Antarctic.

### 3.2. Quantifying the Termination Effect

A simple approach to quantifying the termination effect is to calculate for each model a nondimensional “termination acceleration factor” (α). For global-mean near-surface air temperature $T$, we define $\alpha(T)$ as the mean rate of change in G2 during the decade immediately following geoengineering termination normalized by the mean rate of change over the whole 1pctCO2 simulation; rates of change are calculated using simple linear regression. $\alpha(T)$ is therefore a measure of how much faster the planet warms following termination compared with the warming due to a 1% CO$_2$ rise per annum. Its absolute value is a function of the scenario being considered and the date of geoengineering termination, so $\alpha(T)$ should only be used as a means to compare model results within a specific context. As defined, $\alpha$ is only applicable for experiments where the control simulation has a simple, broadly monotonic increase in net forcing, such as the 1pctCO2 simulation used as the control for G2. Alternative definitions of $\alpha$ could be devised using different time periods or fitting methods (the changes in the termination phase are obviously not linear), but for the purposes of intercomparison between different models in the same experiment, we consider the simple approach taken here to be adequate. Similar termination acceleration factors can be determined for global-mean precipitation rate ($\alpha(pr)$), net primary productivity ($\alpha(NPP)$), and sea-ice cover ($\alpha(SIC)$). Values of $\alpha$ from the G2 models are given in Tables 2 and 3.
Figure 6. (a)–(d) As in Figure 5 but for the rate of change of annual-mean precipitation rate (mm day\(^{-1}\) per decade). (e) As in Figure 5 but also including negative values which indicate areas where the changes in G2 and 1pctCO2 are of opposite sign. (f) As in Figure 5.

There is clearly a wide range of \(\alpha\) across the models, but all indicate a significant post-termination increase in the rate of warming (mean acceleration factor of 4.1) and global-mean precipitation rate (mean acceleration factor of 6.9) compared with the 1% CO2 per annum scenario. It should be borne in mind that the amplitude of forcing the models are responding to at termination depends on the amount the solar constant was reduced in each model to counteract CO2 increases and so is not identical across models. The models are in closer agreement regarding the acceleration factor for temperature (one standard deviation of \(\alpha(T)\) being \(\pm 30\%\) of the mean value; see Table 2) than for precipitation (one standard deviation is \(\pm 45\%\) of the mean).

In contrast, differing behaviors among the models are indicated by the range of values for \(\alpha(NPP)\). Seven of the models show values of \(\alpha(NPP)\) which are <1, indicating a slowing of the rate of increase of NPP when geoengineering is terminated. This is consistent with a negative impact on plant growth of the rapid warming following termination. However, three models have \(\alpha(NPP) > 1\), indicating an acceleration in NPP growth. One of these models (CCSM4) is the model that was found to have a statistically significant increase in the rate of global-mean NPP growth in section 3.1. The models which exhibit this behavior are the only ones in this comparison which include a treatment of the nitrogen cycle, in which nitrogen deposition is kept constant at 1850 levels in both 1pctCO2 and G2 simulations. The acceleration of NPP is a fertilization effect \cite{Thornton et al., 2009}, caused by the liberation of nitrogen brought about by the increased rates of microbial decomposition in soils as the climate warms following geoengineering termination. However, as shown in Figure 3, there is very little difference between each model’s G2 and 1pctCO2 simulations, so this result may not be robust: of the three models with a nitrogen cycle, only one showed a statistically significant change (increase) in global-mean NPP following termination. The inclusion of the nitrogen-carbon cycle

<table>
<thead>
<tr>
<th>Model</th>
<th>(\alpha(T))</th>
<th>(\alpha(pr))</th>
<th>(\alpha(NPP))</th>
</tr>
</thead>
<tbody>
<tr>
<td>BNU-ESM</td>
<td>2.40</td>
<td>3.98</td>
<td>0.95</td>
</tr>
<tr>
<td>CanESM2</td>
<td>3.92</td>
<td>5.30</td>
<td>0.28</td>
</tr>
<tr>
<td>CCSM4</td>
<td>3.54</td>
<td>6.29</td>
<td>1.77</td>
</tr>
<tr>
<td>CESM-CAM5.1-FV</td>
<td>4.30</td>
<td>6.91</td>
<td>1.67</td>
</tr>
<tr>
<td>GISS-E2-R</td>
<td>7.00</td>
<td>15.12</td>
<td>0.42</td>
</tr>
<tr>
<td>HadCM3</td>
<td>4.63</td>
<td>8.49</td>
<td>0.23</td>
</tr>
<tr>
<td>HadGEM2-ES</td>
<td>3.60</td>
<td>4.79</td>
<td>0.67</td>
</tr>
<tr>
<td>IPSL-CM5A-LR</td>
<td>3.34</td>
<td>4.75</td>
<td>0.84</td>
</tr>
<tr>
<td>MIROC-ESM</td>
<td>4.55</td>
<td>4.96</td>
<td>0.47</td>
</tr>
<tr>
<td>MPI-ESM-LR</td>
<td>4.95</td>
<td>6.93</td>
<td>0.17</td>
</tr>
<tr>
<td>NorESM1-M</td>
<td>3.31</td>
<td>7.99</td>
<td>1.58</td>
</tr>
</tbody>
</table>

Mean: \(4.1 \pm 1.2\) \(6.9 \pm 3.1\) \(0.88 \pm 0.60\)

*The mean is given ± one standard deviation.
interaction in these models also reduces the CO2 sequestered in land ecosystems and hence absolute levels of NPP [Thornton et al., 2009]. These three models exhibit the lowest increase in global-mean NPP (Figure 3) because the inclusion of the nitrogen cycle leads to a lower rate of carbon uptake with increasing levels of CO2 compared with models which do not simulate the nitrogen cycle.

The values of \( \alpha \) given in Table 3 show only a limited degree of agreement among the models considered. All show an increase in the rate of Arctic sea-ice loss, consistent with the rapid warming in the termination phase. Antarctic sea-ice also shows an increased rate of decline in four of the models analyzed, and whilst the remaining model (GISS-E2-R) actually shows a small increase in sea-ice compared with 1pctCO2 (\( \alpha < 0 \)), although an examination of Figure 4 indicates that this is best interpreted as "little change". There is no agreement as to whether acceleration of sea-ice change is greatest in the Arctic or in the Antarctic following geoengineering termination.

### 3.3. Geographical Variations

In addition to considering the rate of global-mean change following termination, it is also important to consider the geographical distribution of such changes. The impacts of regional changes in temperature, precipitation, NPP, and sea-ice are of more relevance than global-mean changes to natural ecosystems and to the response of human societies, such as the amount of adaptation required to respond to termination-induced changes.

As in Figure 6 but for the rate of change of terrestrial net primary productivity (g[C] m\(^{-2}\) yr\(^{-1}\) per decade).
Both Figures 5a and 5c indicate higher warming rates over land compared with ocean areas, as expected from the higher heat capacity of the oceans. These figures also indicate faster warming in the Northern Hemisphere compared with the Southern, with the highest rate of warming over the Arctic with a maximum in the Barents Sea. For comparison, the observed rate of warming of the Arctic has been up to ~0.4 K/decade over the last several decades [Chapin et al., 2005], while the mean rate of change predicted by the models is ~0.7 K/decade in 1pctCO2 compared with ~2.4 K/decade in G2 after termination of geoengineering. While the greatest warming is at high latitudes and over land in both G2 and 1pctCO2, Figures 5e and 5f show that the greatest acceleration of warming after geoengineering termination tends to be at lower latitudes and over oceans.

The rate of change of precipitation rate, calculated in the same manner as for temperature, is shown in Figure 6. It is evident that there is much less intermodel agreement regarding precipitation changes than there is for changes in temperature. There is, however, a degree of consensus for precipitation rate increases after termination in G2 at mid-latitude to high latitude (Figure 6b), which are areas where there is a large suppression of precipitation under SRM geoengineering [Schmidt et al., 2012]. There are also indications of agreement on precipitation reduction in G2 in the areas around the Caribbean, the Mediterranean and the north of South America. The patterns of increase and decrease in G2 (Figure 6a) are also seen in 1pctCO2 (Figure 6c) but at a much slower rate, as indicated by the distribution of $\alpha(pr)$ shown in Figures 6e and 6f. The areas where the majority of models agree on the sign of precipitation changes in G2 (Figure 6b) are broadly the same as those in 1pctCO2 (Figure 6d), suggesting that the intermodel differences are not scenario-dependent. The pattern of precipitation changes seen here is also found in modeling studies of a quadrupling of CO$_2$ concentrations from preindustrial levels [Schmidt et al., 2012].

Note that Figure 6e shows areas where $\alpha(pr)$ is negative, indicating that the multimodel mean precipitation changes in G2 and 1pctCO2 are of different signs in these areas (which are not, however, regions of model agreement). Negative values of $\alpha$ (for whichever variable) highlight areas where the response to termination may be qualitatively different to that under 1pctCO2 and not simply a scaled version of the same response. This is especially the case for NPP as described below.

The multimodel mean of the rate of change of NPP over the termination phase of G2 is shown in Figure 7a. Over most of the land surface north of about 30°N Figure 7b indicates that the models agree on an increase in NPP as the vegetation responds to warmer conditions in a high-CO$_2$ environment. In contrast, at lower latitudes, there are indications of a reduction of NPP in areas such as the north of South America and around the Mediterranean, probably related to both reduction in precipitation and rapid warming in areas which may already be heat-stressed. However,
it is clear from Figure 7b that there are also large areas of disagreement among the models at low latitudes. The response in 1pctCO2 is shown in Figures 7c and 7d and shows a general agreement among models for increases in NPP over almost all land areas in this scenario. At high latitudes, NPP increases more slowly in 1pctCO2 than in the termination phase of G2, whereas at low latitudes, 1pctCO2 still shows positive rates of change of NPP in areas where G2 has negative changes (Figures 7e and 7f). Given that the rate of near-surface temperature increase at low latitudes is 3–5 times larger in the termination phase of G2 compared with 1pctCO2, this is perhaps not surprising. Figure 8 shows the results when only considering the three models which include a treatment of the nitrogen cycle. As expected from the global-mean results, these show much lower rates of change of NPP in both G2 and 1pctCO2 (Figures 8a and 8c) and also more areas of positive $\alpha$(NPP) when compared with Figure 7. Even these three models do not agree, however, on the sign of the change in NPP following termination in many areas (Figure 8b).

Figures 9a and 10a show the multimodel mean rates of change of Arctic and Antarctic sea-ice cover, respectively, during the termination phase of G2 using the models listed in Table 3. There is more agreement for changes in the Arctic compared with the Antarctic (Figures 9b and 10b), with areas of disagreement in the Arctic largely restricted to the periphery of the sea-ice. This is also seen in the Antarctic, but there are also areas of disagreement which extend right to the coast in the east of the Weddell Sea (east of the Antarctic Peninsula) and also from the Ross to the Amundsen Seas (lower left quadrant in Figure 10b). For the 1pctCO2 simulations, the changes are slower and there is general agreement between the models for Antarctic changes (Figure 10d). Figures 9e and 9f indicate that the greatest accelerations of sea-ice loss in the Arctic basin are at lower latitudes (e.g., the Sea of Okhotsk) and in the Barents Sea. For Antarctica, Figures 10e and 10f suggests accelerated sea-ice loss both toward the periphery of the ice and also closer to the coast, e.g., around the Antarctic Peninsula.

4. Discussion

[23] As well as the temperature difference between geoengineered and nongeoengineered simulations at the point of termination, the subsequent rate of temperature increase would also depend on how rapidly geoengineering was terminated. This study has concentrated on the effects of an uncontrolled termination of geoengineering, but it might be argued that termination as simulated in experiment G2 is too rapid as it takes the form of an instantaneous increase of the solar constant back to its unmodified value. In contrast, GeoMIP experiment G4 [Kravitz et al., 2011] simulates SRM by the possibly more realistic mechanism of
5. Conclusions

[24] All the models participating in this GeoMIP experiment agree that significant climate change would ensue rapidly upon the termination of geoengineering, with temperature, precipitation, and sea-ice cover very likely changing considerably faster than would be experienced under the influence of rising greenhouse gas concentrations in the absence of geoengineering. The absolute rate of change would depend on how long solar-reduction geoengineering had been employed, its efficiency at reducing the warming due to greenhouse gas increases, and the rate of greenhouse gas emissions—in short, on the amount of greenhouse gas radiative forcing that geoengineering was offsetting at the time of termination.

[25] There is fairly good agreement between the models regarding the patterns of warming following termination of geoengineering, and also on the patterns of reduction in sea-ice, especially in the Arctic. However, there is far less of a consensus regarding the regional changes in precipitation and NPP. The distribution of changes in temperature following termination is likely to be similar to that experienced under nongeoengineered climate change but occurring much faster. Although the changes in precipitation distribution on termination appear, as with the warming, basically to be a reversion to the situation which would have existed in a nongeoengineered world, the fact that some regions would experience a reduction in precipitation in addition to rapid warming could stress such regions even further, as suggested by the changes in NPP.
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