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Abstract

Like many other research fields, linguistics is entering the age of big data. We are now at a point where it is possible to see how new research questions can be formulated – and old research questions addressed from a new angle or established results verified – on the basis of exhaustive collections of data, rather than small, carefully selected samples. For example, South Asia is often mentioned in the literature as a classic example of a linguistic area, but there is no systematic, empirical study substantiating this claim. Examination of genealogical and areal relationships among South Asian languages requires a large-scale quantitative and qualitative comparative study, encompassing more than one language family. Further, such a study cannot be conducted manually, but needs to draw on extensive digitized language resources and state-of-the-art computational tools. We present some preliminary results of our large-scale investigation of the genealogical and areal relationships among the languages of this region, based on the linguistic descriptions available in the 19 tomes of Grierson’s monumental Linguistic Survey of India (1903–1927), which is currently being digitized with the aim of turning the linguistic information in the LSI into a digital language resource suitable for a broad array of linguistic investigations.
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1. Introduction

Like many other research fields, linguistics is entering the age of big data. The modern digital world and the mass digitization of historical documents together provide unprecedented opportunities to linguistics and other disciplines relying on text and speech as primary research data. However, this development comes with considerable methodological challenges. We are now at a point where it is possible to see how new research questions can be formulated – and old research questions addressed from a new angle or established results verified – on the basis of exhaustive collections of data, rather than small, carefully selected samples, but where a methodology has not yet established itself, and where serious studies have hardly been conducted at all.

For example, comprehensive, large-scale quantitative and qualitative studies are essential in order to get a deeper understanding of areal linguistics. South Asia¹ is often mentioned in the literature as a classic example of a linguistic area. There is, however, no systematic, empirical study of South Asian languages to substantiate this claim. In order to critically evaluate South Asia as a linguistic area, a systematic examination of a set of linguistic features in a wide range of South Asian languages is essential.

South Asian languages belong to four major language families: Indo-European (>Indo-Aryan), Dravidian, Austroasiatic (>Mon-Khmer and Munda), and Sino-Tibetan (>Tibeto-Burman). There are also some small families (e.g., in the Andaman Islands), some language isolates (e.g., Burushaski and Nihali), and some unclassified languages.

Throughout history multilingualism has been the norm in the area. There are signs of language contact between Vedic Sanskrit and Dravidian languages in the Rig Veda, the oldest text found in India. It has been claimed that this long-lasting contact situation has made the languages of this region more similar in some respects to each other than they are to their genealogically related languages spoken outside this region, and that consequently South Asia should be seen as a linguistic area (e.g., Emeneau 1956; Masica 1976; Kachru et al. 2008, and others).

However, systematic investigations of this claim have been few and somewhat spotty, mostly relying on data from a few major Indo-Aryan and Dravidian languages (see Ebert 2006 for a critique). The approach of Subbarao (2008) is representative: Linguistic features (most of them from Emeneau 1956) are illustrated with single – ‘cherry-picked’ – linguistic examples, and different languages are used to illustrate different linguistic features. This is understandable at one level: One would like to include as many languages as possible in a study, and doing the work manually puts severe restrictions as to how many languages and/or features one can handle.

In order to critically evaluate the notion of South Asia as a linguistic area, we need to know the spread and extent of a linguistic feature across space and language families. Further, the internal sub-grouping of all the South Asian language families remains unclear. E.g., Asher (2008) problematizes the current internal subgrouping of the Indo-

¹ Although South Asia is defined variously in the literature, in linguistic works this area is usually considered to comprise the seven countries Bangladesh, Bhutan, India, the Maldives, Nepal, Pakistan, and Sri Lanka.
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Aryan language family, as the proposed subgroups correlate highly with their geographical distribution. The focus in works on the internal relationships is on one family at a time, e.g., Turner (1964), Bloch (1954), Cardona and Jain (2003) on Indo-Aryan; Burrow and Emeneau (1984), Krishnamurti (2003) on Dravidian; Matisoff (2003) and Thurgood and LaPolla (2003) on Sino-Tibetan. However, given the claims about South Asia as a linguistic area, it would be prudent to always have an eye open for contact influences from other families, since these might vitiate aspects of a purely family-internal investigation.

The map in figure 1 shows the geographical extent of the four major South Asian language families (Austroasiatic, Dravidian, Indo-Aryan, and Sino-Tibetan), including overlap between languages belonging to different families. Three prominent cases of such overlap are Gondi (Dravidian)–Marathi (Indo-Aryan), Brahui (Dravidian)–Sindhi (Indo-Aryan), and Santali (Munda)–Bengali (Indo-Aryan).

Correlation with geographical distribution is not inherently a problem, of course. If a number of speech communities have migrated minimally since the split-up of their ancestor language, then one would expect geography and genealogy to correlate. But this then makes it hazardous to attempt to distinguish between effects of geography and genealogy on the basis of language-internal evidence alone.

2. Towards a language resource from Grierson’s LSI

Examination of genealogical and areal relationships among South Asian languages requires a large-scale comparative study, encompassing more than one language family. Further, such a study cannot be conducted manually, but needs to draw on extensive digitized language resources and state-of-the-art computational tools.

In this paper we will present some preliminary results of our large-scale investigation of the genealogical and areal relationships among the languages of this region, based on the linguistic material available in Grierson’s Linguistic Survey of India (LSI; Grierson 1903–1927), which is currently being digitized with the aim of turning the linguistic information in the LSI into a digital language resource, a database suitable for a broad array of linguistic investigations, which will be made freely available under an open-content license.

The LSI still remains the most complete single source on South Asian languages. Its 19 tomes (9500 pages) cover 723 linguistic varieties representing major language families and some unclassified languages, of almost the whole of nineteenth-century British-controlled India (modern India, Pakistan, Bangladesh, and parts of Burma). For each
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2 Correlation with geographical distribution is not inherently a problem, of course. If a number of speech communities have migrated minimally since the split-up of their ancestor language, then one would expect geography and genealogy to correlate. But this then makes it hazardous to attempt to distinguish between effects of geography and genealogy on the basis of language-internal evidence alone.

3 See, e.g., the IDS wordlists (Borin et al., 2013) produced in our ongoing project, available under a CC-BY license from http://spraakbanken.gu.se/eng/research/digital-areal-linguistics/word-lists.
Figure 2: The LSI comparative vocabulary.
major variety it provides (1) a grammatical sketch (including a description of the sound system); (2) a core word list; and (3) texts (including a translation of the Parable of the Prodigal Son). The core word lists which accompany the language descriptions are collected in a separate volume (Volume 1, Part 2: Comparative vocabulary; see figure 2).

Each list has a total of 168 entries (concepts). The concepts in the comparative vocabulary cover a broad spectrum consisting of body parts, domestic animals, personal pronouns, numerals, and astronomical objects.

There is some overlap with other concept lists used in language classification: First, 38 of the concepts are also found in the shorter (100-item) version of the so-called Swadesh lists, core vocabulary lists originally devised by the American linguist Morris Swadesh (1950; 1952; 1955) specifically for the purpose of inferring genealogical relationships among languages.

Further, 76 of the items are found in an extended Swadesh list used by us in earlier genealogical investigations of Tibeto-Burman languages of the Indian Himalayas (e.g. Saxena 2011; Saxena and Borin 2011; Saxena and Borin 2013). Similarly, 34 LSI vocabulary items are present in the Leipzig-Jakarta list, a 100-item list of word senses claimed to be highly resistant to borrowing (Haspelmath and Tadmor 2009).

Thus, the LSI comparative vocabulary clearly has one part that can be used in investigating genetic connections among the languages, but also another part – at least half of the entries – which we hypothesize could be used to find areal influences.

<table>
<thead>
<tr>
<th>Family</th>
<th># varieties</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austro-Asiatic</td>
<td>12</td>
</tr>
<tr>
<td>Dravidian</td>
<td>19</td>
</tr>
<tr>
<td>Indo-Aryan</td>
<td>96</td>
</tr>
<tr>
<td>Sino-Tibetan</td>
<td>141</td>
</tr>
</tbody>
</table>

Table 1: Major South Asian family languages in the LSI comparative vocabulary

3. Some preliminary experiments

In this paper, we focus on the data extracted from the comparative vocabulary. All in all, the LSI offers core vocabulary lists for more than 250 language varieties from the four main South Asian language families (see table 1).

The wide range of languages and the number and type of concepts present in this language resource allow us address the issue of genealogical vs. areal factors using computational methods (Wichmann, 2008). These computational methods take a set of vocabulary lists as input, and yield a distance matrix between the vocabulary lists as output. The distance matrix may subsequently be used as an input to a phylogenetic program to infer a classification tree for the set of languages.

The distance matrix is computed through the application of a variant of Levenshtein distance (Levenshtein, 1966), LDND (Levenshtein Distance Normalized Double; Wichmann et al. 2010). The computation of LDND between a pair of word lists is carried out as follows:

LDN is computed as the sum of the Levenshtein distance between the words occupying the same meaning slot, normalized by length. Similarity between phoneme inventories and chance similarity might cause a pair of not-so related languages to show up as related languages. This is compensated for by computing the length-normalized Levenshtein distance between the words occupying different meaning slots and summing the different word-pair distances.

The summed Levenshtein distance between the words occupying the same meaning slots is divided by the sum of Levenshtein distances between different meaning slots. The intuition behind this idea is that if two languages are shown to be similar (small distance) due to accidental chance similarity then the denominator would also be small and the ratio would be high.

If the languages are not related and also share no accidental chance similarity, then the distance as computed in the numerator would be unaffected by the denominator. If the languages are related then the distance as computed in the numerator is small anyway, whereas the denominator would be large since the languages are similar due to genetic relationship and not from chance similarity. Hence, the final ratio would be smaller than the original distance given in the numerator.

The matrix is then given to a Neighbor-Joining program (Saitou and Nei, 1987) to yield an unrooted tree. For our data, this cross-family tree turns out to group the languages into distinct clusters corresponding to the recognized language families.

Subsequently, we evaluate the overall accuracy of classification in each language family through a comparison of a family’s distance matrix with its gold-standard family tree, extracted from the latest edition of the Ethnologue (Lewis et al., 2013). An example of such a tree, for the Dravidian language family, is shown in figure 3.

One way to compare the distance matrix with the family tree is to compute the correlation between pairwise language distances and the pairwise branch lengths (as read off from the tree). However, it is not obvious how to best compute the distances from the family tree.

The most straightforward method would be the raw branch length, or simply the number of nodes encountered in the shortest path lying from a language A to a language B. The left-most plot in figure 4 shows the agreement between LDND distance and pairwise raw branch length distance for the Dravidian language family. The fit is not particularly good. There could be more than one reason for this, of course, but the naive raw branch length method is certainly a strong suspect, given the standard assumption that
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4 The Ethnologue is not above reproach as a gold standard, but at present there is hardly a better comprehensive source of language family information covering such a broad range of languages.
observed language change – and consequently the distance between related language varieties – should be a function of time depth.

If we then assume that the horizontal dimension in figure 3 reflects time depth, all terminal nodes in the family tree should lie at the same distance from the root node, since they all represent present-day languages with an equally long history of descent from the proto-language.

Typical language family trees are ‘unbalanced’, with a different number of intermediate nodes on different branches, as the Dravidian tree in figure 3, where the Northern Dravidian language Brahui is much closer to the root than Southern Dravidian Malayalam.

We propose to balance the Ethnologue trees in the following way: Each node is weighted according to its depth from the root node, with the maximal depth (the terminal node furthest away from the root) always set to be 1. For instance, the Northern Dravidian node would get a weight of 0.5 (1/2) as opposed to the Southern Dravidian node which is assigned a weight of 0.17 (1/6). The rightmost plot in figure 4 shows the agreement when the branch lengths are computed from the balanced Dravidian family tree.

The agreement between the distance matrix and the branch length matrix can be computed using Kendall’s \( \tau \), a rank-based correlation measure highly suited for this purpose, since it takes ties in ranks into account.\(^5\) Kendall’s \( \tau \) computes the level of agreement between the language-pair LDND distances and the tree distance derived from the Ethnologue tree.

Given the LDND distances \( \text{ldnd}_i, \text{ldnd}_j \) and the gold standard distances \( \text{gsd}_i, \text{gsd}_j \) for language pairs \( i, j \), where, \( 1 \leq i, j \leq n(n-1)/2 \) and \( n \) is the number of languages. Kendall’s \( \tau \) counts a \( i, j \) pair as concordant if \( \text{ldnd}_i < \text{ldnd}_j \) and \( \text{gsd}_i < \text{gsd}_j \) and discordant, if \( \text{ldnd}_i > \text{ldnd}_j \) and \( \text{gsd}_i < \text{gsd}_j \) or if \( \text{ldnd}_i < \text{ldnd}_j \) and \( \text{gsd}_i > \text{gsd}_j \). A pair \( i, j \) is counted as tie when \( \text{gsd}_i = \text{gsd}_j \) or \( \text{ldnd}_i = \text{ldnd}_j \).

As can be seen from figure 4, a number of language pairs share the same tree distance. Finally, \( \tau \) is defined as the ratio of the difference between the number of concordant and discordant pairs to the square root of the product of the number of non-tied pairs in both \( \text{ldnd} \) and \( \text{gsd} \). The value of \( \tau \) lies between \(-1\) and \(+1\) where, \(-1\) suggests a perfect disagreement whereas \(+1\) suggests a perfect agreement between the quantities under comparison.

There is a significant \( (p < 0.001) \) improvement of \( \tau \) from the use of raw branch length to balanced tree branch length. The statistical significance of the scores is calculated using a Mantel test (Mantel, 1967), a permutation test which computes the significance of a test statistic by permuting the rows of a matrix and recomputing the \( \tau \) score.

The Mantel test counts the number of times the observed correlation is greater than or lesser than the correlation computed between permuted matrices. The idea behind this test is that if the observed correlation is by chance then there is equally likely chance that the correlation between the permuted matrices is greater than or lesser than the observed correlation.

If the permuted correlations are always lesser than or greater than the observed correlation then the test result can be interpreted as highly significant. Usually, a permu-
tation of 1000 times is sufficient to estimate the reliability of the correlation. In our experiments, we permuted the matrices 1000 times and noticed that the chance that the observed correlation is accidental is less than or equal to 0.001. The Mantel test experiments have been run using the vegan package implemented in R (R Core Team, 2012).

Another way of computing the agreement between the gold-standard tree and the LDND distances is offered by a modified version of Goodman-Kruskal’s $\gamma$ (Goodman and Kruskal, 1954). This score compares language triplets with regard to whether both measures show the same distance relations among the languages in a triplet or not (ignoring ties). $\gamma$ lies in the range $[-1, 1]$ where a score of $-1$ indicates total disagreement and a score of $+1$ indicates perfect agreement.

The computation of $\gamma$ is illustrated with an example from the Dravidian language family. The program for computing $\gamma$ searches through all the language triplets and checks if there is a ‘closest pair’ in the triplet, i.e. a pairing of the languages in the triplet where the members of the pair are closer to each other than each of them to the third language. For example, in the language triplet, Kannada–Tulu–Telugu: Kannada and Tulu are closer to each other than Tulu–Telugu. An agreement is counted as a concordant comparison and a disagreement is counted as a discordant comparison. The ratio of the difference between the number of concordant comparisons and the number of discordant comparisons to the ratio of the sum of concordant comparisons and the number of discordant comparisons in all the triplets yields $\gamma$. It has to be noted that ties are ignored in the computation. Brahui–Telugu–Tulu is an example of a tie triplet since the pair-wise distances between all the languages is the same.

We computed $\gamma$ for the four major South Asian language families and found that LDND agrees with the balanced branch length score better than the raw branch length score (see table 3).

<table>
<thead>
<tr>
<th>Family</th>
<th>$\gamma$ raw</th>
<th>$\gamma$ balanced</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austroasiatic</td>
<td>0.6379</td>
<td>0.7766</td>
</tr>
<tr>
<td>Dravidian</td>
<td>0.4259</td>
<td>0.748</td>
</tr>
<tr>
<td>Indo-Aryan</td>
<td>0.4819</td>
<td>0.6514</td>
</tr>
<tr>
<td>Sino-Tibetan</td>
<td>0.4189</td>
<td>0.5885</td>
</tr>
</tbody>
</table>

Table 3: Goodman-Kruskal’s $\gamma$ for the four major South Asian language families

4. Discussion, conclusions and outlook

The experiments described above have shown how LDND distance calculations on the LSI comparative vocabulary recover both inter-family and intra-family genealogical relations for the four major South Asian language families. However, no indications of areal phenomena could be seen using this method on the LSI comparative vocabulary. The phylogenetic trees built from the distance matrix cluster
related languages together, whereas no cross-family areal clusters emerge.

The correlation between LDND distances and balanced family tree distances was high for both measures used, whereas with a strong areal component, a lower correlation would have been expected.

There could be several conceivable reasons for this, e.g.:

(1) There is in fact no areal effect to be recovered from the data;
(2) the comparison method chosen (LDND) is not suitable for this problem;
(3) contrary to our expectations (see section 2), the LSI comparative vocabulary is the ‘wrong’ vocabulary for uncovering language contact; or
(4) we need to look at other parts of the language than vocabulary in order to establish areal connections.

Given the amount and quality of the argumentation advanced in support of the hypothesis of South Asia as a linguistic area, it will take much stronger counterevidence than the results presented in this paper to even begin to falsify this hypothesis. Hence, (1) is not a reasonable assumption at this point.

As for (2), on the one hand, in a broad comparison of different string similarity measures with respect to their effectiveness for genealogical language comparison (Rama and Borin, forthcoming), LDND came out on top for the task of calculating the internal genealogical classification of a language family, but is was one of the least effective measures out of those evaluated for distinguishing unrelated from related languages. Clearly, more research is needed in this area.

In other work, we have made some experiments using a more linguistically informed semi-automatic vocabulary comparison showing very encouraging results (Saxena, 2011; Saxena and Borin, 2011; Saxena and Borin, 2013). This may certainly be an avenue worth exploring, and future research will show if this methodology will scale up sufficiently to deal with the LSI comparative vocabulary.

Unfortunately, the LSI cannot help us with (3), should this turn out to be the case. There is in fact some evidence in the literature (e.g. Gumperz and Wilson 1971), that in intensive contact situations such as those which give rise to linguistic areas, grammar may be affected more than vocabulary. Hence, with respect to (4), we are in the process of extracting the information on the various grammatical features found in the LSI grammar sketches into a rich typological database, which will hopefully provide us with a firmer basis for investigating areal and micro-areal phenomena in South Asia.
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