The energetic coupling of scales in gyrokinetic plasma turbulence
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In magnetised plasma turbulence, the couplings of perpendicular spatial scales that arise due to the nonlinear interactions are analysed from the perspective of the free-energy exchanges. The plasmas considered here, with appropriate ion or electron adiabatic electro-neutrality responses, are described by a gyrokinetic formalism in a toroidal magnetic geometry. Turbulence develops due to the electrostatic fluctuations driven by temperature gradient instabilities, respectively, ion temperature gradient (ITG) or electron temperature gradient (ETG). The analysis consists in decomposing the system into a series of scale structures, while accounting separately for contributions made by modes possessing special symmetries (e.g. the zonal flow modes). The interaction of these scales is analysed using the energy transfer functions, including a forward and backward decomposition, scale fluxes and locality functions. The comparison between the ITG and ETG cases shows that ETG turbulence has a more pronounced classical turbulent behaviour, exhibiting a stronger energy cascade, with implications on gyrokinetic turbulence modelling.

PACS numbers: 52.30.Gz, 52.35.Ra, 52.65.Tt

I. INTRODUCTION

In many physical systems, nonlinear interactions give rise to couplings between different dynamical scales. In the case of an electrically neutral fluid flow, the velocity field represents the dynamical quantity of interest and the couplings occur between different scales of motion. A similar picture exists for an electrically conductive fluid, where the interplay between different scales of motion. A similar picture exists for an electrically conductive fluid, where the interplay between different scales of motion.

Under the influence of a strong magnetic guide field and which obeys the gyrokinetic ordering, represents a self-consistent method of removing the fast gyration phase from the motion of charged particles and decreasing the distribution function phase space from six to five dimensions. The influence of the magnetic guide field on the system leads to the development of a spatial anisotropy. Moreover, a similar anisotropy is also developed in velocity space. It should be understood that these anisotropic directions occur at the dynamical level of the equations and that the perpendicular velocity symmetry is taken into account explicitly by the gyrokinetic formalism. Thus, any non-trivial geometry of the magnetic field (non-slab, or in general possessing a non-diagonal metric) will intrinsically complicate the development and saturation of GK turbulence, i.e. the couplings between different dynamical scales.

For a turbulent GK state, the dynamics determine the type of structures that develop along each direction and influence the redistribution of energy in the system, both linear and nonlinear. As such, investigating the energy redistribution problem for a spectral form of the GK equations can lead to insight regarding the dynamics of the equations. While different approaches exist for the study of the dynamics introduced by the linear terms, the nonlinear terms drastically limit the available possibilities. To understand the dynamics introduced by the nonlinear term, the redistribution of free-energy (a GK ideal invariant, i.e. a global quantity that remains constant in time in the absence of source and sink effects) is usually investigated. In the current work, we will only look at the redistribution of energy between perpendicular spatial scales, obtained as the integration of all other directions contributions. While this represents a point of interest in the study of GK turbulence, it should always be remembered that the fundamental dynamics occur in a higher dimensional space that links spatial and velocity dynamics (linear and nonlinear phase space mixing), as well as the perpendicular and parallel spatial scales (the concept of critical balance). This is important as investigating the perpendicular spatial scales energetic exchanges only captures part of the nonlinear dynamics.

Understanding the behaviour of GK turbulence in the perpendicular directions is important for (heat and particles) transport studies, with relevance to the field of fusion research. The choice of this study to concentrate on the interaction of scales and not of modes is given in part by practical concerns. Promising modelling techniques, like application of Large Eddy Simulations (LES) to GK turbulence, rely
II. OVERVIEW OF THE PROBLEM

A. The Fourier representation

For a magnetised plasma, the strong guide field \( B \) creates an anisotropy in the spatial and velocity directions of the flow. As such, for the study of this system, the use of field-aligned coordinates\(^{15}\) and the gyrokinetic formalism\(^{18}\) represents a natural approach. The field-aligned \( \{x, y, z\} \) non-orthogonal coordinates parametrize the real space, where \( z \) is the coordinate along the magnetic field line \( (e_z) \) and the radial coordinate \( x \) and the toroidal coordinate \( y \) are orthogonal to the magnetic field. The velocity coordinates \( \{v_{\parallel}, v_{\perp}\} \) are, respectively, the velocity parallel to the magnetic field and the magnetic moment (containing the perpendicular velocity information). Since the turbulent structures tend to align with the magnetic field lines and become elongated along the guide field direction, the definition of the spatial scales becomes entangled with that of the equilibrium magnetic geometry. By using the field-aligned coordinates system to parametrize the real space and by using the same coordinate basis, a Fourier representation can be obtained in the perpendicular direction: \( \{x, y\} \to \{k_x, k_y\} \). The norm of a wavevector \((k = k_x \nabla x + k_y \nabla y)\) can be identified with the inverse of a perpendicular spatial scale \( k \sim 1/\ell \). As the basis used is non-orthogonal, the norm \( k = \|k\| \) is defined along the wavevector \( k \) direction, using the inner-product \( k = [\eta^j k_i, k_j]^{1/2} \), were \( \eta^j \) are the contra-variant metric tensor components and \( i \) and \( j \) stand-in for the \( \{x, y\} \) components indices.

In the gyrokinetic representation, the perturbed distribution functions \( g_s = g_s(x, y, z, v_{\parallel}, \mu, t) \) are the dynamical quantities of interest, where \( s \) indices the plasma species and is omitted altogether when the adiabatic approximation\(^{18}\) is used for the electro-neutrality response. Each perturbed distribution function, characterising a species of particles of charge \( q \) and mass \( m_s \), is assumed to evolve around an equilibrium point given by an appropriately normalised\(^{18}\) Maxwellian contribution \( F_0 = \pi^{-3/2} e^{-(\mathbf{v}_0^2 + \mu B_0)} \) and which possesses a background global temperature \( T_0 \). This allows for the decomposition \( g = h - q F_0 \phi \) to be made, where \( h \) is the non-adiabatic part of the perturbed distribution functions and \( \phi = \phi[g] \) is the gyro-averaged self-consistent electrostatic field contributions.

B. The gyrokinetic equations

The gyrokinetic equations are solved using the Eulerian code GENH\(^{19}\), which can be used in both global and local (flux-tube) approximation. For simplicity, we restrict the problem to the local approximation of a toroidal magnetic equilibrium configuration. Symbolically, the gyrokinetic evolution equations can be expressed as

\[
\frac{\partial g}{\partial t} = G[g] + L[g] + D[g] + N[g, g] \ .
\]

With the exception of the last term, all others are linear in \( g \). The first term in Eq. (1) is due to the contribution of the nor-
malised background density ($\omega_n$) and temperature ($\omega_T$) gradients acting on the electrostatic field gradients and represents the driving mechanism for GK turbulence,

$$G[g] = - \left[ \omega_n + \left( v_n^2 + \mu B_0 - \frac{3}{2} \right) \omega_T \right] F_0 \frac{\partial \phi}{\partial y}. \quad (2)$$

The second linear term, appears due to magnetic curvature and contains the parallel dynamics involving magnetic trapping and linear Landau damping/pumping effects,

$$L[g] = - \frac{T_0(2v_n^2 + \mu B_0)}{qB_0} \left( K_x \frac{\partial h}{\partial x} + K_y \frac{\partial h}{\partial y} \right) - \frac{v_T}{2} \left[ \frac{B_0}{\mu} \frac{\partial h}{\partial z} - \frac{\partial (v_n^2 + \mu B_0) \partial h}{\partial v_{\|}} \right], \quad (3)$$

where $v_T = \sqrt{2T_0/m}$ is the thermal velocity. The third linear term contains the dissipative effects. The dissipation terms have a simple hyper-diffusivity form,

$$D[g] = - \left( a_x \frac{\partial n}{\partial z} + a_y \frac{\partial n}{\partial v_{\|}} \right) g, \quad (4)$$

where $n = 4$ and the $a$’s parameters are adapted to the problem at hand. A collision operator can also be included.

Finally, the last term contains the $E \times B$ drift nonlinearity. This term has the fundamental role of coupling different five dimensional scales in phase space and leads to an effective coupling of perpendicular scale structures,

$$N[g, g] = \frac{\partial \phi}{\partial x} \frac{\partial h}{\partial x} - \frac{\partial \phi}{\partial x} \frac{\partial h}{\partial y}. \quad (5)$$

While all terms contribute to the balance equation, it is on the nonlinear term that we will concentrate our analysis. Moreover, as the metric $\eta^{ij}$ depends on $z$ for most magnetic geometries of interest, same $k_x, k_y$ wavenumbers can contribute to different scale lengths ($\ell$). This is important as the nonlinear interaction term is defined in terms of $k_x, k_y$ wavenumber interactions.

Indeed, omitting the velocity dependences, which are not of immediate interest, we see that the nonlinear term is given by a Poisson bracket structure in the $\{x, y\}$ space which for the $\{k_x, k_y\}$ Fourier representation simply becomes,

$$N(k_x, k_y, z) = \sum_{k_x - p_x - q_x = 0, k_y - p_y - q_y = 0} \left[ q_x p_y - q_y p_x \right] \phi(q_x, q_y, z) h(p_x, p_y, z). \quad (6)$$

From this form, it is clear that specifying the $k_x - p_x - q_x = 0$ and $k_y - p_y - q_y = 0$ wavenumber vertex interactions, will not define the nonlinear coupling of scales $k, p$ and $q$.

C. The quasi-neutrality responses

We see that the GK equation (Eqs. [15]) has the same form regardless of the species studied, be it ions or electrons. However, to obtain a closed system, the self-consistent gyro-averaged electrostatic potential ($\phi$) needs to be obtained. In the Fourier representation, the gyro-averaged electrostatic potential is simply the Bessel function ($J_0$) screened electrostatic potential ($\varphi$), i.e. $\phi(k) = J_0(\lambda) \varphi(k)$, with $\lambda = \sqrt{\mu B_0 k v_T / \Omega}$ and $\Omega = q B_0/(mc)$.

Using the adiabatic approximation for one of the species (of density $\delta n$), the electrostatic potential ($\varphi(k)$) is found from the gyrokinetic Poisson equation,

$$\frac{\delta n}{n_0} = \frac{q \varphi}{T_0} \int J_0(\lambda) g \, dv_{\|} \, d\mu + [\Gamma_0(b) - 1] \frac{q \varphi}{T_0} \quad (7)$$

and requires knowledge of the (charge) density fluctuations of all plasma constituents (including $\delta n$). It is at this stage that the difference between the ITG and ETG cases becomes apparent, in the form of the adiabatic response ($\delta n/n_0$) considered for the adiabatic species,

$$\frac{\delta n}{n_0} = \frac{q \varphi}{T_0} \quad \text{for ETG, and} \quad \frac{\delta n}{n_0} = \frac{q \varphi - \langle \varphi \rangle_{FS}}{T_0} \quad \text{for ITG}. \quad (8)$$

The ion response incorporates the departure from the flux-surface average ($\langle \cdot \cdots \rangle_{FS}$), which leads to an additional contribution. While in the ETG case (considered for electrons) the electrostatic potential is found as

$$\varphi_{ETG} = \frac{1}{1 - \Gamma_0(b) + \tau q n_0} \int J_0(\lambda) g \, dv_{\|} \, d\mu \quad (9)$$

for the ITG case (considered for ions) the electrostatic potential takes the form

$$\varphi_{ITG} = \frac{1}{1 - \Gamma_0(b) + \tau} \left[ \int J_0(\lambda) g \, dv_{\|} \, d\mu + \tau \langle \varphi \rangle_{FS} \right] = \varphi_{ETG} + \frac{\tau \langle \varphi_{ITG} \rangle_{FS}}{1 - \Gamma_0(b) + \tau}. \quad (10)$$

As example, the contributions made by the two terms to the ITG gyro-average potential and the ETG gyro-average potential are presented in FIG. 1.

Performing a $\delta \varphi = \varphi - \langle \varphi \rangle_{FS}$ decomposition, we see that the $\delta \varphi$ part of the potential is identical in the two cases. The different form of the adiabatic response just changes the flux-surface averaged contribution,

$$\langle \varphi_{ETG} \rangle_{FS} = \frac{1}{1 - \Gamma_0(b) + \tau} \int J_0(\lambda) g \, dv_{\|} \, d\mu \quad (11)$$

$$\langle \varphi_{ITG} \rangle_{FS} = \frac{1}{1 - \Gamma_0(b)} \int J_0(\lambda) g \, dv_{\|} \, d\mu \quad (12)$$

resulting in a less damped contribution in the ITG case. In all of above, the function $\Gamma_0(b) = e^b I_0(b)$ and the modified Bessel function $I_0$ have the arguments defined as $b = k^2 v_T^2/(2\Omega^2)$, while $\tau$ represents the kinetic to adiabatic species temperature ratios (ion to electron temperature ratio for ITG case and the electron to ion temperature ratio for the ETG case).
For ITG, the typical CBC parameters are chosen to correspond to only one term. The stronger interactions of the problem, we cannot extract a common flow behaviour.

We consider a concentration of gradients and dissipated by collisions, while being redistributed in a conservative fashion by the action of the nonlinear term. Formally, the free energy is defined as

\[ \mathcal{E} = \left\langle \frac{n_0 T_0}{2 F_0} h g \right\rangle_\Lambda, \]  

where \( \Lambda \) is the phase space volume and the \( \langle \cdots \rangle_X \) notation stands for the average over the \( X \) domain. Considering our interest in analysing the energetic coupling of perpendicular scales, we look first at the balance equation for a mode before concentrating on scales interaction.

### A. The free-energy balance equation for a mode

Working in the Fourier representation of the perpendicular spatial directions, we can define the spectral density of free energy for a mode identified by the wave-vector \( k \) as

\[ \mathcal{E}(k) = \left\langle \frac{n_0 T_0}{2 F_0} h(-k) g(k) \right\rangle_\Theta, \]

where \( \Theta \) is implicitly defined from the phase space volume element \( d\Sigma = dk_x dk_y d\Theta \) and considering the reality condition in respect to Hermitian conjugation \( h^*(k) = h(-k) \). From the GK equations (Eq. 1), the free-energy balance equation for a mode can be written as

\[ \frac{\partial \mathcal{E}(k)}{\partial t} = G(k) + L(k) + D(k) + T(k). \]
In respect to the terms in the right-hand side of the equation, \( G(k) \) represents the free energy injected into the system at a mode \( k \) by the temperature and density gradients, \( \mathcal{L}(k) \) is the linear contributions composed by the parallel and curvature terms (and globally integrates to zero). The term \( D(k) \) is the local dissipation and finally, \( T(k) \) is the nonlinear free-energy transfer term.

The free-energy transfer represents the energetic contribution of the nonlinear term (Eq. 5) and has the form,

\[
T(k) = \left\langle \frac{n_0 T_0}{2 F_0} h(-k)N(k) \right\rangle_\phi = \sum_{p,q} T(k|p,q),
\]  

(19)

where \( T(k|p,q) \) is the triad transfer representing the redistribution of free energy between modes \( k \) due to the interaction with modes \( p \) and \( q \), if \( k + p + q = 0 \) and is zero otherwise. Since the perpendicular-scale triad transfer is integrated over all other directions, it represents an effective mechanism for the exchange of free energy. It should not be seen as the fundamental energetic interaction for gyrokinetics, as such an object is defined in the full five-dimensional phase space.

### B. The free-energy transfers between modes

Taking into account in a manifest way the \( q \) and \( p \) symmetry arising from the convolution, we define the triad transfer as

\[
T(k|p,q) = \left\langle \frac{n_0 T_0}{4 F_0} [q_x p_y - q_y p_x] \times \phi(q) h(p) - \phi(p) h(q) \right\rangle_{\phi, k}.
\]  

(20)

for \( k + p + q = 0 \) and zero otherwise. While the nonlinear term is symmetric in \( q \) and \( p \), we see that this symmetry is achieved by the product of two anti-symmetric structures, the Poisson bracket one (resulting in the \( [q_x p_y - q_y p_x] \) geometric contribution) and the field operator corresponding to the Poisson equation that relates \( \phi \) to \( g \).

In addition to the \( T(k|p,q) \) symmetry being evident, the energy conservation in a triad can also be easily determined,

\[
T(k|p,q) + T(p|q,k) + T(q|k,p) = 0.
\]  

(21)

Although this object correctly account for the triad transfer and cumulatively account for all energetic fluxed quantities that arise, it is more convenient to split the triad transfer into mode-to-mode transfer,

\[
T(k|p,q) = S(k|p,q) + S(k|q,p),
\]  

(22)

where

\[
S(k|p,q) = \left\langle \frac{n_0 T_0}{4 F_0} [q_x p_y - q_y p_x] \phi(q) h(p) h(k) \right\rangle_{\phi}.
\]  

(23)

For the mode-to-mode transfer, the position of each mode that enters the definition matters. This non-unique decomposition (up to a circulation transfer that sums up to zero in a triad) allows for a more detailed interpretation of the transfers. For instance, since the anti-symmetry of \( p \) and \( k \) is evident, we can interpret \( S(k|p,q) \) as the energy mode \( k \) receives from mode \( p \) due to the mediation of mode \( q \) and is opposite in value to the energy mode \( p \) receives from mode \( k \) due to the mediation of the same mode \( q \), i.e. \( S(k|p,q) = -S(p|k|q) \). This conceptual decomposition is solely done to help with the interpretation.

### C. The zonal-flow mode transfers

The mode-to-mode decomposition allows to identify the contribution to the turbulence of special modes, like the modes responsible for zonal flows. For a GK plasma in toroidal geometry, the zonal flow contribution is given by a flux surface averaged signal. In our representation, the flux surface average is defined as

\[
\langle g(k_x, k_y, z) \rangle_{FS} = \frac{1}{V_{FS}} \int g(k_x, 0, z) \sqrt{\eta} \, dz,
\]  

(24)

where \( V_{FS} = \int \sqrt{\eta} \, d\phi \, dz \) and we used \( \langle g(k_y) \rangle_y = g(0) \). While the flux surface integration over \( z \) is crucial, we denote modes \( k^{ZF} \) as zonal-flow modes. These are the modes that contribute to the zonal-flow signal. Depending on the role of the zonal flow mode entering in the mode-to-mode interaction and due to the three wave resonance condition, we have

\[
S(k^{ZF}|p,q) = \left\langle \frac{n_0 T_0}{4 F_0} [-p_y k_x] \phi(q_x, -p_y, z) \times \right\rangle_{\phi, k}
\]

(25)

\[
S(k^{ZF}|p,q) = \left\langle \frac{n_0 T_0}{4 F_0} [p_x k_y] \phi(q_x, -k_y, z) \times \right\rangle_{\phi, k}
\]

(26)

\[
S(k^{ZF}|p,q) = \left\langle \frac{n_0 T_0}{4 F_0} [-k_y q_x] \phi(q_x, 0, z) \times \right\rangle_{\phi, k}
\]

(27)

The mediation of the zonal flow only contain the \( S(k^{ZF}|p,q) \) interactions, responsible for the transfer of energy to smaller scales in \( k_z \) direction. \( S(k^{ZF}|p,q) \) and \( S(k^{ZF}|q,p) \) only differ by a minus sign and are responsible for a nonlocal energy movement. We expect that these interactions to contribute drastically to the non-locality of energy interactions.

From the perspective of the triad transfer, only two sets of interactions are possible for the zonal flow modes,

\[
T(k^{ZF}|p,q) = \left[ S(k^{ZF}|p,q) + S(k^{ZF}|q,p) \right],
\]

(28)

\[
T(k^{ZF}|p,q) = \left[ S(k^{ZF}|p,q) + S(k^{ZF}|q,p) \right].
\]

(29)
D. The scale decomposition

Starting from the idea that scales are the structures of physical importance, not the wave modes, we interpret the non-linear interactions as in the case of classical turbulence, looking at the coupling of scales in the system. For non-orthogonal coordinates, as is the case here, we accept that the same \( k_x, k_y \) wavenumber interaction bring contribution to different scales.

As in similar works \(^{27,28}\), we start from the decomposition of the space into scale structures, identical to selecting structures \( s_K = [k_{K-1}, k_K] \), with boundary wavenumbers given as a geometric progression (\( k_K = k_0 \lambda^K \), here \( \lambda = 2^{1/5} \)). We call these structures shells due to previous uses in literature, however it should be noted that the geometric shape is not always that of a cylindrical or spherical shells. We mention that while a infinitesimal decomposition could be performed, equivalent to recovering the wave-norm \( k \), a geometric progression is preferred for turbulence studies, since scaling laws play an important part.

The nonlinear transfer between shells represents now a diagnostic that consists in filtering the distribution function before building the free-energy transfer functions. The shell-filtered distribution functions \( g^K(k) \) are found as

\[
g^K(k) = \begin{cases} 
g(k), & |k| \in s_K \\
0, & |k| \notin s_K \end{cases} \tag{30}
\]

It is important to realise that the shell-filtered distribution functions are well defined in real space, the total signal being recovered as the superposition of all scale filtered contributions,

\[
g(x, y) = \sum_K g^K(x, y). \tag{31}
\]

E. The free-energy interaction for a scale

In relation to the mode structure, the free energy contained in a scale can be easily found as

\[
\mathcal{E}(K) = \left\langle \int_{|k| \in s_K} \mathcal{E}(k) dk \right\rangle_{\Theta} \\
= \left\langle \int_{|k| \in s_K} \frac{n_0 T_0}{2 F_0} h(k) g(k) dk \right\rangle_{\Theta} \\
= \left\langle \frac{n_0 T_0}{2 F_0} h^K(k) g^K(k) \right\rangle_{\Lambda} = \left\langle \frac{n_0 T_0}{2 F_0} h^K(k) g(k) \right\rangle_{\Lambda}, \tag{32}
\]

e emphasising the importance of the order of the integrals and using the fact that two scales are orthogonal to each other (arising from the definition). As example, for the ITG case, we show in in FIG. 2 the free-energy contained in three different shells as a representation of scales, as well as the unfiltered quantity. We mention that we have 30 shells in total. As we can see, ever larger indexed shells contain smaller and smaller structures. This allows us to interpret the nonlinear interactions as the coupling between eddies of different size.

The balance equation for a shell can now be found in a similar manner, giving,

\[
\frac{\partial \mathcal{E}(K)}{\partial \tau} = \mathcal{G}(K) + \mathcal{L}(K) + \mathcal{D}(K) + \mathcal{T}(K), \tag{33}
\]

where the rhs terms \{\( \mathcal{G}(K), \mathcal{L}(K), \mathcal{D}(K), \mathcal{T}(K) \)\} are computed in a similar fashion as the energy, as the filtered contribution of their respective mode quantities. For the two case studied, we plot the linear terms spectra (the rhs terms of Eq. \[33\] in FIG. 3). Compared to ITG, the ETG case has smaller dissipation at large scales. For ETG, the dissipation tends to

FIG. 2. (Color online) The free-energy density structures and filtered contributions arising from different shells. The energy density is normalised by its global integrated value. On the right, \( z = 0 \) cross-section planes are shown for clarity.
peak at small scales. In both cases, the sum of the linear contributions at each scale balances the nonlinear transfer spectra (\(\mathcal{T}\)).

Due to the orthogonality of shells, the contribution arising from the nonlinear term poses no complication in being computed directly. However, the nonlinear term can be computed as the interaction of three scales \(\kappa, \nu\) and \(q\). Starting from the triad-transfer definition (Eq. 35), we filter the fields before computing the transfer,

\[
\bar{T}(k|p, q) = \left\langle \frac{n_0 T_0}{2 F_0} [q_x p_y - q_y p_x] \times \left[ \phi^Q(q) h^P(p) - \phi^Q(p) h^P(q) \right] h^K(k) \right\rangle_{\phi},
\]

For \(\bar{T}(k|p, q)\), the manifest symmetry in \(q\) and \(p\) of the triad transfers is broken effectively by the shell filtering procedure, as \(h^K(q) = 0\) for \(q \notin s_p\). We see that the same result can be obtained starting from Eq. 23. We thus define the triple-scale (shell) transfer as

\[
S(\kappa|\nu|q) = \left\langle \frac{n_0 T_0}{2 F_0} [q_x p_y - q_y p_x] \phi^Q(q) h^P(p) h^K(k) \right\rangle_{\Lambda},
\]

or equivalently in real space as

\[
S(\kappa|\nu|q) = \left\langle \frac{n_0 T_0}{2 F_0} \partial_y \phi^Q \partial h^P - \partial_x \phi^Q \partial h^P \right\rangle_{\Lambda} h^K(k).
\]

The real space form of the definition can be more intuitive for global simulation works or non-axisymmetric geometric conditions. We notice that the averaging is done over the entire volume as the scale separation is contained by the filtering procedure.

Similarly, we define the three contribution of the zonal-flow modes to the triple-scale (shell) transfer as

\[
S(\kappa^ZF|\nu|q) = \left\langle \frac{n_0 T_0}{2 F_0} [q_x p_y - q_y p_x] \phi^Q(q) h^P(p) h^K(k) \right\rangle_{\Lambda},
\]

\[
S(\kappa|\nu^ZF|q) = \left\langle \frac{n_0 T_0}{2 F_0} [q_x p_y - q_y p_x] \phi^Q(q) h^P(p) h^K(k) \right\rangle_{\Lambda},
\]

\[
S(\kappa|\nu|q^ZF) = \left\langle \frac{n_0 T_0}{2 F_0} [q_x p_y - q_y p_x] \phi^Q(q^ZF) h^P(p) h^K(k) \right\rangle_{\Lambda},
\]

or a total contribution

\[
S^ZF(\kappa|\nu|q) = S(\kappa^ZF|\nu|q) + S(\kappa|\nu^ZF|q) + S(\kappa|\nu|q^ZF)
\]

that contains the receiver, giver and mediator contributions to a given scale, without differentiating between the three.

### IV. SCALE-TO-SCALE TRANSFERS

For GK turbulence, the scale-to-scale (shell-to-shell) transfers have been studied before in the literature. From the triple-scale transfer, they are defined as

\[
\mathcal{P}(\kappa|\nu) = \sum_{q} S(\kappa|\nu|q) .
\]

It has the interpretation of the energy received by modes located in a shell \(\kappa\) from modes located in a shell \(\nu\) by the interaction with all other possible modes. Due to the conservation of interaction, \(\mathcal{P}(\kappa|\nu) = -\mathcal{P}(\kappa|\nu)\) and \(\mathcal{P}(\kappa|\kappa) = 0\) for each species. Furthermore, it allows the recovery of the non-linear transfer spectra,

\[
T(\kappa) = \sum_{\nu} \mathcal{P}(\kappa|\nu) = \sum_{\nu} \sum_{q} S(\kappa|\nu|q) .
\]

The scale-to-scale provides a diagnostic to visualise the energy cascade. Since the shell boundaries are taken as a power law, the normalised results to the maximal shell transfer provides us with information regarding the direction and locality of the energy cascade. We designate a transfer to be direct if it is positive for \(\kappa > \nu\) and we call it to be local if \(|\nu - \kappa| \sim 5\) (due to our choice of \(\lambda = 2^{1/5}\)). From Fig. E, we do observe that the scale-to-scale transfer pattern corresponds indeed to a direct and local energy cascade for ITG and ETG turbulence. Since \(\mathcal{P}(\kappa|\nu)\) is systematically positive (lower-diagonal) for the energy received from larger scales \(\kappa > \nu\), we can say that we observe a direct energy cascade.

It is important to differentiate between the locality of the energy cascade, one structure giving energy to a similar size structure, from the locality of interactions captured by the locality functions, where the mediator of the energetic interaction is also considered (to be presented in the next section). We stress that only the relative amplitude of the scale-to-scale transfers matters in comparing the intensity of the coupling between two scales.
operators, and propose a possible working definition. Considering the difficulty, we use a similar approach as in Ref. [30]. At the shell level, as we are looking at effective transfers at small scales for ETG turbulence, consisted with the three-scale transfers, by summing over contribution made by all possible mediator scales $q$,

\[ \mathcal{P}_+(\kappa|\rho) = \sum_Q S^+(\kappa|\rho|q), \]
\[ \mathcal{P}_-(\kappa|\rho) = \sum_Q S^-(\kappa|\rho|q). \] (46)

This definition allows for the property $\mathcal{P}_+(\kappa|\rho) = -\mathcal{P}_-(\rho|\kappa)$, which just tells that the contribution between two scales is equal and opposite. The net transfer value is recovered by summing the two contributions, $\mathcal{P}(\kappa|\rho) = \mathcal{P}_+(\kappa|\rho) + \mathcal{P}_-(\kappa|\rho)$.

In FIG. [5] we plot the scale-to-scale transfers for the ITG and ETG cases. Since the forward and backward contribution are much larger than the net transfers, we use a different normalisation, dividing everything to $\mathcal{L}^+)$. This quantity represents the sum of the positive part of the ETG turbulence.

\[ \mathcal{L}^+ = \int \left[ \mathcal{G}(k) + \mathcal{L}(k) + \mathcal{D}(k) \right] \, dk \]
\[ \approx \sum \left[ \mathcal{G}(k) + \mathcal{L}(k) + \mathcal{D}(k) \right], \] (47)

here, for each case, the sum over the first 10 shells.

From the start we notice that the net transfer results as the cancelation of two large contributions, significantly larger than that of the net transfer. Indeed, the anti-symmetry $\mathcal{P}_+(\kappa|\rho) = -\mathcal{P}_-(\rho|\kappa)$, recovers the $\mathcal{P}(\kappa|\rho) = -\mathcal{P}(\rho|\kappa)$ anti-symmetry property for the net transfer. This is important as while the sign defined components would be easier to models, the models need to account properly the difference between the two channels. Looking at the forward and backward components we still observe a local energy transfers, which occurs primarily between neighbouring scales. Indeed, the transfers go to zero for $|\rho - \kappa| > 5$. Since the geometric progression was taken with $\lambda = 2^{1/5}$, the energy transfers can be seen as being local between octave-dyadic scales. This is true for the forward and backward decompositions as it is for the net transfer.

Comparing the ITG and ETG cases, we do notice strong transfers at small scales for ETG turbulence, consisted with the linear transfer picture. This is important as a strong small scale cascade requires additional resolution to be properly solved. This ETG behaviour was hinted in other studies[23], where resolutions considered sufficient for the ITG case led to large difference in global value diagnostics (heat flux; not to be confused with scale-flux) for ETG turbulence.
V. SCALE FLUXES PERSPECTIVE

For turbulence, the flux of energy through a scale represents the most robust quantity related to the redistribution of energy. It is the quantity that stands at the basis of theoretical scaling arguments and phenomenological interpretations. Regardless of the definition, being based on the mode-to-mode-transfer or triad-transfers functions, the flux is consistent with the system dynamical symmetries and contains none on the uncertainties associated with the transfer functions.

A. The free energy scale flux

Formally, from the triad-transfers (Eq. 35), we can define the flux of energy through a scale \( k_c \) as

\[
\Pi(k_c) = \left\langle \int dk \int dp dq \ T(k|p,q) \right\rangle \Theta.
\]  

(48)

From the wave-mode perspective, the physical interpretation is straightforward, as the energy received by modes \( k \), located in a delimited zone of the wave-space, from the interaction with all other possible \( p \) and \( q \) modes. The wave-space is delimited by the surface \( k_c \), designated here as a cut-off surface, through the condition \( |k| > k_c \). Due to the conservation of nonlinear interactions (Eq. 21), only interactions that cross the \( k_c \) surface make a non-zero contribution to the flux. This allows the flux to be seen as the energy transferred through a wave-surface, rather than energy transferred between wave-modes.

Numerically, we have access to the triple-scale transfer \( S(k|p|q) \) and thus, we can compute with ease the scale flux through the scales boundaries \( k_c = k_K \). In term of the triple-scale transfer information, the scale flux reads as

\[
\Pi(k_c) = \sum_{K=c+1}^{N} \sum_{P=1}^{N} \sum_{Q=1}^{N} S(k|p|q)
\]

\[
= \sum_{K=c+1}^{N} \sum_{P=1}^{N} P(k|p)
\]

\[
= \sum_{K=c+1}^{N} T(k),
\]

(49)

where the last two identities relate the scale flux, respectively, to the scale-to-scale and transfer-spectra quantities. These relations, obvious from the definitions of scale-to-scale (Eq. 41) and transfer-spectra (Eq. 42), are meant to emphasise the level from which the scale flux information can be recovered. Integrating over the total energy received by a scale is sufficient, as all possible triad contributions are automatically taken into account.

For the two cases of GK turbulence studied here, ITG and ETG, we plot in FIG. 6 the flux of energy through a scale. While in both cases the flux value is increasing slowly in the
FIG. 6. The contributions to the free-energy flux across \( k_c \) for ITG and ETG cases. For each case separately, \( k_c \) is normalised to the respective gyroradius. The vertical dashed lines represent the upper boundary of shells \( c = \{16, 18, 20, 22, 24\} \) for the respective case.

scale range dominated by the injection of energy (the first 10 shells for each respective case), the ETG flux exhibits a tendency to level in value over a certain range, before quickly decreasing to zero. In comparison, the ITG flux presents a more gradual transition from the injection dominated build up of the flux to the dissipation dominated decrees in value. The presence of a constant flux over a certain range of scales, i.e. an inertial range, represents the call sign of a classical turbulence behaviour. Although for sufficiently separated injection and dissipation ranges one would expect the ITG flux to develop a similar plato (the authors were unable to verify this assumption with the resolutions and computational resources available), we can clearly say that ETG turbulence behaves in a more classical way than ITG.

Another sign that supports this assessment consists in the flux saturation value. In classical turbulence, the energy injection rate equals the energy dissipation value and that of the scale flux. While in GK turbulence, at the global level, the total energy injected still balances the total energy dissipated for a steady state, the scale flux is not saturated by this value. As dissipation can act strongly at the same range as the injection of energy, only a ratio of the energy injected gets transferred. This value is designated here as \( L^+ \) and represents the sum of the positive part of the linear contribution \( G + L + D \), here the sum over the first 10 shells. A larger \( L^+/D \) ratio, tending to one, denotes that a larger amount of energy injected in the system is passed down to the turbulent cascade and thus, that turbulence behaves closer to the classical picture.

\[ \Pi(k_c) = \int \frac{dk}{k \geq k_c} \int \frac{dp}{p \leq k_c} \frac{dq}{q < k_c} + \int \frac{dp}{p \leq k_c} \frac{dq}{q \geq k_c} \]

The first term \( I \) contains the contribution of triads which have both legs across the surface. For the second term \( II \), only \( p \) is across the cutoff surface, while for the third term \( III \) only the \( q \) leg of the triad penetrates the surface. Since these two terms are equal in contributions, as the triad transfer \( T(k|p,q) \) is symmetric in \( p \) and \( q \), we will look at their sum. As mentioned, the last term \( IV \) is always zero due to the conservation of interactions. The contributions of the terms, in respect to \( p \) and \( q \) scales, are represented schematically in FIG. 7. We mention that the contributions made by the term \( I \) and the sum \( II + III \) are the same when performing a similar decomposition on the triple-scale transfer \( S(k|p,q) \), even if the resulting individual terms \( II \) and \( III \) are not.

In FIG. 7 we plot the fluxes nonzero contributions \( I \) and \( II + III \) as a ratio of the total flux, for the ITG and ETG cases. It can be seen that for the ETG case the \( II + III \) contributions decrease slower, showing a tendency to level out. A constant ratio between these two flux contributions is to be expected in an infinity long self-similar dynamical range (i.e. the inertial range). More importantly, as we will see next, even if the first term \( I \) is responsible for the main contribution to the flux, or has a comparable contribution to the sum \( II + III \), the locality of interaction of the two contributions is drastically different.

B. Flux contributions

To better understand the triad transfers contributing to the energy flux, in Eq. \( (48) \), we decompose the last two integrals taken over \( p \) and \( q \) in respect to \( k_c \) and we label the four terms to ease their identifications,

\[ \Pi(k_c) = \int \frac{dk}{k \geq k_c} \int \frac{dp}{p \leq k_c} \int \frac{dq}{q < k_c} + \int \frac{dp}{p \leq k_c} \int \frac{dq}{q \geq k_c} \]

Thus, the four terms \( I \) and \( II + III + IV \) are not.

In FIG. 8 we plot the fluxes nonzero contributions \( I \) and \( II + III + IV \) as a ratio of the total flux, for the ITG and ETG cases. It can be seen that for the ETG case the \( II + III + IV \) contributions decrease slower, showing a tendency to level out. A constant ratio between these two flux contributions is to be expected in an infinity long self-similar dynamical range (i.e. the inertial range). More importantly, as we will see next, even if the first term \( I \) is responsible for the main contribution to the flux, or has a comparable contribution to the sum \( II + III + IV \), the locality of interaction of the two contributions is drastically different.
Moreover, since for a steady turbulent state the fluxes are directional (same sign across a range of scales), for \(k_p < k_c\) the normalised value of the locality functions will decreases in value as a function of \(k_p/k_c\). Thus, we can measure the rate at which the normalised value of the locality functions decreases as a function of separation between the two scales (identified by \(k_p\) and \(k_c\)). Larger rates than otherwise imply that contributions made by ever separated scales are smaller and thus local interactions dominate.

To better understand these results, we judge them through the premiss of classical turbulence, for an infinitely long inertial range. The collapse of the normalised locality functions curves, for different \(k_c\) values, implies a self-similarity behaviour of the dynamics (although not necessary given by a simple scaling law). Furthermore, collapsing on the same \((k_p/k_c)\) curve denotes an universal nonlinear interaction regime consistent with a simple scaling law for turbulence. The exponent \(\alpha\) is known as asymptotic locality exponent, as higher degrees of turbulence will not generate larger nonlocal interactions. This simple picture is found for hydrodynamical (HD) and magneto-hydrodynamical (MHD) turbulence. The theoretical locality exponents, respectively of \(4/3\) and \(2/3\) have been confirmed numerically\[14,32,33\], the later case referring to the total energy flux contribution. For reference, we plot in FIG. 9 a composite figure of the IR locality functions for HD and MHD turbulence obtained from data used by the authors in their previous work\[14,32,33\].

In FIG. 10 we plot the locality functions for different cut-off values \(k_c\). While the values of \(k_c\) chosen for ITG and ETG cases differ, their location in respect to the peak of the flux is similar (same shells values \(c\) are desired for a comparison of turbulence behaviour). Compared to the simpler classical turbulence examples mentioned above, GK turbulence struggles to recover a similar picture. First we need to consider the smaller resolutions available that would limit the appearance of a large “inertial range” behaviour. Our choice in cut-off limits (\(c\) values selected for the IR functions displayed in

\[
\Pi_{\text{IR}}(k_p|k_c) = \left( \int_{k \geq k_c} \int_{p < k_p} \int_{q < k_p} T(k|p,q) \right) c. \tag{51}
\]

It measures the contribution to the flux through \(k_c\) from triads of modes with at least one scale larger than that of the probe \(k_p\). In the limit \(k_p \rightarrow k_c\), the locality functions recover the value of the flux across the cut-off \(k_c\). This allows for the normalisation \(\Pi_{\text{IR}}(k_p|k_c)/\Pi(k_c)\) to be one for \(k_p = k_c\).

FIG. 8. The free energy flux nonzero contributions (I and II + III), normalised to the total flux, for the ITG and ETG cases. For ETG, the first shell boundary contribution of term I is negative. In both cases, the vertical dash lines represent the respective shell boundaries.

FIG. 9. IR locality functions obtained for hydrodynamical (HD) and magneto-hydrodynamical (MHD) turbulence data\[14,32,33\]. In both cases the same \(512^4\) resolution, simulation parameters and forcing mechanism has been used.

C. Infrared (IR) locality functions

In general, the idea of locality can be seen as the disparity between scales contributing to a nonlinear interaction\[31\]. For a given energy flux through a scale, the degree to which each scale contributes to the mentioned flux represents an assertion of locality. For the interaction to be local, the contribution of highly separated scales should be small and decrease fast with the increase in separation\[13\]. Measuring the locality through the perspective of the scale flux can be done using Kraichnan’s infrared (IR) and ultraviolet (UV) locality function\[12\].

Starting from the definition of the flux, the IR locality function is defined by taking a second probe surface \((k_p)\) in such a way \((k_p \leq k_c)\) that it limits the selection of triads that contribute to the energy flux through \(k_c\). Conceptually, the definition can be obtained from Eq. (50) (the nonzero terms), by replacing the integral limits inside the square bracket from \(k_c\) to \(k_p\) and it reads as

\[
\Pi_{\text{IR}}(k_p|k_c) = \left( \int_{k \geq k_c} \int_{p < k_p} \int_{q < k_p} T(k|p,q) \right) c. \tag{51}
\]
FIG. 10. IR locality functions for ITG and ETG turbulence, normalised to the value of the total flux in each case. The cut-off values $k_c$ correspond to the ones identified in FIG. [7] by the vertical dashed lines.

FIG. [6] are meant to span the plateau range of the flux, while avoiding the strongly damped scales. Second, as the gradient driven turbulence has a wide range dominated by the driving instability, we notice that the curves exhibit a similar fallout once this zone is reached, regardless of the cut-off. In this unclear situation, we look for signs of asymptotic locality, curves collapsing on the same slope. For the ETG case, we see a tendency to recover the theoretical $5/6$ value [83]. This is particularly encouraging as in this case, we do notice a tendency of the curves to collapse on each other (here, $c = 16$, $c = 18$ and $c = 20$ in particular). By comparison, a wide range of values are found for ITG, ranging from the $5/6$ to the $1/12$ value. For ITG turbulence, we do not observe the collapse of the IR functions on any value, regardless of the $k_c$ selection.

To aid our understanding, we look (FIG. [11]) at the locality functions of the $I$ and $II+III$ contributions to the flux, corresponding to the fist and second term in Eq. [51], respectively. Each function is normalised to its maximal value, to collapse the curves onto each other, as we are interested to observe the slope behaviour. For term $I$, in both cases, a ultra local behaviour is found (a line with an exponent of $9$ is drawn for reference), the locality functions exponent dropping to zero the over a $5$ shell interval. It should be pointed out that this strong locale nature of the dominant flux contribution needs to be exploited in future modelling attempts. Thus the main influence to the locality exponent is made by the $II + III$ flux contribution. This is not surprising, as triads with only one leg through the cut-off surface are geometrically less constrain and allow for the most non-local interactions. The ETG case tendency to collapse on the $5/6$ slope is again evident as is the undetermined exponent for ITG turbulence. The cause of these different behaviours is explored next.

D. Zonal flow contribution on the locality functions

While ETG and ITG behaves differently, we still need to understand why. Using $S^{ZF}(k | p | q)$ as the building block in Eq. [49], we construct the flux through a scale $\Pi^{ZF}(k_c)$ and the afferent infrared locality function due to the the zonal-

FIG. 12. Zonal flow modes scale flux contributions in respect to the total flux for ITG and ETG turbulence.
flow modes $k^{ZF}$ (here $k_y = 0$ modes). In general, the total energy flux can be decomposed into a series of fluxes that only contain interactions that possess certain symmetry constraints.

$$\Pi(k_c) = \Pi^{ZF}(k_c) + \Pi^{\text{remainder}}(k_c).$$  

(52)

In FIG. [12] we plot the flux contributions. We observe that the zonal-flow contribution is smaller for the ETG case. This is important since regardless of their non-locality behaviour, the degree of which such contributions affect the overall picture depends on their amplitude.

In FIG. [13] we plot the IR locality function arising for only the zonal-flow modes. We see a clear $1/12$ exponent for ITG, a very non-local contribution. This seems to indicate the zonal-flow modes contribution in the case of ITG (emphasised due to the electron adiabatic response) as the cause of the more pronounce non-local nature compared to ETG turbulence.

E. Ultraviolet (UV) locality functions

Since $k_c$ is fixed to a given value, the IR locality functions let us know if the the energy transferred by the flux $\Pi(k_c)$ comes primarily from nearby larger scales (a local behaviour) or from scales $k_p$ located farther apart (a more non-local behaviour). However, these functions do not possess information on where the energy is deposited across the flux cut-off $k_c$. This information is contained by the ultraviolet (UV) locality functions. The UV locality functions are obtained in an analogous way to the IR ones, starting from the definition of the flux,

$$\Pi(k_c) = - \int \frac{dk}{k^2} \int dp dq \mathcal{T}(|k, p, q|),$$  

(53)

obtained from Eq. (48) by considering the conservation of interactions in a triad (changing the integral limit to $k \leq k_c$ introduces the minus sign). Decomposing the last two integrals taken over $p$ and $q$ in respect to $k_c$ and taking now $k_p \geq k_c$ gives us the ultraviolet (UV) locality functions definition,

$$\Pi_{uv}(k_p|k_c) = \int \frac{dk}{k^2} \left( \int dp \int dq \mathcal{T}(|k, p, q|) - 2 \int dp \int dq \mathcal{T}(|k, p, q|) \right).$$  

(54)

The functions measure the contribution to the flux through $k_c$ from triads of modes with at least one wavenumber greater than $k_p$, therefore providing information regarding the locality makeup of a scale $k_c$ in relation with smaller and smaller scales ($k_c/k_p \to 0$). Thus, ignoring where the energy is coming from through $k_c$, we can measure where the energy is primarily deposited by looking at the $\Pi_{uv}(k_p|k_c)/\Pi(k_c)$ ratio in respect to $k_c/k_p$.

Since determining asymptotic locality exponents requires us to span the inertial range, while being out of the driving range influence, the UV locality exponent is much harder to determine numerically. This is a known problem even for the simpler HD and MHD turbulent systems. In FIG. [14]

[FIG. 13. IR locality functions for ITG and ETG zonal-flow modes contribution, normalised to their respective scale flux. The cut-off values $k_c$ correspond to the ones identified in FIG. [7] by the vertical dashed lines.]

[FIG. 14. UV locality functions for ITG and ETG turbulence, normalised to the value of the total flux in each case.]
we present the normalised UV locality functions for ITG and ETG turbulence. In both cases we see a departure from the theoretical 5/6 exponent estimate. For ITG turbulence, we observe an upper value of 18/6. In the ETG case, while we do observe a 9/6 value, we also observe a tendency for the functions to collapse on the same slope. Although both values are interpreted by us as a local UV makeup of interactions, we do see that ETG turbulence is less local than ITG. This is consistent with the idea of a stronger cascade, requiring a larger range of scales to be accounted fully.

VI. CONCLUSIONS AND DISCUSSIONS

In this work, the energy exchanges between perpendicular spatial scales were analysed for ITG and ETG driven gyrokinetic turbulence. From the start, the tendency of ETG turbulence to experience higher value small-scale transfers is evident from the transfer spectra. This effect is further confirmed from the perspective of the scale-to-scale interactions, especially form the forward and backward decompositions. While in both cases, we see a direct, local transfer of energy, the increase in small-scale transfers for ETG turbulence denotes a stronger cascade. A quantifiable diagnostic to this effect is given at the flux level, where 82% of the energy injected in the ETG system is cascaded down compared to only 54% for ITG.

The strength of cascade has an influence on the turbulence properties. ETG has a stronger classical turbulent behaviour, recovering the theoretical IR locality exponent. In the ITG case, no clear exponent is found. This is due in part to the strongly non-local zonal flow component, but also to its reduced cascade that does not redistribute a large enough value of energy to reach a set of scales unaffected by this large scale effect.

From a modelling perspective, these two different behaviours have non-intuitive implications. As with all turbulent systems, it is desired to model the small-scale effects while numerically computing only the largest scales (eddies) in the system. Such approach is taken by the Large Eddy Simulations (LES) sub-grid scale modelling technique. This method requires the existence of universal small scales that, more importantly, ensure a universal cascading mechanism in the form of an inertial range. In the inertial range (towards its beginning), a cut-off is taken and scales smaller than that are removed while their effects on larger scales are accounted through a model. For this model to be universal, the removed small scales should have a small dependence on the large scales. This information if given by the IR locality functions. Thus, ETG turbulence more IR local behaviour is preferred. Naturally, the impact made by a model on the resolved large scales needs to be consistent with the impact made by the small scales on the large ones. However this information is given by the UV locality functions. From this perspective, while generating an ITG model is more problematic, its impact on the system is less important than for ETG (UV locality being higher for ITG than ETG). This effect was seen in a separate study related to the application of LES to gyrokinetics.

Non-intuitively, the same complications that make ITG harder to understand and model from the perspective of classical turbulence, also makes the system more robust to scale truncations. Conversely, ETG turbulence is more dependent on numerical resolution that ITG, experiencing a stronger cascade that needs to be fully resolved, while at the same time being a perfect candidate for the implementation of LES methods and the use of classical turbulence scaling arguments.

At the end we mention that for a conclusive understanding of the fundamental properties of GK turbulence, the impact of the resolution and of the geometry needs to be understood from the perspective of the fundamental five-dimensional spaced transfers. Due to the computational resources required and the hurdles of a full spectral implementation, such progress is limited, but should not be abandoned by the community.
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