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Abstract

We review a number of recent studies that have identified either correlations between different linguistic features (e.g., implicational universals) or correlations between linguistic features and nonlinguistic properties of speakers or their environment (e.g., effects of geography on vocabulary). We compare large-scale quantitative studies with more traditional theoretical and historical linguistic research and identify divergent assumptions and methods that have led linguists to be skeptical of correlational work. We also attempt to demystify statistical techniques and point out the importance of informed critiques of the validity of statistical approaches. Finally, we describe various methods used in recent correlational studies to deal with the fact that, because of contact and historical relatedness, individual languages in a sample rarely represent independent data points, and we show how these methods may allow us to explore linguistic prehistory to a greater time depth than is possible with orthodox comparative reconstruction.
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1. INTRODUCTION

The past several years have seen the publication of a number of studies, often based on large-scale databases of language data (see Supplemental Appendix A; follow the Supplemental Material link in the online version of this article or at http://www.annualreviews.org) such as The World Atlas of Language Structures (WALS; Dryer & Haspelmath 2013, first published in 2005), that use correlational techniques in support of hypotheses and claims about language typology and linguistic prehistory. These studies include (in no particular order) our own proposal of a link between population-level variability in the genes ASPM and Microcephalin and the geographical distribution of tone languages (Dediu & Ladd 2007); suggestions that the phonemic inventory of a language is related to the size of the population that speaks it (Hay & Bauer 2007) or to the distance of the language’s homeland from Africa (Atkinson 2011); and claims either that computational phylogenetic techniques adapted from evolutionary biology allow inferences concerning proposed word-order universals (Dunn et al. 2011) or that they confidently place the Indo-European homeland in Anatolia (Bouckaert et al. 2012; R. Gray & Q. Atkinson, manuscript in preparation). In general, linguists have tended to be skeptical of such work, as the first author (who regards himself as a typical linguist in most respects) knows from the experience of discussing the Dediu & Ladd (2007) paper with colleagues when it first appeared. Many of the most controversial recent studies were carried out by scholars whose background gives them a firm grasp of statistical methods but who do not share the typical intellectual outlook or the background knowledge of someone trained in linguistics (the third author places himself in this category). Despite the potential for unproductive cross talk, however, we argue that this general line of work, although sometimes clearly flawed, is potentially very valuable, and that it is worth working toward collaboration and interdisciplinary understanding. Our goal in this review is to make these studies more accessible to those without an extensive background in statistics and to summarize some of the justified skepticism from within linguistics.

2. CORRELATION AND EXPLANATION

Correlation is simply a quantitative relation between the variability of two different phenomena. A trivial example (developed in Supplemental Appendix B) is the relation between the height and weight of professional baseball players: In general, baseball players who are taller (variability in one phenomenon) are also heavier (variability in another). A comparable linguistic example is the relation between word length and frequency of occurrence. Word length is variable (some words are longer than others), word frequency is variable (some words are more common than others), and the two kinds of variability are systematically and quantifiably related: Less frequent words tend to be longer, and longer words tend to be less frequent (Zipf 1936, 1949).

If we do observe a correlation between two variables, an obvious reaction is to wonder why. Most readers are aware of the well-known adage that “correlation is not causation” (http://en.wikipedia.org/wiki/Correlation_does_not_imply_causation), and correlations observed in nature are often part of complex networks of factors that can make it difficult to establish causes. Unless we can do an experiment—that is, manipulate a variable (or variables) in a controlled fashion and observe the effects of this manipulation on some other variable(s)—we may not be entitled to infer causal relationships. Unfortunately, of course, many domains of scientific interest are not amenable to experimental manipulation. For example, having observed a positive correlation between the presence of ejectives in a language and the altitude at which the language is spoken (Everett 2013), we cannot experimentally test the hypothesis that there is a causal relationship between altitude and phonology. We cannot move all the speakers of selected languages...
to Tibet or the Andes to see whether over multiple generations they develop ejectives, or move the
speakers of Quechua or Georgian to low-lying islands to see whether ejectives are lost. Instead, we
can only seek additional data, often at different levels of explanation (e.g., in terms of an ar-
ticulatory model in which low air pressure favors the production of ejectives). Research on many
typological and historical aspects of language is affected by such limitations, although linguistics is
hardly unique in this respect. Constraints on the availability of experimental data are present in all
branches of science, from particle physics to molecular biology to cosmology, and correlational
studies are found in many fields, especially in the historical and social sciences.

This is not to say that the use of correlational approaches is without problems. Most obviously,
in any study with a correlational design, there will generally be multiple models that can reproduce
the same empirical observations—that is, there will often be many potential answers to the
question, “Why?” The concept of causality is actually very complex and widely debated (e.g.,
Beebee et al. 2009). Recent important advances hold the promise of both a better theoretical
understanding and new quantitative methods for inferring causal models from correlational data
(Pearl 2000, Hernan & Robins 2014). Most of the time, however, correlational studies can change
only the relative likelihood of competing accounts. Yet in the long run, changing the relative
probabilities of different models or theories is extremely informative. In this Bayesian view of
science (see, e.g., Easwaran 2013, Talbott 2013, but also see Gelman & Shalizi 2013), well-
collected, rigorously analyzed, and clearly reported correlational data can lower the probability of
causal models that cannot generate the observed correlational structures, while increasing the
probability of compatible models.

Determining what counts as well-collected and rigorously analyzed correlational data is not
necessarily straightforward, though. The recent history of neuroimaging studies in cognitive
neuroscience provides a useful case study here. An explosion of research early in this century
showing correlations between specific cognitive or perceptual tasks and activity in specific brain
areas was soon found to be based on statistical practices that led to unsound inferences (“voodoo
correlations” in the memorable phrase of Vul et al. 2009; also see Carp 2012, Silver et al. 2011). At
the same time, however, awareness of the problems quickly led to changes in practice. The field is
now developing robust and standardized ways to deal with the issues that result from the use of
correlational approaches, so that it can make progress in understanding the neuroanatomical and
neurofunctional bases of human cognitive processes (e.g., Kriegeskorte et al. 2009).

A further issue, and one that is sometimes a legitimate basis for skepticism about correlational
studies of language, is the extent to which correlations are valid and robust. Although these terms
are sometimes confused, they refer to different concepts, and in theory both should be addressed
by a correlational study. Validity can be ensured to a certain degree by being systematic and clear
in laying out the assumptions behind the hypothesis proposed and behind the specific variables
involved—what they mean, how are they defined, and how exactly they are measured and coded.
However, if the different sets of assumptions available present different advantages and dis-
advantages, then researchers can at least test the robustness of the results by comparing the
agreement between results derived from different data sets, different methods, and different
assumptions and by systematically examining the differences and trying to understand their
causes. A more detailed technical discussion of validity and robustness is presented in Supple-
mental Appendix C.

Validity is at the heart of many objections to correlational studies of language. In a large-scale
test of implicational word-order universals, for instance, it is usual to assign every language
a unique value as having either verb–object (VO) or object–verb (OV) order. What do we do with
Dutch and German, the specialist wants to know: Do we count them as VO on the basis of main
clauses or OV on the basis of subordinate clauses? This is unquestionably a genuine problem,
although it should be considered a methodological issue, not a fatal flaw in the correlational approach. Specific decisions about doubtful cases can be made on the basis of theoretical work whose validity may be evaluated independently. Moreover, separate correlational analyses can be carried out on the basis of systematically different decisions about doubtful cases, and we can determine whether the conclusions are robust or whether they depend too delicately on the precise details of how the doubtful cases are coded. And in any case, correlational studies are only one tool among many for advancing our understanding: Many areas of linguistics are now seeing an expansion of experimental and modeling studies that can be used as a further check on hypotheses generated by correlational work.

3. CORRELATION AND UNIVERSALS OF LANGUAGE STRUCTURE

Several aspects of empirical work in linguistics do not require quantitative investigation. You do not need to do an experiment or carry out a survey to determine that the plural of *child* is *children* or that the Latin verb *esse* ‘be’ was irregular. This means that it is not only normal but frequently even appropriate for descriptive statements about language structure to be made without statistical support, and many areas of linguistics have consequently developed without a firm basis in quantitative approaches that are taken for granted in many fields. As a result, linguists are often ill prepared to evaluate the technical aspects of correlational studies. For many purposes, this is not a problem: As noted in the previous section, clear thinking about the assumptions and definitions underlying correlational studies is frequently as important as actually carrying out the quantitative work itself. Yet statistical facts about language structure have tended to remain marginalized, so the relevance of correlational findings is often not clear even if the findings themselves are not in doubt.

Consider our understanding of Zipf’s (1936, 1949) observation of the correlation between word length and frequency. Although the precise quantitative relationship varies between texts and between languages, the basic correlation is robust, in the specific statistical sense that correlational findings based on different data, measures, and assumptions tend to agree (for a review, see Piantadosi 2014). Moreover, the measures themselves—word length and frequency—are relatively easy to define and determine empirically, so the validity of the correlation is also not seriously in doubt. The question of causality, however, is much less clear. On the basis of his original findings, Zipf (1936, 1949) suggested that a frequently used word would adapt to become shorter in order to minimize production effort. Other theories suggest that, because short words tend to be more polysemous (Köhler 1999), they are more likely to be used in a greater number of contexts and, thus, more frequently (e.g., Köhler 1986). More recently still, Piantadosi et al. (2011a) demonstrated that a better predictor of a word’s length is not its frequency as such, but rather the information the word carries. This finding suggests that words may adapt under pressure to be informative, rather than to minimize production effort. However, the mechanism for any such adaptation is unclear, and it is probably relevant that word frequency is also correlated with many other measurable variables: with developmental factors such as the age of acquisition (Kuperman et al. 2013), processing factors such as the speed of lexical decision (Balota et al. 2007), semantic factors (see the sidebar titled Correlations in Semantic Domains) such as valence (Boucher & Osgood 1969, Kuperman et al. 2013), and diachronic factors such as the rate of lexical replacement over time (Pagel et al. 2007). Lexical decision time, meanwhile, is also correlated with word length (Hudson & Bergman 1985), the age of acquisition (Walker & Hulme 1999), and the physical size of the referent (Sereno et al. 2009, Yao et al. 2013), whereas the concreteness of a word’s referent is correlated with word length, informativeness (Piantadosi et al. 2011b), and the age of acquisition (Reilly & Kean 2007). This complex network of relationships has so far proved resistant to a comprehensive explanation (Figure 1), and at least partly as a consequence, the
CORRELATIONS IN SEMANTIC DOMAINS

Research on how semantic domains are divided into linguistic categories has tended to involve comparisons between specific languages rather than large-scale quantitative analyses. However, recent studies have used multidimensional scaling and clustering techniques, which help visualize distances between features so that common categories emerge (Croft & Poole 2008). For example, Majid et al. (2008) studied how different languages divide the space of cutting and breaking events. Participants described videos that showed people cutting, tearing, and breaking things in various ways. Dimensions were then identified along which languages tended to make lexical distinctions. For example, languages tended to distinguish precise cuts (e.g., slice) from imprecise breaks (e.g., smash). Majid et al. argue that languages have a “general solution” to conceptualizing this domain and that, although there is variation, there are also strong constraints. Similar quantitative studies have considered motion verbs (Malt et al. 2013) and adpositions for spatial relations (Levinson & Meira 2003), as well as morphological domains such as case (e.g., Clancy 2006). Malt et al. (2014) suggest that the potential benefits (but also the constraints) of quantitative methods ought to inform approaches to collecting linguistic data so that methods become more standardized, systematic, and ecologically valid.

Zipfian correlations and similar quantitative regularities have not really been integrated into mainstream linguistic theorizing. [Notable exceptions can be found in work by such scholars as Charles Yang (e.g., Yang 2013) and Janet Pierrehumbert (e.g., Pierrehumbert 2002).] A rapid survey of introductory texts finds Zipf mentioned only in Crystal’s (2010) Encyclopedia of Language.

There is, however, at least one type of correlational regularity about language that has played a key role in developing linguistic theory: what Greenberg (1966) called “implicational universals.” An implicational universal is a statement that if a language has structural property X, then it is likely to have structural property Y as well. Among the implicational universals now widely thought to be valid are correlations of word order in different types of phrases—for example, the claim that a language with OV word order will normally also place adjectives before the noun. This type of regularity was incorporated into mainstream theorizing in generative grammar in the early 1980s, and the idea that languages tend to be either head-final or head-initial rapidly became commonplace and is widely assumed today. In statistical terms, that is, the observed correlations are explained with reference to a single deeper principle—headedness—that governs the order of several different types of grammatical constituents.

For some time, many linguists simply took it for granted that word-order correlations are actually valid, and focused on the implications of that supposed fact for parsing and for grammatical theory [e.g., the “cross-category harmony” principle (Hawkins 1979, 1982)]. One of the first large-scale attempts to validate the correlations themselves was carried out by Matthew Dryer in WALS. His work (Dryer 2013a,b,c) suggests that consistent patterns of headedness are more frequent in certain types of phrases than in others, and that certain patterns may be restricted to certain parts of the world. In particular, a consistent association between the order of object and verb and the use of postpositions or prepositions seems to be universal. By contrast, there is little or no correlation between the order of OV and the order of adjective and noun (AN). The head-final OV+AN combination is found primarily in South Asia and Siberia, and the head-initial VO+NA combination primarily in Southeast Asia and sub-Saharan Africa. In Australia and the Americas, the most widespread pattern is the “mixed” OV+NA (Table 1) (Figure 2). The theoretical implications of such findings for characterizations of languages as head-initial versus head-final are outside the scope of our discussion, although we note that a considerable amount of theoretical
work in linguistics continues to assume that languages tend to display a consistent “headedness direction” (e.g., Biberauer et al. 2014). Our general points are simply that implicational universals are a type of correlation and that large-scale correlational studies based on databases such as WALS are therefore directly relevant to progress in linguistics.

Actually, there is a more fundamental issue that arises from Dryer’s work in WALS, specifically from the facts that the consistently head-final OV+AN pattern is found primarily in a large contiguous area of the Eurasian landmass and that both Australia and sub-Saharan Africa exhibit substantial agreement on their own patterns. What if the observed word-order correlations are not in fact due to some underlying unity of headedness, but rather are simply the result of contact between neighboring languages or inheritance from a common ancestor language? That is, these correlations might be artifacts of the fact that the languages under consideration are not independent of each other. We return to this problem in Section 5, below. Here our point is the same general one about the value of correlational studies: A potential problem with the idea of implicational universals has come to light through the combination of large-scale, correlation-based research and explicit thinking about its validity.
4. CORRELATIONAL STUDIES INVOLVING EXTRALINGUISTIC FACTORS

Although language-internal structural correlations such as implicational universals have long been treated as an interesting problem in linguistics, the same cannot be said of attempts to relate facts about language structure to facts about speakers and their environment—variables such as group size, geographical location, genetic makeup, and cultural expectations. For example, Chen (2013) reported that individuals who speak a language with no grammatical distinction between present and future tense are more likely to save money rather than spend. Similarly, Gay et al. (2013) showed that there are greater gender differences in political and economic opportunities among speakers of languages with gender distinctions in pronouns. Other proposed links between linguistic and nonlinguistic variables include phonetics and climate (Fought et al. 2004), ejectives and altitude (Everett 2013), and phonetics and sexuality (Ember & Ember 2007).

In some cases, reports of such relationships have been treated as interesting challenges for linguistics, and as potential catalysts for research questions (e.g. Hay & Bauer 2007, Roberts & Winters 2012). In general, however, attempts to link language structure with extralinguistic factors are almost intrinsically suspect: The Boasian tradition (e.g., Boas 1931) insists that there are no “primitive” languages and emphasizes the suitability of all languages to their speakers’ communicative needs; Whorfian ideas about the cognitive biases imposed by the native language are no longer widely credited (but see Carroll et al. 2004, Levinson 2012); Chomskyan assume the existence of universal (and probably innate) structural principles; and the Saussurean foundation of all modern linguistics means that linguists take for granted the arbitrariness of linguistic form almost from the first day of their first introduction to the subject. Not surprisingly, then, commentaries by linguists have often summarily dismissed claims like Chen’s or Gay et al.’s (e.g., Lewis & Pereltsvaig 2013 and similarly skeptical comments by, e.g., Pullum 2012, Grossman 2013, Liberman 2013, Kiparsky 2014).

Although the linguist’s perspective is certainly a useful check on overenthusiastic acceptance of causal claims that have sometimes made it into big-name general science journals, blanket rejection of the idea that extralinguistic factors correlate with anything linguistic may lead us to throw away genuine explanatory insights into why languages are the way they are. As Östen Dahl (2013) puts it, “I am not sure this is the best way to respond to these ideas; it is not quite as easy to poke a hole in Chen’s argument as one might think, and to outsiders it may seem like an irrational knee-jerk reaction. It is better if we try to analyze the claims seriously; maybe we can learn something from it—especially if the results are spurious, it may make us be more careful about our own pet hypotheses.” In this section we consider two strands of research on correlations with extralinguistic factors that seem to us to have this kind of potential.

### Table 1 Data on implicational universals of word order

<table>
<thead>
<tr>
<th></th>
<th>a</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Order of object and verb</td>
<td>Order of adjective and noun</td>
</tr>
<tr>
<td>Adpositions</td>
<td>OV</td>
<td>VO</td>
</tr>
<tr>
<td>Postpositions</td>
<td>472</td>
<td>42*</td>
</tr>
<tr>
<td>Prepositions</td>
<td>14*</td>
<td>456</td>
</tr>
<tr>
<td>Postpositions</td>
<td>AN</td>
<td>216</td>
</tr>
<tr>
<td>Prepositions</td>
<td>NA</td>
<td>332*</td>
</tr>
</tbody>
</table>

(a) The three left columns make clear that languages violating the implication universal (indicated by asterisks) are quite rare, whereas (b) the three right columns show that violations are widespread and, in particular, that there are considerably more OV languages that violate the implicational universal than ones that obey it. Data are from Dryer (2013a,b).
4.1. Social Structure and Linguistic Complexity

A number of recent studies have considered the relation between social structure and linguistic complexity (see Nettle 2012 for a review). For example, languages spoken by larger populations have been found to have less complex morphology (Lupyan & Dale 2010) and slightly higher rates of lexical replacement or change (Wichmann & Holman 2009; Nettle 1999; F.M. Jordan & T.E. Currie, manuscript submitted). At the same time, they have also been reported to have larger phoneme inventories (e.g., Hay & Bauer 2007, Atkinson 2011, Wichmann et al. 2011), although Moran et al. (2012) and Donohue & Nichols (2011) have not found this correlation. There are also complex patterns in how social structure, demographics, and ecological factors influence rates of lexical borrowing (Bowern et al. 2011). All of this evidence suggests that there may be trade-offs in complexity between different levels of structure. Such an inference is consistent with correlations between the size of the phoneme inventory and the average word length (Nettle 1999, Wichmann et al. 2011) and between morphological complexity and phrase length (Juola 1998). Thus, it may seem appropriate to treat these findings as indications of language-internal structural tendencies rather than as direct effects of social structure (for work on dialects, see the sidebar titled Exploring Differences Between Dialects).

Nevertheless, recent comparative work (e.g., Trudgill 2002, McWhorter 2007) suggests that morphological simplification can result from language contact [and indeed, in specific cases this idea has been around for a long time; see, e.g., Thomason & Kaufman (1988, section 9.8) on the effects of contact with Scandinavian and Norman French on Old English]. If so, then we should expect languages with a more extensive history of contact to have simpler morphology than languages in less regular contact with others. Lupyan & Dale (2010) used a large-scale correlational study to quantify and test this hypothesis directly. They took the number of speakers of a language as a proxy for the probability of contact and showed that this number correlates with a composite morphological complexity score based on the number of morphological cases. They also showed that this correlation exists in many language families. Subsequently, Dale & Lupyan
EXPLORING DIFFERENCES BETWEEN DIALECTS

Most correlational studies are based on worldwide samples of languages, but correlational methods can also apply to more local analyses. Phonetic differences between dialects of English have been explored using clustering methods (e.g., McMahon et al. 2007, Sullivan & McMahon 2010). Most correlational studies also focus on continuous or countable variables such as population size, number of phonemes, or number of morphological cases. However, it is also possible to perform correlational studies on categorical variables such as differences in morphosyntax (Szmrecsanyi 2014). Geographical effects can also be observed on a local scale. Spruit (2006) demonstrated a correlation between syntactic differences between dialects of Dutch in the Netherlands and the geographic distance between those dialects. Correlational studies of dialects have proved useful for quantifying differences between varieties in an objective way that is free from typical ingrained social prejudices and that deals with complex relationships too numerous for a single human linguist to have intuitions about (Nerbonne 2009).

(2012) also demonstrated a correlation between a preference for regularized forms and children’s contact with nonnative speakers. Although this finding demonstrates a general agreement (and hence suggests that the correlation is robust in the sense introduced in Section 2, above), there have been criticisms (e.g., Nettle 2012) that the proxy measures are too coarse and that therefore the inferences may not be valid. Moreover, other studies using different measures of grammatical complexity have mixed results: Sinnemäki (2009) has found that larger populations tend to have more systematic paradigms, whereas Nichols (1992) and Martowicz (2011) have found no evidence for a link between population size and the complexity of specific structures. Nevertheless, a more focused test of the hypothesis, carried out by Bentz & Winter (2013), demonstrated that languages with large proportions of L2 (nonnative) speakers have very restricted nominal case systems compared with languages with low proportions of L2 speakers. All of this evidence strengthens the idea that extensive language contact can result in morphological simplification and suggests that this process is one cause of the correlations that have been found.

As with the example of altitude and ejectives mentioned above, it is not feasible to test this causal hypothesis experimentally on real languages over multiple generations, but it is possible to demonstrate the robustness of the theory using alternative methodologies such as laboratory experiments with artificial languages and agent-based computational simulations. (Agent-based simulations are programs that simulate linguistic interactions within a population of artificial agents; researchers specify their assumptions about how interactions work and parameters such as the number of individuals, and they can then measure how global properties emerge in the model from individual interactions by varying parameters or comparing different assumptions.) For example, Dale & Lupyan (2012) provided an agent-based simulation as a proof of concept that morphological complexity decreases when a language is learned by adults rather than children. Around the same time, Little (2012) ran a laboratory experiment in which participants learned an artificial language, and found that the learners used morphologically simpler forms when they thought they were communicating with speakers of a different artificial language. That is, Little’s result suggests that effects on morphological complexity could be driven by “foreigner-directed” speech, rather than adult learning. However, both results are consistent with the broader theory that contact is an important key to understanding the influence of social factors on language structure.
4.2. Geographical Factors in the Structure of the Color Lexicon

Berlin & Kay (1969) reported that there are universals in the structure of basic color words between languages, and suggested that there is a hierarchy of basic color terms, with more basic distinctions (e.g., dark/light) emerging in a language before others (e.g., pink/purple). When it appeared, this proposal was extremely influential in moving linguistics away from a strongly relativistic outlook toward greater acceptance of universals of various sorts, broadly in keeping with the Chomskyan ideas that were coming to dominate at that time. Berlin & Kay’s approach has subsequently been subject to many criticisms, including objections to their methods, reports of exceptions to the proposed universals, and more general critiques of the notion that all languages have dedicated color terms that cover the whole visible spectrum (Rosch 1974, Saunders & van Brakel 1997, Davidoff et al. 1999, Levinson 2000, Lin et al. 2001). However, it has also inspired several correlational studies suggesting that universals of the color lexicon may derive from biological and environmental universals and from general principles of cultural evolution, rather than representing a specifically linguistic universal. In this literature, that is, there is a move from the observation of a pattern to a quantified correlation to controlled experiments and models that demonstrate causal links. Although the initial, qualitative work set the scene for the issues, more quantitative work has helped to evaluate the theories.

Bornstein (1973) noted that there is a correspondence between the size of the basic color vocabulary and the distance of the linguistic community from the equator, suggesting that exposure to greater amounts of ultraviolet light (UV) on the equator diminished the ability to perceptually discriminate colors. The quantitative correlation between these variables was confirmed by Ember (1978). Brown & Lindsey (2004) went further by showing a correlation between the size of the basic color lexicon and actual UV levels. They also performed a color discrimination experiment with participants who wore tinted glasses to simulate the effects of UV phototoxicity. The experiment allowed the first causal interpretation because there was a time dimension: Participants had naturally randomized color responses before the experiment, but their responses differed after wearing tinted glasses.

However, Hardy et al. (2005) found conflicting results when they added a condition in which older participants were given stimuli virtually manipulated to simulate less exposure to UV. Subsequent work suggests that the conflicting results may result from individual developmental factors based on differences in ambient light. Laeng et al. (2007) tested the perceptual color discrimination of Norwegians living in the same city but born in different seasons and at different latitudes. Those born at higher latitudes or in winter, when sunlight is shifted toward blue, had reduced sensitivity to yellow–green and blue–green contrasts but greater sensitivity to variations in the purple range. That is, sensitivity to particular color regions may be adapted to the properties of ambient light at birth. This finding suggests that there is a developmental aspect to the interaction between perception, latitude, UV radiation, and language.

Beyond these correlational and experimental studies based on Berlin & Kay’s (1969) original book, agent-based computational simulations have also been used to research the evolution of the color lexicon (e.g., Steels & McIntyre 1999, Dowman 2007, Baronchelli et al. 2010). Loreto et al. (2012) demonstrated that an approximation of the Berlin & Kay hierarchy emerges in a model in which computational agents have human perceptual discrimination of color regions. Agreement on categories and labels emerges earliest in areas of low sensitivity, apparently because individuals have more difficulties in communicating these colors and negotiate them in interaction more regularly. This observation suggests that the structure of the color lexicon is influenced not only by geographically determined individual developmental factors, but also by universals of cultural interaction.
4.3. Graphic Summary

The correlations discussed in this and the previous section, along with others that space limitations prevent us from mentioning, are diagrammed in Figure 1. This graphic representation makes clear, among other things, the complexity of the interactions among the various factors. This complexity is both an important motivation for attempting large-scale quantitative studies and a significant barrier to making sure that the findings of such studies are valid and robust.

5. LANGUAGE RELATEDNESS IN CORRELATIONAL STUDIES

We now return to one of the central problems in applying correlational methods to language data, namely the assumption that separate languages are independent data points. We encountered this problem in Section 3, in connection with Dryer’s (2013a,b,c) survey of VO and NA word order. The specific linguistic hypothesis under investigation there is that languages exhibit a consistent headedness direction in clauses and in noun phrases: Dryer’s data raise the suspicion that this correlation may apply primarily to languages in specific parts of the world. Standard evaluations of whether a correlation is statistically significant (see Supplemental Appendix B) presuppose that the observations on which it is based are independent of one another; if they are not, the chance of reaching a false-positive conclusion (more formally, a Type I error) are increased. In our example of the relationship between the height and weight of professional baseball players, the physical traits of individual players are presumably independent, and the overall correlation is therefore valid. However, if our sample of players happened to include a large number of members of the same extended family, the correlation would presumably be strengthened by shared genetic and environmental features, but its validity as a general statement of the relationship between height and weight would be weakened.

In cross-linguistic studies there are several sources of nonindependence. The most important is sometimes referred to as Galton’s problem (Mace & Pagel 1994): When languages are related through descent from a common ancestor (or protolanguage), some of their properties are more similar than might be expected by chance, simply because they reflect the properties of this common ancestor. This means that we cannot take related languages as completely independent data points, and any correlational study must therefore control or correct in some way for the nonindependence of the languages under consideration (Roberts & Winters 2013). However, nonindependence due to relatedness is clearly a matter of degree. We know that some languages are more closely related than others: If we observe a common typological tendency in Russian, Spanish, and Armenian (which are demonstrably but distantly related), this observation is more informative than finding shared features in Russian, Polish, and Bulgarian (which are so closely related that many similarities are evident even on superficial inspection). This observation suggests that in some way we need to quantify the degree of relatedness between the languages in our sample to control for it in our statistical analysis. Doing so unfortunately complicates the statistical analysis considerably, and immediately involves us in debates about the number, composition, and internal structure of language families.

Another important source of nonindependence between languages is contact. It has been known for a long time that languages whose speakers are in regular contact often exhibit a variety of similarities, sometimes to the extent of forming identifiable “linguistic areas” such as the Balkans, India, or Mesoamerica (e.g., Thomason 2000). Here, again, it is obviously inappropriate to treat the existence of a given typological feature in one language as entirely independent of its occurrence in a neighboring language. Unfortunately, for purposes of conducting correlational analyses, quantifying contact is even more difficult than quantifying genealogical
relatedness. (A further complication arises from the fact that, by the nature of language splits, languages in contact also tend to be related.) As a proxy for contact, many studies have used geographical distance between the languages, on the assumption that languages that are closer together in space also have more opportunities for linguistic exchange—yet there are well-known counterexamples to the idea that geographical closeness implies linguistic and cultural contact. This is clearly a point on which historical linguistics and sociolinguistics can make meaningful contributions to assessing the validity of correlational studies, and can propose refinements to the kinds of factors used as proxies for contact.

5.1. Controlling for Language Relatedness and Contact

There are several ways of dealing statistically with these sources of nonindependence. A method used relatively commonly in the typological literature is to extract a subsample of languages that can be considered unrelated and unlikely to be in contact. (For specific approaches to constructing the subsample, see Dryer 1989, 2011; Janssen et al. 2006; Cysouw & Comrie 2008; Hammarström 2009.) This method has several disadvantages, most notably the drastic reduction in statistical power and the fact that it relies on relatively arbitrary judgments of independence. However, it also has the advantage that it can be easily integrated into a randomization approach, in which multiple subsamples are generated from the full sample, and the resulting distribution of results from all the subsamples can be used for statistical testing.

Another relatively common method is to compute distances between languages. These distances can be of different types. One can compute structural distances between languages, considering typological features as the dimensions of a very high dimensional space in which each language is a single point, and calculating the Euclidean distances between languages in this space. Somewhat more intuitively understandable are historical distances (computed as the distance between the languages on a linguistic family tree) and geographical distances (either simple great-circle distances between the places where two languages are spoken or more sophisticated distances that take geographical and ecological barriers into account as well). These distances are then analyzed using Mantel correlations (Mantel 1967), which express the relationship between distance matrices by taking into account the nonindependence of observations. Some examples of this approach are Dediu & Ladd (2007), which computes partial Mantel correlations between structural linguistic distances and human genetic distances while controlling for historical linguistic and geographic distances, and Dediu & Levinson (2012), which computes distances between the stability profiles of language families and correlates them with geographic distances. This method has the advantage that it is easy to apply but the disadvantage that the results may be difficult to interpret.

A very promising method is to control for historical and geographical relatedness using hierarchical regression, or so-called mixed-effects models. This is a general statistical approach to dealing with the fact that observations can be “nested” and that they tend to be more similar within higher-level units than between them. (For example, languages within families are generally more similar than those in different families, and languages within the same continent are more similar than those in different continents.) The mixed-effects approach is extremely flexible and powerful, and has recently come to be widely used in experimental linguistic work (e.g., Baayen et al. 2008, Jaeger 2008). It does not require any particular assumptions about the causes of similarity within units, and can deal with both multiple nested levels (e.g., genera within families and countries within continents) and crossed levels (e.g., historical relatedness and geographical proximity). However, it requires crisp boundaries between units, which are hard to justify, especially for geographical distance.
Another promising approach is to use phylogenetic methods inspired by evolutionary biology. These are specifically designed to deal with relatedness due to descent from a shared ancestor (see Huelsenbeck et al. 2001 and Felsenstein 2004 for introductions and discussions), and recent extensions of this approach can take geography and horizontal processes (e.g., contact) into account as well. Probably the best-known use of phylogenetic methods is to infer the internal structure of language families from various types of data, most often cognacy judgments on basic vocabulary (see McMahon & McMahon 2005 and Dunn et al. 2008 for introductions and discussions). This technique has been broadly validated on the basis of well-studied language families, in which phylogenetic methods yield family trees in rough agreement with those established by orthodox historical linguistic methods (McMahon & McMahon 2005). However, its real power, especially in a Bayesian framework, is that extremely complex models can be specified that use both vocabulary and typological data, as well as nonlinguistic information such as dates of attestation and geographic locations. This technique allows for the principled estimation of dates but does not, unlike glottochronology (Swadesh 1955), require a clocklike constant rate of change. It has been used to estimate the date of protolanguage splits (e.g., Gray & Atkinson 2003, Atkinson et al. 2005) and to estimate rates of change (Pagel et al. 2007, Atkinson et al. 2008, Dediu 2011) and rates of geographical spread (Bouckaert et al. 2012). Other important questions that can be dealt with in this way are those related to correlated evolution (Dunn et al. 2011) and the relative importance of vertical inheritance and language contact (Currie et al. 2010, Gray et al. 2010, Greenhill et al. 2010, Nelson-Sathi et al. 2010).

Space limitations do not permit us to discuss a number of other statistical techniques for dealing with issues of nonindependence. These include (a) the use of permutation/randomization techniques (Edgington & Onghena 2007; relevant work on language includes Janssen et al. 2006, Dediu & Ladd 2007, Dediu & Levinson 2012); (b) phylogenetic generalized least squares (Butler & King 2004; relevant work on language includes Currie et al. 2013, Torreira & Roberts 2014, Verkerk 2014, and S.G. Roberts, J. Winters & K. Chen, manuscript submitted); and (c) explicit models of spatial nonindependence developed in fields such as ecology and geology [e.g., kriging (Cysouw 2008), spatial autocorrelation (Knooihuizen & Dediu 2012), and network modeling (Cysouw et al. 2012)].

5.2. Correlational Studies and Language Prehistory

In this final section we illustrate the use of two of the methods summarized above, namely mixed-effects modeling and phylogenetic approaches to inferring correlated evolution, to deal with the problem of language relatedness. In both cases we consider recent studies that have drawn both a good deal of interest and more than a little severe criticism.

The use of mixed-effects modeling to control for language relatedness attracted considerable attention in the wake of a proposal by Atkinson (2011), which was widely featured in mainstream media and generated heated scholarly discussion. Atkinson claimed that a measure of phonological complexity derived from WALS shows a decreasing statistical trend with greater distance from Africa, and suggested that this trend parallels the similar known trends of decreasing genetic and phenotypic diversity due to the spread of modern humans from their origin in Africa (Ramachandran et al. 2005, Betti et al. 2009). The subsequent discussion includes several comments in Science (e.g., Cysouw et al. 2012, Wang et al. 2012); a special issue of Linguistic Typology in 2011 (Bybee 2011), which contains 13 contributions; and two responses by Atkinson (2012a,b).

Atkinson’s (2011) original study suffers from many shortcomings, and the current consensus is that its conclusions do not hold. For example, the phonological data in WALS are coded in terms of
fairly coarse categories, so Atkinson’s operationalization of phonological complexity lacks a great deal of validity (e.g., Cysouw et al. 2012, Wang et al. 2012). Also, again, Atkinson conducted a search for a single origin from which his measure of phonological complexity is best predicted by geographic distance; even taking various controls into account, this method is not robust to nonlinear relationships and tends to find such origins even when the process is random (e.g., Cysouw et al. 2012). Finally, the proposed causal mechanism—a serial “founder effect,” whereby daughter populations splitting off from an ancestral group retain only a subset of the source language’s phonological complexity, parallel to what happens in genetics—seems highly implausible for language (e.g., Hunley et al. 2012). Nevertheless, it is important to note also that the use of mixed-effects models to control for language relatedness works very well (see Jaeger et al. 2011 for a detailed discussion). More generally, it is worth highlighting that this flawed proposal has generated a lot of constructive interest in correlational methods in linguistics.

Turning from mixed-effects modeling to phylogenetic methods borrowed from biology, we consider an innovative study by Dunn et al. (2011), which used phylogenetic inference to look at the problem of implicational universals of word order. Instead of fighting against language relatedness—for example, by using a stratified sample of languages or mixed-effects models in ways summarized in the previous subsection—Dunn et al. argued that one can actually make use of this relatedness, and the historical processes that gave rise to it, to draw inferences about language typology. The principle is to treat each change in the value of a given typological feature as a historical event, which should predict the occurrence of other changes that are linked by the hypothesized implicational universal. For example, one can check whether changes in the VO order are correlated with changes in the NA order. If there are enough such events in a language family, then we can quantify the strength of the dependency—the correlation—between the typological features. Using this approach, Dunn et al. (2011) found that the Greenbergian word-order universals do not hold across the four large language families they tested; there are dependencies between word-order features, but they tend to be specific to specific language families. This finding seems to strengthen the doubts about implicational universals raised by Dryer’s work (Dryer 2013a,b,c), discussed in Section 3.

A further important property of Dunn et al.’s (2011) approach is that phylogenetic reconstructions of language family structure make an intrinsic assumption about time. The correlated evolution method estimates the probabilities with which pairs of features change values (Figure 3). If changes in one feature strongly tend to trigger changes in the other, we may be entitled to draw an inference of causality (for a detailed explanation and clarification, see Levinson et al. 2011). We may do so because time can be inferred on the family tree, flowing from the past (the protolanguage, from which relatedness and similarity ultimately emanate) toward the future (observed languages, which tend to diverge from each other due to language change), allowing the detection of the temporal ordering of changes in feature values. Thus, such methods allow one to draw causal inferences from apparently correlational data.

These two studies raise the issue of attempts to reconstruct the deep history of languages spoken today. Among the overall body of recent work we are reviewing here, the papers that have tended to attract the harshest criticism are those such as Gray & Atkinson (2003), Dunn et al. (2005, 2011), and Bouckaert et al. (2012), which attempt to use innovative quantitative methods to discover deep relationships between languages and to work out the age, location, and spread of language families such as Indo-European. Orthodox historical linguists have been scathing in their dismissal of the conclusions based on these methods, and quick to point out what seems to be rank ignorance of basic linguistic concepts, such as cognates, in this work (e.g., Thomason 2013). Again, it is clear that some of this work has significant flaws, and here, as in the other work we review, it is important for critiques based in linguistics to be heard.
However, these studies draw attention to an important dilemma. The comparative method is unquestionably the best way we currently have to reconstruct linguistic prehistory, but it requires very high standards that are not practically attainable for many parts of the world, and more importantly, it has an intrinsically limited time depth. Unless we want to declare that any history beyond the reach of the comparative method is permanently unknowable, we need to explore other ways of extending our ability to look into the past.

In saying this, we do not mean to suggest that anything goes; for example, we are well aware of the problems with what Greenberg called “mass comparison” in this approach to the linguistic prehistory of the Americas (Greenberg 1987, 1993). But the phylogenetic and other advanced statistical methods discussed here are much more principled, are more sophisticated in dealing with confounds, and can be validated on the basis of language families established by orthodox techniques. They also enable linguistic data and expertise to be effectively used in wider debates involving genetics, archeology, ecology, and economics so as to shed light on very important aspects of human history and evolution (e.g., Gray et al. 2009, Bouckaert et al. 2012, Sicoli & Holton 2014). We therefore believe that it makes sense to use them to explore further back than is possible on the basis of the orthodox linguistic reconstruction techniques alone.

6. SUMMARY AND PROSPECT

Because this article has been written as a contribution to the Annual Review of Linguistics, we have been at pains to address the relevance of the work we discuss for mainstream scholarly activity in linguistics and to highlight the importance of linguistically informed criticism to refining the work we discuss. We do not ignore the practical problem that few linguists have the necessary background in mathematics and statistics to evaluate some of the methods used in the studies we have reviewed here. Although it seems likely that acquiring a more sophisticated understanding of statistics will eventually become a part of ordinary training in linguistics, there will always be a gap between the kind of knowledge that is most useful for, say, a specialist in the history of the Indo-Aryan languages and that which might be needed to carry out, for example, a large-scale survey of the syntactic manifestations of aphasia in different languages of the world. For this reason we focus
on the value of theoretical critiques and emphasize the importance of interdisciplinary collaboration. Some of the correlational studies we review are manifestly flawed, and correlational work by its very nature must sometimes dispense with subtleties of specific languages in order to make the variables of interest mathematically tractable. Moreover, as we note at the beginning of Section 4, it seems clear that some of these studies implicitly question central tenets of modern linguistics, and it is likely that this is part of the reason for their skeptical reception. Nevertheless, we believe that correlational studies based on ever-larger and more accurate databases have the potential to make significant contributions to our understanding.
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