Optimal network topologies for information transmission in active networks
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This work clarifies the relation between network circuit (topology) and behavior (information transmission and synchronization) in active networks, e.g., neural networks. As an application, we show how to determine a network topology that is optimal for information transmission. By optimal, we mean that the network is able to transmit a large amount of information, it possesses a large number of communication channels, and it is robust under large variations of the network coupling configuration. This theoretical approach is general and does not depend on the particular dynamics of the elements forming the network, since the network topology can be determined by finding a Laplacian matrix (the matrix that describes the connections and the coupling strengths among the elements) whose eigenvalues satisfy some special conditions. To illustrate our ideas and theoretical approaches, we use neural networks of electrically connected chaotic Hindmarsh-Rose neurons.

I. AUTHOR SUMMARY

The relation between neural circuits and behavior is a fundamental matter in neuroscience. In this work, we present a theoretical approach that has the potential to unravel such a relationship in terms of network topology, information, and synchronization, in active networks, networks formed by elements that are dynamical systems (such as neurons, chaotic or periodic oscillators). As a direct application of our approaches, we show how one can construct optimal neural networks that not only transmit large amounts of information from one element to another in the network, but also are robust under alterations in the coupling configuration. We also show that the relation between synchronization and information is rather subtle. Neural networks whose configurations allow the transmission of large amounts of information might have at least two unstable modes of oscillation that are out of synchrony, while all the others are synchronous. Depending on the kind of measurement being done, one can arrive at contradicting statements concerning the relation between information and synchronization. We illustrate our theoretical approaches by using neural networks of electrically connected chaotic Hindmarsh-Rose neurons [1]. These results have a tremendous impact in the understanding of information transmission in brain-like networks, as well as, in the mammalian brain. They also shed light on a better understanding of the neural code, the rules under which neurons encode and transmit information about external stimuli.

II. BLURB

This work shows how to relate in an active network the rate of information that can be transmitted from one point to another, regarded as mutual information rate (MIR), the synchronization level among elements, and the connecting topology of the network.

III. INTRODUCTION

Given an arbitrary time dependent stimulus that externally excites an active network formed by systems that have some intrinsic dynamics (e.g., neurons or oscillators), how much information from such stimulus can be realized by measuring the time evolution of one of the elements of the network? Determining how and how much information flows along anatomical brain paths is an important requirement for the understanding of how animals perceive their environment, learn and behave [2–4].

The works of Refs. [2–7] propose ways to quantify how and how much information from a stimulus is transmitted in neural networks. In particular, Ref. [5] demonstrated that 50% of the information about light displacements might be lost after being processed by the H1 neuron, sensitive to image motion around a vertical axis, a neuron localized in a small neural network of the Chrysomya magaze phala fly, the lobula plate. Does that mean that the H1 neuron has an information capacity lower than the information contained in the light stimulus? Or does that mean that information is lost due to the presence of internal noise? These questions and others, which are still awaiting answers, concern the rules under which information is coded and then transmitted by neurons and it is a major topic of research in neuroscience referred to as the neural code [3, 4].

Even though the approaches of Ref. [2–7] have brought considerable understanding on how and how much information from a stimulus is transmitted in a neural network, the relation between network circuits (topology) and information transmission in a neural as well as an active network is still awaiting a more quantitative description [8]. And that is the main thrust of the present
manuscript, namely, to present a quantitative way to relate network topology with information in active networks. Since information might not always be easy to be measured or quantified in experiments, we endeavour to clarify the relation between information and synchronization, a phenomenon which is often not only possible to observe but also relatively easy to characterize.

We initially proceed along the same line as in Refs. [9, 10], and study the information transfer in autonomous systems. However, instead of treating the information transfer between dynamical systems components, we treat the transfer of information per unit time exchanged between two elements in an autonomous chaotic active network. Thus, we neglect the complex relation between external stimulus and the network and show how to calculate an upper bound value for the mutual information rate (MIR) exchanged between two elements (a communication channel) in an autonomous network. Ultimately, we discuss how to extend this formula to non-chaotic networks suffering the influence of a time-dependent stimulus.

Most of this work is directed to ensure the plausibility and validity of the proposed formula for the upper bound of MIR (Sec. V) and also to study its applications in order to clarify the relation among network topology, information, and synchronization. We do not rely only on results provided by this formula, but we also calculate the MIR by the methods in Refs. [11, 12] and by symbolic encoding the trajectory of the elements forming the network and then measuring the mutual information provided by this discrete sequence of symbols (method described in Sec. XIII).

To illustrate the power of the proposed formula, we applied it to study the exchange of information in networks of coupled chaotic maps (Sec. XVI) and in Hindmarsh-Rose neural networks bidirectionally electrically coupled (Sec. VI). The analyses are carried out using quantities that we believe to be relevant to the treatment of information transmission in active networks: a communication channel, the channel capacity, and the network capacity (see definitions in Sec. XV).

A communication channel represents a pathway through which information is exchanged. In this work, a communication channel is considered to be formed by a pair of elements. One element represents a transmitter and the other a receiver, where the information about the transmitter can be measured.

The channel capacity is defined in terms of the proposed upper bound for the MIR. It measures the local maximal rate of information that two elements in a given network are able to exchange, a point-to-point measure of information exchange. As we shall see, there are two network configurations for which the value of the upper bound can be considered to be maximal with respect to the coupling strength.

The network capacity is the maximum of the KS-entropy, for many possible network configurations with a given number of elements. It gives the amount of independent information that can be simultaneously transmitted within the whole network, and naturally bounds the value of the MIR in the channels, which concerns only the transmission of information between two elements.

While the channel capacity is bounded and does not depend on the number of elements forming the network, the network capacity depends on the number of elements forming the network.

As a direct application of the formula for the upper bound value of the MIR, we show that an active network can operate with a large amount of MIR and KS-entropy and at the same time it is robustly resistant to alterations in the coupling strengths, if the eigenvalues of the Laplacian matrix satisfy some specified conditions (Sec. VII). The Laplacian matrix describes the connections among the elements of the network.

The conditions on the eigenvalues depend on whether the network is constructed in order to possess communication channels that are either self-excitable or non-self-excitable (see definition in Sec. XIV). Active networks that possess non-self-excitable channels (formed by oscillators as the Rössler, or the Chua’s circuit) can have channels that achieve their capacity whenever their elements are in complete synchrony. Therefore, if a large amount of information is desired to be transmitted point-to-point in a non-self-excitable network, easily synchronizable networks are required. On the other hand, networks that possess self-excitable channels (as the ones formed by neurons), achieve simultaneously its channel and network capacities when there is at least one unstable mode of oscillation (time-scale) that is out of synchrony (see Sec. XVII).

While non-self-excitable channels permit the exchanging of a moderate amount of information in a reliable fashion, due to the low level of desynchronization in the channel, self-excitable channels permit the exchange of surprisingly large amounts of information, not necessary reliable, due to the higher level of desynchronization in the channel.

In aiming at finding optimal network topologies, networks that can not only transmit large amounts of information but are also robust under alterations in the coupling strengths, we arrive at two relevant eigenvalues conditions which provide networks that satisfy all the optimal requirements. Either the network has elements that remain completely desynchronous for large variations of the coupling strength, forming the self-excitable channels, or the network has elements almost completely synchronous, forming the non-self-excitable channels. In fact, the studied network, a network formed by electrically connected Hindmarsh-Rose neurons, can have simultaneously self-excitable and non-self-excitable channels.

Self-excitable networks, namely those that have a majority number of self-excitable channels, have the topology of a perturbed star, i.e., they are composed of a central neuron connected to most of the other outer neurons, and some outer neurons sparsely connected among them-
theselves. The networks that have non-self-excitability have the topology of a perturbed fully connected network, i.e., a network whose elements are almost all-to-all connected. The self-excitability network has thus a topology which can be considered to be a model for minicolumnar structure of the mammalian neocortex [13].

In order to construct optimal networks, we have used two approaches. Firstly, (Sec. VIII A), we use a Monte Carlo evolution technique [14] to find the topology of the network, assuming equal bidirectional coupling strengths. This evolving technique simulates the rewiring of a neuron network that maximizes or minimizes some cost function, in this case a cost function which produces optimal networks to transmit information. In the second approach (Sec. VIII B), we allow the elements to be connected with different coupling strengths. We then use the Spectral Theorem to calculate the coupling strengths of an all-to-all topology network.

Finally, we discuss how to extend these results to networks formed by elements that are non-chaotic (Sec. IX), and to non-autonomous networks, that are being perturbed by some time-dependent stimuli (Secs. IX and X).

IV. RESULTS

V. UPPER BOUND FOR THE MUTUAL INFORMATION RATE (MIR) IN AN ACTIVE NETWORK

In a recent publication [11], we have argued that the mutual information rate (MIR) between two elements in an active chaotic network, namely, the amount of information per unit time that can be realized in one element, is given by measuring another element, regarded as $I_C$, is given by the sum of the conditional Lyapunov exponents associated with the synchronization manifold (regarded as $\lambda^\parallel$) minus the positive conditional Lyapunov exponents associated with the transversal manifold (regarded as $\lambda^\perp$). So, $I_C = \lambda^\parallel - \lambda^\perp$.

As shown in [12], if one has N=2 coupled chaotic systems, which produce at most two positive Lyapunov exponents $\lambda_1, \lambda_2$ with $\lambda_1 > \lambda_2$, then $\lambda^\parallel = \lambda_1$ and $\lambda^\perp = \lambda_2$. Denote the trajectory of the element $k$ in the network by $x_k$. For larger number of elements, $N$, the approaches proposed in [11] remain valid whenever the coordinate transformation $X_{kl} = x_k + x_l$ (which defines the synchronization manifold) and $X_{kll} = x_k - x_l$ (which defines the transversal manifold) successfully separates the two systems $k$ and $l$ from the whole network. Such a situation arises in networks of chaotic maps of the interval connected by a diffusively (also known as electrically or linear) all-to-all topology, where every element is connected to all the other elements. These approaches were also shown to be approximately valid for chaotic networks of oscillators connected by a diffusively all-to-all topology. The purpose of the present work is to extend these approaches and ideas to active networks with arbitrary topologies.

Consider an active network formed by $N$ equal elements, $x_i$ ($i = 1, \ldots, N$), where every $D$-dimensional element has a different set of initial conditions, i.e., $x_1 \neq x_2 \neq \ldots \neq x_N$. The network is described by

$$\dot{x}_i = F(x_i) - \sigma \sum_j G_{ij} H(x_j),$$

(1)

where $G_{ij}$ is the $ij$ element of the coupling matrix. Since we choose $\sum_j G_{ij} = 0$ in order for a synchronization manifold to exist by the subspace $\eta = x_1 = x_2 = x_3 = \ldots = x_N$, we call this matrix the Laplacian matrix. The synchronous solution, $\eta$, is described by

$$\dot{\eta} = F(\eta)$$

(2)

The way small perturbations propagate in the network [17] is described by the $i$ ($i = 1, \ldots, N$) variational equations of Eqs. (1), namely writing $x_i = \eta + \delta x_i$ and expanding Eq. (1) in $\delta x_i$,

$$\delta x_i = [\nabla F(x_i) - \sigma \sum_j G_{ij} D H(x_j)] \delta x_i$$

(3)

obtained by linearly expanding Eq. (1). The spectra of Lyapunov exponent is obtained from Eq. (3).

Making $x_i = \xi$, which can be easily numerically done by setting the elements with equal initial conditions and taking $H(x_i) = x_i$, Eq. (3) can be made block diagonal resulting in

$$\dot{\xi}_i = [\nabla F(x_i) - \sigma \gamma_i] \xi_i,$$

(4)

where $\gamma_i$ are the eigenvalues (positive defined) of the Laplacian matrix ordered such that $\gamma_i \geq \gamma_{i+1}$. Note that $\gamma_1 = 0$.

Notice that the network dynamics is described by Eq. (1), which assumes that every element has different initial conditions and therefore different trajectories (except when the elements are completely synchronized). On the other hand, Eq. (4) that provides the conditional exponents considers that all the initial conditions are equal. The equations for $\xi_i$ describe the propagation of perturbations on the synchronization manifold $\xi$, and the other equations describe propagation of perturbations on the manifolds transversal to the synchronization manifold. While Eq. (3) provides the set of Lyapunov exponents of an attractor, Eq. (4) provides the Lyapunov exponents of the synchronization manifold and its transversal directions.

Notice also that when dealing with linear dynamics, the Lyapunov exponents [obtained from Eq. (3)] are equal to the conditional exponents [obtained from Eq. (4)] independently on the initial conditions.

Then, the upper bound of the MIR that can be measured from an element $x_k$ by observing another element...
\( x_i \), i.e. the upper bound of the MIR in the communication channel \( \sigma_i \) is

\[ I_{p}^{\min} \leq |\lambda^1 - \lambda^i| \]  

with \( i \in \{2, \ldots, N\} \), and \( \lambda^i \) representing the sum of all the positive Lyapunov exponents of the equation for the mode \( \xi_i \), in Eq. (4). So, \( \lambda^1 \) is the sum of the positive conditional exponents obtained from the exponential divergence between nearby trajectories around \( \xi \), the synchronous state, and \( \lambda^i \) \((i > 1)\) are the sum of the positive conditional exponents of one of the possible desynchronous oscillation modes. Each eigenvalue \( \gamma_i \) produces a set of conditional exponents \( \lambda^i_m \), with \( m = 1, \ldots, D \).

Each oscillatory mode \( \xi_i \) represents a subnetwork within the whole network which possesses some oscillatory pattern. This oscillatory subnetwork can be used for communications purposes. Each mode represents a path along which information can be transmitted through the network. The oscillation mode associated with the synchronization manifold \( \langle \xi \rangle \) propagates some information signal everywhere within the network. The desynchronous modes limits the amount of information that one can measure from the signal propagated by the synchronous mode. Although Eq. (5) gives the upper bound for the amount of information between modes of oscillation, for some simple network geometries, as the ones studied here, we can relate the amount of information exchanged between two vibrational modes to the amount of information between two elements of the network, and therefore, Eq. (5) can be used to calculate an upper bound for the MIR exchanged between pairs of elements in the network. For larger and complex networks, this association is non-trivial, and we rely on the reasonable argument that a pair of elements in an active network cannot transmit more information than some of the \( i - 1 \) values of \( I_{p}^{\min} \).

The inequality in Eq. (5) can be interpreted in the following way. The right hand side of Eq. (5) calculates the amount of information that one could transmit if the whole network were completely synchronous with the state \( \xi \), which is only true when complete synchronization takes place. Typically, we expect that the elements of the network will not be completely synchronous to \( \xi \). Thus, the amount of information provided by the right part of Eq. (5) overestimates the exact MIR which, due to desynchronization in the network, should be smaller than the calculated one. For more details on the derivations of Eq. (5), see Sec. XVI.

Equation (6) allows one to calculate the MIR between oscillation modes of larger networks with arbitrary topology rescaling the MIR curve \( I_{p}^{\min} \) vs. \( \sigma \) obtained from two coupled elements. Denoting \( \sigma^*(N = 2) \) as the strength value for which the curve for \( \lambda^2 \) reaches a relevant value, say, its maximum value, then the coupling strength for which this same maximum is reached for \( \lambda^i \) in a network composed by \( N \) elements is given by

\[ \sigma^*(N) = \frac{2\sigma^*(N = 2)}{\gamma_i(N)} \]  

where \( \gamma_i(N) \) represents the \( i \)th largest eigenvalue of the \( N \)-elements network. If the network has an all-to-all topology, thus, \( \sigma^*(N = 2) \) represents the strength value for which the curve of \( I_{p}^{\min} \) reaches a relevant value, and \( \sigma^*(N) \) the strength value that this same value for \( I_{p}^{\min} \) is reached.

Notice that symmetries in the connecting network topology leads to the presence of degenerate eigenvalues (=equal eigenvalues) in the Laplacian matrix, which means that there are less independent channels of communication along which information flows. Calling \( Q \) the number of degenerate eigenvalues of the Laplacian matrix, Eq. (5) will provide \( N - Q \) different values.

As the coupling strength \( \sigma \) is varied, the quantities that measure information change correspondingly. For practical reasons, it is important that we can link the way these quantities (see Sec. XV) change with the way the different types of synchronization show up in the network (see Sec. XVII). In short, there are three main types of synchronization observed in our examples: burst phase synchronization (BPS), when at least one pair of neurons are synchronous in the slow time-scale but desynchronous in the fast time-scale, phase synchronization (PS), when all pairs of neurons are phase synchronous, and complete synchronization (CS), when all pairs of neurons are completely synchronous. The coupling strength for which these synchronous phenomena appear are denoted by \( \sigma_{BPS} \), \( \sigma_{PS} \), and \( \sigma_{CS} \) (with no superscript index).

Finally, there are a few more relevant coupling strengths, which characterize each communication channel. First, \( \sigma_{min}^i \), for which the sum of the \( i \)th conditional exponents \( \lambda^i \) equals the value of \( \lambda^1 \). For \( \sigma < \sigma_{min}^i \), the communication channel \( \sigma \) (whose upper rate of information transmission depends on the two oscillation modes \( \xi_1 \) and \( \xi_2 \)) behaves in a self-excitable way, i.e., \( \lambda^1 < \lambda^i \). For \( \sigma \geq \sigma_{min}^i \), \( \lambda^1 \geq \lambda^i \). Secondly, \( \sigma^* \) indicates the coupling strength at which \( I_{p}^{\min} \) is maximal. Thirdly, \( \sigma_{CS} \) indicates the coupling strength for which the communication channel becomes "stable", i.e., \( \lambda^i < 0 \). At \( \sigma = \sigma^* \) the self-excitable channel capacity of the channel \( \sigma \) is reached and at \( \sigma = \sigma_{CS} \), the non-self-excitable channel capacity is reached. Finally, \( \sigma_{C} \) is the coupling for which the network capacity is reached, and then, when the KS-entropy of the network is maximal. For other quantities, see Sec. XV.

VI. THE MIR IN NETWORKS OF COUPLED HINDMARSH-ROSE NEURONS

We investigate how information is transmitted in self-excitable networks composed of \( N \) bidirectionally cou-
pled Hindmarsh–Rose neurons [1]:

\[
\begin{align*}
\dot{x}_i & = y_i + 3x_i^2 - x_i^3 - z_i + I_i + \sigma \sum_j G_{ij}(x_j) \\
\dot{y}_i & = -5x_i^2 - y_i \\
\dot{z}_i & = -rz_i + 4r(x_i + 1.6)
\end{align*}
\]

(7)

The parameter \(r\) modulates the slow dynamics and is set equal to 0.005, such that each neuron is chaotic. The index \(i \neq j\) assumes values within the set \([1, \ldots, N]\). \(S_k\) represents the subsystem formed by the variables \((x_k, y_k, z_k)\) and \(S_l\) represents the subsystem formed by the variables \((x_l, y_l, z_l)\), where \(k = [1, \ldots, N - 1]\) and \(l = [k + 1, \ldots, N]\). The Laplacian matrix is symmetric, so \(G_{ji} = G_{ij}\), and \(\sigma G_{ji}\) is the strength of the electrical coupling between the neurons, and we take for \(I_i\) the value \(I_i = 3.25\).

In order to simulate the neuron network and to calculate the Lyapunov exponents through Eq. (3), we use the initial conditions \(x = -1.3078 + \eta, y = -7.3218 + \eta\), and \(z = 3.3530 + \eta\), where \(\eta\) is a uniform random number within \([0, 0.02]\). To calculate the conditional Lyapunov exponents, we use the equal initial conditions, \(x = -1.3078, y = -7.3218,\) and \(z = 3.3530\).

**All-to-all coupling:** Here, we analyze the case where \(N\) neurons are fully connected to every other neuron. The Laplacian matrix has \(N\) eigenvalues, \(\gamma_1 = 0\), and \(N - 1\) degenerate ones \(\gamma_i = N, i = 2, \ldots, N\). Every pair of neurons exchange an equal amount of MIR. Although, there are \(N \times (N - 1)/2\) pairs of neurons, there is actually only one independent channel of communication, i.e., a perturbation applied at some point of the network should be equally propagated to all other points in the network. In Fig. 1(A), we show the MIR, \(I_C\), calculated using the approaches in Refs. [11, 12], \(I_P\), calculated using the right hand-side of Eq. (5), and \(I_S\), calculated encoding the trajectory between pair of neurons (Sec. XIII), and the Kolmogorov-Sinai entropy, \(H_{KS}\), for a network composed by \(N = 2\) neurons. In (B), we show these same quantities for a network formed by \(N = 4\) neurons.

While for \(\sigma \geq 0\) and \(\sigma \geq \sigma_{CS}\), we have that \(I_C \geq I_P \geq I_S\), for \(\sigma \geq \sigma_{min}^L\) (when the self-excitable channel capacity is reached) it is clear that \(I_P\) should be an upper bound for the MIR, since not only \(I_P > I_C\) but also \(I_P > I_S\). Notice the good agreement between \(I_C\) and \(I_S\), except for \(\sigma \leq \sigma_{min}^L\) when \(I_S > H_{KS}\), which violates Eq. (13).

The star symbol indicates the value of the coupling, \(\sigma_{BPS}\) (Sec. XVII), for which burst phase synchronization (BPS) appears while the spikes are highly desynchronous. The appearance of BPS coincides with the moment where all the quantifiers for the MIR are large, and close to a coupling strength, \(\sigma_{CS}\), for which the network capacity is reached (when \(H_{KS}\) is maximal).

At this point, the network is sufficiently desynchronous to generate a large amount of entropy, which implies a large \(\lambda^i\), for \(i \geq 2\). This is an optimal configuration for the maximization of the MIR. There exists phase synchrony in the subspace of the slow time-scale \(z\) variables (which is responsible for the bursting-spiking behavior), but there is no synchrony in the \((x, y)\) subspace. This supports the binding hypothesis, a fundamental concept of neurobiology [13] which sustains that neural networks coding the same feature or object are functionally bounded. It also simultaneously supports the works of [15], which show that desynchronization seems to play an important role in the perception of objects as well. Whenever \(\lambda^2\) approaches zero, at \(\sigma = \sigma_{CS}\), there is a drastic reduction in the value of \(H_{KS}\) as well as \(I_P\), since the network is in complete synchronization (CS), when all the variables of one neuron equals the variables of the other neurons.

Therefore, for coupling strengths larger than the one indicated by the star symbol, and smaller than the one where CS takes place, there is still one time-scale, the fast time-scale, which is out of synchrony.

For \(\sigma > \sigma_{min}^L\), the only independent communication channel is of the non-self-excitable type. That means \(\lambda^i \leq \lambda^1\) (\(i \geq 2\)), and as the coupling strength increases, \(H_{KS}\) decreases and \(I_P\) increases.

![FIG. 1: The quantities \(I_C\) (black circles), \(I_P\) (red squares), \(I_S\) (green diamonds), and \(H_{KS}\) (blue diamonds), for two (A) and four (B) coupled neurons, in an all-to-all topology. Notice that since there are only two different eigenvalues, there is only one channel of communication whose upper bound for the MIR is given by \(I_P = |\lambda^1 - \lambda^2|\). Also, \(I_S\) and \(I_C\) represent the mutual information exchanged between any two pairs of elements in the system. In (A), \(\sigma^2=0.092\), \(\sigma_{BPS}=0.2\), \(\sigma_{min}^L=0.42\), \(\sigma_{PS}=0.47\), and \(\sigma_{CS}=0.5\). In (B), \(\sigma^2=0.046\), \(\sigma_{BPS}=0.11\), \(\sigma_{min}^L=0.21\), \(\sigma_{PS}=0.24\), and \(\sigma_{CS}=0.25\). CS indicates the coupling interval \(\sigma \geq \sigma_{CS}\) for which there exists complete synchronization.

Note that the curve for \(I_P\) shown in Fig. 1(B) can be obtained by rescaling the curve shown in Fig. 1(A), applying Eq. (6).
Nearest-neighbor coupling: Here, every neuron is connected to its nearest neighbors, with periodic boundary conditions, forming a closed ring. The eigenvalues of the Laplacian matrix can be calculated from $\gamma_k = 4 \sin^2 \left( \frac{\pi k}{N} \right)$, $k = 1, \ldots, N$. Notice that in this example, $\gamma_{k+1}$ might be smaller than $\gamma_k$ due to the degeneracies. We organize the eigenvalues in a crescendo order. For our further examples, we consider $N = 4$ [in Fig. 2(A)] and $N = 6$ [in Fig. 2(B)]. For $N = 4$, $\gamma_1 = 0$, $\gamma_2 = 2$, $\gamma_4 = 4$, and for $N = 6$, $\gamma_1 = 0$, $\gamma_2 = 1$, $\gamma_4 = 3$, $\gamma_6 = 4$.

Networks with a nearest-neighbor coupling topology and an even number of elements possess a connecting matrix $G$ with $N/2 - 1$ degenerate eigenvalues, and therefore, $N - N/2 + 1$ distinct eigenvalues. There are only $N - N/2$ different minimal path lengths connecting the elements of the network. The minimal path length quantifies the minimal distance between an element and another in the network by following a path formed by connected elements. Note that $I_P$ assumes only $N - N/2$ different values. It is reasonable to state that each different value corresponds to the exchange of information between elements that have the same minimal path length.

For a network with $N = 4$ [in Fig. 2(A)], there are two possible minimal path lengths, 1 and 2. Either the elements are 1 connection apart, or 2 connections apart. For such a network, it is reasonable to associate $I_P^1 = \lambda^1 - \lambda^2$ with the MIR between two elements, $S_k$ and $S_{k+1}$, that are 1 connection apart. The more distant (closer) an element is from any other, the larger (smaller) the coupling strength for them to synchronize. In addition, $\sigma^2 > \sigma^4$ and $\sigma^4 > \sigma^6$. That means that the more distant elements are from each other the larger the coupling strength is, in order for these two elements to exchange a large rate of information, since $\sigma^2 > \sigma^4$. In addition, since $\sigma^2 > \sigma^4$, the communication channel responsible for the exchange of information between closer elements (the channel $c^1$) becomes non-self-exciteable for a smaller value of the coupling strength than the strength necessary to turn the communication channel responsible for the exchange of information between distant elements (the channel $c^3$) into a non-self-exciteable channel. Since the level of desynchronization in a non-self-exciteable channel is low, then, closer elements can exchange reliable information for smaller coupling strengths than the strength necessary for distant elements to exchange reliable information. Note that due to the $1$ degenerated eigenvalue, $I_P^1 = \frac{1}{2}$, $\sigma^2 = \sigma^4$, and $\sigma^4 = \sigma^6$. A similar analysis can be done for the network $N = 6$, whose results are shown in Fig. 2(B).

The KS entropy of the network, $H_{KS}$, is also shown in this figure. In (A), $\sigma^2_{min} = 0.42$ and $\sigma^4_{min} = 0.21$, and in (B), $\sigma^2_{min} = 0.84$ and $\sigma^6_{min} = 0.275$, values that can be easily derived from Eq. (6). Note that the values of $\sigma = \sigma^4_{min}$ in (A) and $\sigma = \sigma^6_{min}$ in (B) are close to the parameter for which BPS in the slow time-scale is first observed in these networks (indicated by the star symbol in Fig. 2). $\sigma_{BPS} \approx 0.18$ [in (A)] and $\sigma_{BPS} \approx 0.23$ [in (B)]. At $\sigma \approx 0.06$ [in (A)] and $\sigma \approx 0.04$ [in (B)], the quantities $I_P^1$, $H_{KS}$ are large.

Another important point to be emphasized in these networks is that $\Delta \sigma_{SE}^i = \sigma_{CS} - \sigma_{min}^i$, regarded as the non-self-exciteable robustness parameter for the communication channels $c^i$, with $i = 3$ for the network with $N = 4$ [in (A)] and $i = 5$ for the network with $N = 6$ [in (B)] is large. This is a consequence of the fact that the normalized spectral distance (NED), $(\gamma_N - \gamma)$, is also large, for either $i = 4$ [in (A)] or $i = 6$ [in (B)]. Having a large NED between the $i$th largest and the first largest eigenvalues results in a non-self-exciteable channel, $c^{i-1}$, robust under large alterations of the coupling strength. On the other hand, $\Delta \sigma_{SE}^i = \sigma_{min}^i$, regarded as the self-exciteable robustness parameter for the communication channel $c^{i-1}$, is large, for $i = 2, 3$. This is a consequence of the fact that the normalized spectral distance (NED), $(\gamma_N - \gamma)$, is also large. Having a large NED between the largest and the $i$th largest eigenvalues results in a self-exciteable channel, $c^{i-1}$, robust under large alterations of the coupling strength.

Notice also that the maximal values of $I_P$ for the all-to-all and nearest-neighbor networks topologies is the same (see Figs. 1 and 2). This shows that the maximum of $I_P$ does not depend on the number, $N$, of elements in the network. Not so in the case of the network capacity $C_C$, which increases with $N$. Thus, pairs of elements between two elements, $S_k$ and $S_{k+1}$, that are 1 connection apart. The more distant (closer) an element is from any other, the larger (smaller) the coupling strength for them to synchronize. In addition, $\sigma^2 > \sigma^4$ and $\sigma^4 > \sigma^6$. That means that the more distant elements are from each other the larger the coupling strength is, in order for these two elements to exchange a large rate of information, since $\sigma^2 > \sigma^4$. In addition, since $\sigma^2 > \sigma^4$, the communication channel responsible for the exchange of information between closer elements (the channel $c^1$) becomes non-self-exciteable for a smaller value of the coupling strength than the strength necessary to turn the communication channel responsible for the exchange of information between distant elements (the channel $c^3$) into a non-self-exciteable channel. Since the level of desynchronization in a non-self-exciteable channel is low, then, closer elements can exchange reliable information for smaller coupling strengths than the strength necessary for distant elements to exchange reliable information. Note that due to the $1$ degenerated eigenvalue, $I_P^1 = \frac{1}{2}$, $\sigma^2 = \sigma^4$, and $\sigma^4 = \sigma^6$. A similar analysis can be done for the network $N = 6$, whose results are shown in Fig. 2(B).

The KS entropy of the network, $H_{KS}$, is also shown in this figure. In (A), $\sigma^2_{min} = 0.42$ and $\sigma^4_{min} = 0.21$, and in (B), $\sigma^2_{min} = 0.84$ and $\sigma^6_{min} = 0.275$, values that can be easily derived from Eq. (6). Note that the values of $\sigma = \sigma^4_{min}$ in (A) and $\sigma = \sigma^6_{min}$ in (B) are close to the parameter for which BPS in the slow time-scale is first observed in these networks (indicated by the star symbol in Fig. 2). $\sigma_{BPS} \approx 0.18$ [in (A)] and $\sigma_{BPS} \approx 0.23$ [in (B)]. At $\sigma \approx 0.06$ [in (A)] and $\sigma \approx 0.04$ [in (B)], the quantities $I_P^1$, $H_{KS}$ are large.

Another important point to be emphasized in these networks is that $\Delta \sigma_{SE}^i = \sigma_{CS} - \sigma_{min}^i$, regarded as the non-self-exciteable robustness parameter for the communication channels $c^i$, with $i = 3$ for the network with $N = 4$ [in (A)] and $i = 5$ for the network with $N = 6$ [in (B)] is large. This is a consequence of the fact that the normalized spectral distance (NED), $(\gamma_N - \gamma)$, is also large, for either $i = 4$ [in (A)] or $i = 6$ [in (B)]. Having a large NED between the $i$th largest and the first largest eigenvalues results in a non-self-exciteable channel, $c^{i-1}$, robust under large alterations of the coupling strength. On the other hand, $\Delta \sigma_{SE}^i = \sigma_{min}^i$, regarded as the self-exciteable robustness parameter for the communication channel $c^{i-1}$, is large, for $i = 2, 3$. This is a consequence of the fact that the normalized spectral distance (NED), $(\gamma_N - \gamma)$, is also large. Having a large NED between the largest and the $i$th largest eigenvalues results in a self-exciteable channel, $c^{i-1}$, robust under large alterations of the coupling strength.

Notice also that the maximal values of $I_P$ for the all-to-all and nearest-neighbor networks topologies is the same (see Figs. 1 and 2). This shows that the maximum of $I_P$ does not depend on the number, $N$, of elements in the network. Not so in the case of the network capacity $C_C$, which increases with $N$. Thus, pairs of elements...
can transmit information in a rather limited rate, but depending on the number of elements forming the network, a large number of channels can simultaneously transmit information.

**Star coupling:** We consider $N=4$. There is a central neuron, denoted by $S_1$, bidirectionally connected to the other three ($S_k$, $k=2,3,4$), but none of the others are connected among themselves. The eigenvalues of the Laplacian matrix are $\gamma_1=0, \gamma_2, \gamma_3=1, \gamma_4 = N$. So, not only the NED between $\gamma_N$ and $\gamma_{N-1}$ is large but also between $\gamma_N$ and $\gamma_{N-2}$, and therefore, $\Delta \sigma_{SE}$ and $\Delta \sigma_{N-2}$ are large. This provides a network whose channels $c^4$ and $c^2$ have a large MIR for a large coupling strength alteration. Note that if $\gamma_{N-1}$ is far away from $\gamma_N$ that implies that $\gamma_{N-2}$ is also far away from $\gamma_N$. Thus, a reasonable spectral distance between $\gamma_{N-1}$ and $\gamma_N$ is a "biological requirement" for the proper function of the network, since even for larger coupling strengths there will be at least one oscillation mode which is desynchronous, a configuration that enables perturbation (meaning external stimuli) to be propagated within the network [16].

![Diagram](image_url)

**FIG. 3:** MIR between the central neuron and an outer one (black circles), $I^k_P$ (resp. $I^k_S(1,k)$, in green line), and between two outer ones (red squares), $I^k_S$ (resp. $I^k_S(k,l)$, in blue line). Blue diamonds represents the KS-entropy. Other quantities are $\sigma^{k*} = 0.181$, $\sigma^{l*} = 0.044$, $\sigma^{k}_{\min} = 0.84$, $\sigma^{l}_{\min} = 0.22$, $\sigma^{k}_{k} = 0.27$, $\sigma_{BP S} = 0.265$, $\sigma_{PS} = 0.92$, and $\sigma_{CS} = 1.0$. The star indicates the parameter for which BPS first appears.

The largest eigenvalue is related to an oscillation mode where all the outer neurons are in synchrony with each other but desynchronous with the central neuron. So, here it is clear the association between $|\lambda^1 - \lambda^3|$ and the MIR between the central neuron with an outer neuron, since $\lambda^1$ represents the amount of information of the synchronous trajectories among all the neurons, while $\lambda^3$ is the amount of information of the desynchronous trajectories between the central neuron and any outer neuron. The other eigenvalues ($\gamma_2, \gamma_3$) represent directions transverse to the synchronization manifold in which the outer neurons become desynchronous with the central neuron in waves wrapping commensurately around the central neuron [17]. Thus, $\lambda^2$ and $\lambda^3$ are related to the error in the transmission between two outer neurons, $k$ and $l$, with $k, l \neq 1$.

Note that the MIR between $S_1$ and an outer neuron (upper bound represented by $I^k_P = |\lambda^1 - \lambda^3|$ and $I_S$ represented by $I_S(1,k)$, in Fig. 3) is larger (smaller) than the MIR between two outer neurons (upper bound represented by $I^k_P = |\lambda^1 - \lambda^3|$ and $I_S$ is represented by $I_S(k,l)$, in Fig. 3), for small coupling (for when the channel $c^3$ is self-excitable, and $\sigma \geq \sigma^{k}_{\min}$). Similar to the nearest-neighbor networks, the self-excitable and the non-self-excitable channel capacities of the channel associated with the transmission of information between closer elements (the channel $c^1$) are achieved for a smaller value of the coupling strength than the one necessary to make the channels associated with the transmission of information between more distant elements (the channel $c^3$) to achieve its two channel capacities. That property permits this network, for $\sigma \geq \sigma^{k}_{\min}$, to transmit simultaneously reliable information using the channel $c^3$ and with a higher rate using the channel $c^1$.

Notice, in Fig. 3, that $\sigma^{k*} \geq \sigma^{k}_{\min} \approx \sigma_{BP S} \approx \sigma_{CS}$. So, when the channel capacity of the channel $c^3$ is reached, also $H_{KS}$ of the network is maximal, and the network operates with its capacity.

Another point that we want to emphasize in this network is that while a large NED between $\gamma_N$ and $\gamma_{N-1}$ provides a network whose channel $c^1$ is self-excitable and can transmit information at a large rate for a large coupling strength interval, a large NED between $\gamma_3$ and $\gamma_2$ leads to a non-self-excitable channel $c^3$ even for small values of the coupling amplitudes, and it remains non-self-excitable for a large variation of the coupling strength. Thus, while a large NED between the second and the first largest eigenvalues leads to a network whose channels are predominantly of the self-excitable types, a large NED between the second largest and the third largest eigenvalues provide a network whose communication channels are predominantly of the non-self-excitable types.

**VII. EIGENVALUES CONDITIONS FOR OPTIMAL NETWORK TOPOLOGIES**

Finding network topologies and coupling strengths in order to have a network that operates in a desired fashion is not a trivial task (see Sec. XVIII and XIX). An ideal way to proceed would be to evolve the network topology in order to achieve some desired behavior. In this paper, we are interested in maximizing simultaneously $I_p$, the KS-entropy, and the average $\langle I_P \rangle$, for a large range of the coupling strength, characteristics of an optimal network. However, evolving a network in order to find an
optimal one would require the calculation of the MIR in every communication channel and $H_{KS}$ for every evolution step. For a typical evolution, which requires $10^6$ evolution steps, such an approach is impractical.

Based on our previous discussions, however, an optimal network topology can be realized by only selecting an appropriate set of eigenvalues which have some specific NED. Evolving a network by the methods of Secs. XVIII and XIX using a cost function which is a function of only the eigenvalues of the Laplacian matrix is a practical and feasible task.

The present section is dedicated to describe the derivation of this cost function.

We can think of two most relevant sets of eigenvalues which create optimal networks, and they are represented in Fig. 4. Either it is desired eigenvalues that produce a network predominantly self-excitable [SE, in Fig. 4] or predominantly non-self-excitable [NSE, in Fig. 4].

In a network whose communication channels are predominantly self-excitable, it is required that the NED $(\gamma_3 - \gamma_2)/N$ is maximal and $(\gamma_2)/N$ minimal. Therefore, we want a network for which the cost function

$$B_1 \equiv \frac{\gamma_N - \gamma_{N-1}}{\gamma_{N-1}}$$  \hspace{1cm} (8)

is maximal.

A network whose eigenvalues maximize $B_1$ has self-excitable channels for a large variation of the coupling strength. As a consequence, $\langle I_P \rangle$ as well as $H_{KS}$ is large for $\sigma \in [\sigma_{min}^N, \sigma_{min}^2]$. A network that is completely synchronous and has no unstable modes does not provide an appropriate environment for the transmission of information about an external stimulus, because they prevent the propagation of perturbations. Networks that can be easily completely synchronized (for small coupling strengths) requires the minimization of $\gamma_N - \gamma_2$, or in terms of the eigenratio, the minimization of $\gamma_N/\gamma_2$. We are not interested in such a case. To construct network topologies that are good for complete synchronization, see Refs. [17–19].

VIII. OPTIMAL TOPOLOGIES FOR INFORMATION TRANSMISSION

Before explaining how we obtain optimal network topologies for information transmission, it is important to discuss the type of topology expected to be found by maximizing either $B_1$, in Eq. (8) or $B_2$, in Eq. (9). Notice that Laplacians whose eigenvalues maximize $B_1$ are a perturbed version of the star topology, and the ones that maximize $B_2$ are a perturbed version of the all-to-all topology. In addition, in order to have a network that presents many independent modes of oscillations it is required that the Laplacian matrix presents as much as possible, a large number of non-degenerate eigenvalues. That can be arranged by rewiring (perturbing) networks possessing either the star or the nearest-neighbor topology, breaking the symmetry.

In order to calculate an optimal Laplacian, we propose two approaches.

One approach, described in Sec. XVIII, is based on the reconstruction of the network by evolving techniques, simulating the process responsible for the growing or...
rewiring of real biological networks, a process which tries to maximize or minimize some cost function. The results are discussed in Sec. VIII A.

A second approach, described in Sec. XIX, is based on the Spectral Theorem, and produces a network in order for its Laplacian to have a previously chosen set of eigenvalues. These eigenvalues can be chosen in order to maximize the cost function. The results are discussed in Sec. VIII B.

### A. Evolving networks

In order to better understand how a network evolves (grows) in accordance with the maximization of the cost functions in Eqs. (8) and (9), we first find the network configurations with a small number of elements. To be specific, we choose \( N=8 \) elements. To show that indeed the calculated network topologies produce active networks that operate as desired, we calculate the average upper bound value of the MIR [Eq. (12)] for neural networks described by Eqs. (7) with the topology obtained by the evolution technique, and compare with other network topologies. Figure 5 shows \( \langle I_P \rangle \), the average channel capacity, calculated for networks composed of 8 elements, using one of the many topologies obtained by evolving the network maximizing \( B_1 \) (circles, denoted in Fig. by "evolving 1"), all-to-all topology (squares), star topology (diamonds), nearest-neighbor (upper triangle), and maximizing \( B_2 \) (down triangle, denoted in Fig. by "evolving 2"). The star points to the value of \( \sigma^2_{min} \), when \( c_1 \), the most unstable communication channel (a self-excitatory channel), becomes non-self-excitable.

As desired the evolving network 1 has a large upper bound for the MIR (as measured by \( \langle I_P \rangle \)) for a large range of the coupling strength, since the network has predominantly self-excitatory channels. The channel \( c_1 \) has a large robustness parameter \( \Delta \sigma^2_{SE} \), i.e., it is a self-excitatory channel for \( \sigma < \sigma^2_{min} \) where \( \sigma^2_{min}=2.0 \). In contrast to the other topologies, in the star, nearest-neighbor, and all-to-all topologies, \( \Delta \sigma^2_{SE} \) is smaller and \( \Delta \sigma^2_{NSE} \) is larger. Even though most of the channels in the evolving 2 topology are of the non-self-excitable type, \( \langle I_P \rangle \) remains large even for higher values of the coupling strength. That is due to the channel \( c_1 \) which turns into a self-excitatory channel only for \( \sigma > 2 \).

The KS-entropies of the 5 active networks whose \( \langle I_P \rangle \) are shown in Fig. 5 are shown in Fig. 6. Typically, the network capacities are reached for roughly the same coupling strength for which the maximum of \( \langle I_P \rangle \), is reached. In between the coupling strength for which the network capacities and the maximal of \( \langle I_P \rangle \) are reached, \( \lambda^3 \) becomes negative. At this point, also BPS appears in the slow time-scale, suggesting that this phenomena is the behavioral signature of a network that is able to transmit not only large amounts of information between pairs of elements (high MIR) but also overall within the network (high \( H_{KS} \)).

Note however, that since the evolving networks have a small number of elements, the cost function cannot reach higher values and therefore, the networks are not as optimal as they can be. For that reason, we proceed now to evolve larger networks, with \( N=32 \).

Maximization of the cost function \( B_1 \) leads to the network connectivity shown in Fig. 7(A) and maximization of the cost function \( B_2 \) leads to the network connectivity shown in Fig. 7(B). In (A), the network has the topology of a perturbed star, a neuron connected to all the other outer neurons, thus a hub, and each outer neuron is sparsely connected to other outer neurons. The arrow points to the hub. In (B), the network has the topology of a perturbed all-to-all network, where elements are almost all-to-all connected. Note that there is one element, the neuron \( S_{32} \), which is only connected to one neuron, the \( S_1 \). This isolated neuron is responsible to produce the large spectral gap between the eigenvalues \( \gamma_3 \) and \( \gamma_2 \).

\( \langle I_P \rangle \) for the network topology represented in Fig. 7(A) is shown in Fig. 8 as circles, and \( \langle I_P \rangle \) for the network topology represented in Fig. 7(B) is shown in Fig. 8 as squares. We see that the star topology, whose connectivity is represented in 7(A), has larger...
For a larger coupling strength than the topology whose connectivity is represented in 7(B), other relevant parameters of the network whose topology is represented in 7(A) are $\sigma^2_{\min}=0.8468$, $\sigma^3_{\min}=0.8249$, $\sigma^N_{\min}=0.0278$, $\sigma_{CS}=0.9762$ and for the topology represented in 7(B) are $\sigma^2_{\min}=0.8512$, $\sigma^3_{\min}=0.042$, $\sigma^N_{\min}=0.031$, and $\sigma_{CS}=0.9761$.

It is worth to comment that the neocortex is being simulated in the Blue Brain project, by roughly creating a large network composed of many small networks possessing the star topology. By doing that, one tries to recreate the way minicolumnar structures [13] are connected to minicolumnar structures of the neocortex [20]. Each minicolumn can be idealized as formed by a pyramidal neuron (the hub) connected to its interneurons, the outer neurons in the star topology, which are responsible for the connections among this minicolumn (small network) to others minicolumn. So, the used topology to simulate minicolumns is an optimal topology in what concerns the transmission of information.

### B. Constructing a network by a given set of eigenvalues

It is of general interest to assess if the eigenvalues obtained from the method in Sec. XVIII (in order to have a network Laplacian whose eigenvalues maximize the cost function $B$) can be used to construct other networks (whose Laplacian preserve the eigenvalues) maintaining still the properties here considered to be vital for information transmission.

By a given set of eigenvalues, one can create a Laplacian matrix, $\mathbf{L}$, with non-zero real entries, using the method described in Sec. XIX. The resulting network will preserve the eigenvalues and the synchronous solution in Eq. (2), which means that the values of $I_P$ of the topology created by the method in Sec. XIX are equal to the values of the network topologies that provide the set of eigenvalues, in the following example, the network connectivities represented in Fig. 7(A-B).

In Fig. 9(A-B), circles represent the values of $H_{KS}$ for the network whose connectivities are represented in Figs. 7(A-B), and the squares represent this same quantity for a network whose Laplacian is calculated by the method in Sec. XIX, in order to preserve the same eigenvalues of the network topologies represented in Fig. 7(A-B).

The main difference between these two networks is that for the one constructed by the method in Sec. XIX, when $\lambda^2$ becomes zero, simultaneously $\lambda^1$ becomes also zero, a consequence of the fact that all the neurons enter in a non-trivial but periodic oscillation. In general, however, both networks preserve the characteristics needed for optimal information transmission: large amounts of MIR.
FIG. 8: $\langle I_P \rangle$ for the networks shown in Fig. 7(A-B) by circles and squares, respectively.

FIG. 9: $H_{KS}$ for a network evolved by the method in Sec. XVIII, in circles, and in squares, for a network whose Laplacian is calculated by the method in Sec. XIX in order for the Laplacian to generate the same eigenvalues as the ones generated by the network Laplacian calculated by the evolution technique. In (A), we consider the same network topology whose connectivity is represented in Fig. 7(A), and in (B), we consider the same network topology whose connectivity is represented in Fig. 7(B). Note that in general, a Laplacian of an active network whose elements are connected with different coupling strengths, possess a smaller value of $H_{KS}$.

and $H_{KS}$, however, the ones constructed by the evolution technique have larger $H_{KS}$, and possess a larger MIR for larger ranges of the coupling strength. The network obtained by the method in Sec. XIX is more synchronizable, a consequence of the fact that the coupling strengths are non-equal [18, 19].

IX. ACTIVE NETWORKS FORMED BY NON-CHAOTIC ELEMENTS

The purpose of the present work is to describe how information is transmitted via an active media, a network formed by dynamical systems. There are three possible asymptotic stable behaviors for an autonomous dynamical system: chaotic, periodic, or quasi-periodic. A quasi-periodic behavior can be usually replaced by either a chaotic or a periodic one, by an arbitrary perturbation. For that reason, we neglect such a state and focus the attention on active channels that are either chaotic or periodic.

The purpose of the present section is dedicated to analyze how a source of information can be transmitted through active channels that are non-chaotic, that is periodic, and that possess negative Lyapunov exponents.

Equation (5) is defined for positive exponents. However, such an equation can also be used to calculate an upper bound for the rate of mutual information in systems that also possess negative Lyapunov exponents. Consider first a one-dimensional contracting system being perturbed by a random stimulus. Further consider that the stimulus changes the intrinsic dynamics of this system. This mimics the process under which an active element adapts to the presence of a stimulus.

Suppose the stimulus, $\theta$, can be described by a discrete binary random source with equal probabilities of generating '0' or '1'. Whenever $\theta_n = 0$, the system presents the dynamics $x_{n+1} = x_n/2$, otherwise $x_{n+1} = (1 + x_n)/2$. It is easy to see that the only Lyapunov exponent of this mapping, $\lambda_1$, which is equal to the conditional exponent, $\lambda_1^c$, is negative. Negative exponents do not contribute to the production of information. From Eq. (5) one would arrive at $I_P = 0$. However, all the information about the stimulus is contained in the trajectory. If one measures the trajectory $x_n$, one knows exactly what the stimulus was, either a '0' or a '1'. The amount of information contained in the stimulus is $\log(2)$ per iteration which equals the absolute value of the Lyapunov exponent, $|\lambda_1|$. In fact, it is easy to show that $I_C = I_P = |\lambda_1| = |\lambda_1| = \log(2)$, or if we use the interpretation of [21], $I_C = I_P = \lambda$, where $\lambda = \lambda_1$ is the positive Lyapunov exponent of the time-inverse chaotic trajectory, $x_{n+m}, x_{n+m-1}, \ldots, x_0$, which equals the rate of information production of the random source. So, in this type of active communication channel, one would consider in Eq. (5) the positive Lyapunov exponents of the time-inverse trajectory, or the absolute value for the negative Lyapunov exponent.

Another example was given in [12]. In this reference
we have shown that a chaotic stimulus perturbing an active system with a space contracting dynamics (a negative Lyapunov exponent) might produce a fractal set. We assume that one wants to obtain information about the stimulus by observing the fractal set. The rate of information retrieved about the stimulus on this fractal set equals the rate of information produced by the fractal set. This amount is given by \( D_1|\lambda| \), where \( D_1 \) is the information dimension of the fractal set and \( |\lambda| \) the absolute value of the negative Lyapunov exponent. In fact, \( D_1|\lambda| \) is also the rate of information produced by the stimulus. So, if an active system has a space contracting dynamics, the channel capacity equals the rate of information produced by the stimulus. In other words, the amount of information that the system allows to be transmitted equals the amount of information produced by the chaotic stimulus.

**X. THE ROLE OF A TIME-DEPENDENT STIMULUS IN AN ACTIVE NETWORK**

The most general way of modeling the action of an arbitrary stimulus perturbing an active network is by stimulating it using uncorrelated white noise. Let us assume that we have a large network with all the channels operating in non-self-excitable fashion. We also assume that all the transversal eigenmodes of oscillations except one are stable, and therefore do not suffer the influence of the noise. Let us also assume that the noise is acting only on one structurally stable (= far from bifurcation points) element, \( S_k \). To calculate the upper bound of the MIR between the element \( S_k \) and another element \( S_i \) in the network, we assume that the action of the noise does not alter the value of \( \lambda_1 \). Then, the noise on the element \( S_k \) is propagated along the vibrational mode associated with the one unstable transversal direction, whose conditional exponent is \( \lambda_2 \). As a consequence, the action of the noise might only increase \( \lambda_2 \), while not affecting the negativity of all the other exponents \( (\lambda^m, \, m > 2) \), associated with stable transversal modes of oscillation. That means that the channels responsible for transmitting large amounts of information (associated with \( \lambda^m \), with \( m \) large) will not be affected. So, for such types of noises, Eq. (5) of the autonomous network is an upper bound for the non-autonomous network.

Consider now a situation where the noise acts equally on all the elements of an active network. The mapping of Eq. (14) was proposed as a way to understand such a case. Consider the non-self-excitable map for \( s=-1 \). Note that the term \( \rho (x_n^2 + y_n^2) \) that enters equally in all the maps has statistical properties of an uniformly distributed random noise. Calculating \( I_P \), for \( \rho \equiv 0 \) (the noise-free map) we arrive at \( I_P \cong 2\sigma \), for small \( \sigma \), while the true MIR \( I_C \cong 2(\sigma - \rho) \). These results are confirmed by exact numerical calculation of the Lyapunov exponents of Eq. (14) as well as the calculation of the conditional exponents of the variational equations. So, this example suggests that Eq. (5) calculated for an autonomous non-perturbed network gives the upper bound for the mutual information rate in a non-autonomous network.

**XI. DISCUSSIONS**

We have shown how to relate in an active network the rate of information that can be transmitted from one point to another, regarded as mutual information rate (MIR), the synchronization level among elements, and the connecting topology of the network. By active network, we mean a network formed by elements that have some intrinsic dynamics and can be described by classical dynamical systems, such as chaotic oscillators, neurons, phase oscillators, and so on.

Our main concern is to suggest how to construct an optimal network. A network that simultaneously transmits information at a large rate is robust under couplings alterations, and further, it possesses a large number of independent channels of communication, pathways along which information travels.

We have studied two relevant conditions that the eigenvalues of the Laplacian matrix have to satisfy in order for one to have an optimal network. The Laplacian matrix describes the coupling strengths among each element in the active network.

The two eigenvalues conditions are designed in order to produce networks that are either self-excitable [maximizing Eq. (8)] or non-self-excitable [maximizing Eq. (9)] (see definition of self-excitability in Sec. XIV). Self-excitable networks have communication channels that transmit information in a higher rate for a large range of the coupling strength. Most of the oscillation modes in these networks are unstable, and therefore, information is mainly propagated in a desynchronous environment. Non-self-excitable networks have communication channels that transmit information in a higher rate for a small range of the coupling strength, however, they have channels that transmit reliable information in a moderate rate for large range of coupling strengths. Most of the oscillation modes in these networks are stable, and therefore, information is mainly propagated in a synchronous environment, a highly reliable environment for information transmission.

Therefore, to determine the topology of an optimal network one does not need to know information about the intrinsic dynamics of the elements forming the network. Once the network topology is obtained such that the eigenvalues of the Laplacian matrix maximizes either the cost function in Eq. (8) or the one in Eq. (9), the actual amount of information that can be transmitted using the obtained topology will depend on the intrinsic dynamics of the elements forming the network. Also on the type of coupling \([H \text{ in Eq. (1)}], \text{of only two coupled elements [see Eq. (6)}\].

In the examples studied here, phase synchronization
(PS) in the subspace \((x, y)\) results in a great decrease of the KS-entropy (See Figs. 1 and 2) as well as of the MIR and \(I_P\). However, a special type of partial phase synchronization, the BPS, appears simultaneously when some communication channel achieves its capacity. So, BPS \([12]\) can provide an ideal environment for information transmission, probably a necessary requirement in the brain \([22, 23]\). Similarly, in networks of Rössler oscillators, a type of non-self-excitabale network, PS is the phenomenom responsible to identify when the network is operating in a regime of high MIR \([11, 24]\).

In order to construct an optimal network, we have used two approaches. One based on a Monte Carlo evolving technique, which randomly mutates the network topologies in order to maximize the cost functions in Eqs. (8) and (9) \(\text{see Sec. XVIII}\). We do not permit the existence of degenerate eigenvalues. As a consequence \(\gamma_{N-1} = \gamma_{N-2}\) as well as \(\gamma_{N-1} - \gamma_{N-2}\) is never zero. The mutation is performed in order to maximize the cost function, but we only consider network topologies for which the value of the cost functions \(B_1\) and \(B_2\) remain constant for about 10,000 iterations of the evolving technique, within 1,000,000 iterations. Even though more mutations could lead to networks that have larger values of the cost function, we consider that a reasonably low number of mutations would recreate what usually happens in real networks. The other approach creates an arbitrary Laplacian which reproduces a desired set of eigenvalues.

Although both topologies provide larger amounts of MIR and \(H_{KS}\), meaning large network and channel capacities, the topology provided by the evolving technique, which consider coupling strengths with equal strengths, is superior in what concerns information transmission. That agrees with the results of Ref. \([12]\) which say that networks composed by elements with non-equal control parameters can transmit less information than networks formed by equal elements, since networks whose coupling strengths are non-equal can be considered to be a model for networks with non-equal control parameters.

So, if brain-networks somehow grow in order to maximize the amount of information transmission, simultaneously remaining very robust under coupling alterations, the minimal topology that small neural networks must have should be similar to the one in Fig. 7(A), i.e., a network with a star topology, presenting a central element, a hub, very well connected to other outer elements, which are sparsely connected.

Even though most of the examples worked out here concern simulations performed in a neural network of electrically coupled Hindmarsh-Rose neurons, our theoretical approaches to find optimal topologies can be used to a large class of dynamical systems, in particular also to networks of synaptically (chemically) connected neurons. A neural network with neurons connected chemically would also be optimal if one connect neurons by maximizing either Eq. \((8)\) or Eq. \((9)\). The novelty introduced by the chemical synapses is that it can enhance (as compared with the electrical synapses) both the self-excitabale (using excitabale synapses) or the non-self-excitabale (using inhibitory synapses) characteristic of the communication channels as well as it can enhance \(\langle I_P \rangle\) \([25]\). From the biological point-of-view, of course, the chemical synapses provide the long-range coupling between the neurons. So, the simulations performed here for the larger HR networks should be interpreted as to simulations of a general active network, since neurons connected electrically can only make nearest-neighbor connections.

XII. METHODS

XIII. CALCULATING THE MIR BY SYMBOLIC ENCODING THE TRAJECTORY

The MIR between two neurons can be roughly estimated by symbolizing the neurons trajectory and then measuring the mutual information from the Shannon entropy \([27]\) of the symbolic sequences. From \([27]\), the mutual information between two signals \(S_k\) and \(S_l\) is given by

\[
I'_S = H(S_k) - H(S_l|S_k).
\]

\(H(S_k)\) is the uncertainty about what \(S_k\) has sent (entropy of the message), and \(H(S_l|S_k)\) is the uncertainty of what was sent, after observing \(S_l\). In order to estimate the mutual information between two chaotic neurons by the symbolic ways, we have to proceed with a non-trivial technique to encode the trajectory, which constitutes a disadvantage of such technique to chaotic systems. We represent the time at which the \(n\)-th spike happens in \(S_k\) by \(T^n_k\), and the time interval between the \(n\)-th and the \((n+1)\)-th spikes, by \(\delta T^n_k\). A spike happens when \(x_k\) becomes positive and we consider about 20000 spikes. We encode the spiking events using the following rule. The \(i\)-th symbol of the encoding is a “1” if a spike is found in the time interval \([i\Delta, (i + 1)\Delta]\), and “0” otherwise. We choose \(\Delta \in [\min (\delta T^n_k), \max (\delta T^n_k)]\) in order to maximize \(I'_S\). Each neuron produces a symbolic sequence that is split into small non-overlapping sequences of length \(L=12\). The Shannon entropy of the encoding symbolic sequence (in units of bits), is estimated by \(\max H = -\sum_m p_m \log_2 p_m\) where \(p_m\) is the probability of finding one of the \(2^L\) possible symbolic sequences of length \(L\). The term \(H(S_l|S_k)\) is calculated by \(H(S_l|S_k) = -H(S_l) + H(S_k; S_l),\) with \(H(S_k; S_l)\) representing the Joint Entropy between both symbolic sequences for \(S_k\) and \(S_l\).

Finally, the MIR (in units of bits/unit time), \(I_S\), is calculated from

\[
I_S = \frac{I'_S}{\Delta \times L}.
\]

The calculation of the \(I_S\) by means of Eq. \((11)\) should be expected to underestimate the real value for the MIR.
Since the HR neurons have two time-scales, a large sequence of sequential zeros in the encoding symbolic sequence should be expected to be found between two bursts of spikes (large $\delta T^n$ values), which lead to a reduction in the value of $H(S_k)$ followed by an increase in the value of $H(S_k|S_k)$, since there will be a large sequence of zeros happening simultaneously in the encoding sequence for the interspike times of $S_k$ and $S_l$.

**XIV. SELF-EXCITABILITY**

In Ref. [12] self-excitability was defined in the following way. An active network formed by $N$ elements, is said to be self-excitable if $H_{KS}(N, \sigma) > H_{KS}(N, \sigma = 0)$, which means that the KS-entropy of the network increases as the coupling strength is increased. Thus, for non-self-excitable systems, an increase in the coupling strength among the elements forming the network leads to a decrease in the KS-entropy of the network.

Here, we adopt also a more flexible definition, in terms of the properties of each communication channel. We define that a communication channel $C^t$ behaves in a self-excitable fashion if $\lambda^t > \lambda^1$. It behaves in a non-self-excitable fashion if $\lambda^t \leq \lambda^1$.

**XV. MUTUAL INFORMATION RATE (MIR), CHANNEL CAPACITY, AND NETWORK CAPACITY**

In this work, the rate with which information is exchanged between two elements of the network is calculated by different ways. Using the approaches of Refs. [11, 12], we can have an estimate of the real value of the MIR, and we refer to this estimate as $I_C$. Whenever we use Eq. (5) to calculate the upper bound for the MIR, we will refer to it as $I_S$. Finally, whenever we calculate the MIR through the symbolic encoding of the trajectory as described in Sec. XIII, we refer to it as $I_R$.

We define the channel capacity of a communication channel formed by two oscillation modes depending on whether the channel behaves in a self-excitable fashion or not. So, for the studied network, every communication channel possesses two channel capacities, the self-excitable capacity and the non-self-excitable one. A channel $C^t$ operates with its self-excitable capacity when $I_P$ is maximal, what happens at the parameter $\sigma^{(i+1)*}$. It operates with its non-self-excitable capacity when $\lambda^{i+1} = 0$.

We also define the channel capacity in an average sense. In that case, the averaged channel capacity is given by the maximal value of the average value

$$I_P = \sum_{i=2}^{N} \frac{1}{N-1} |\lambda^1 - \lambda^i|,$$  \hspace{1cm} (12)

The network capacity of a network composed of $N$ elements, $C_N(N)$, is defined to be the maximum value of the Kolmogorov-Sinai (KS) entropy, $H_{KS}$, of the network. For chaotic networks, the KS-entropy, as shown by Pesin [28], is the sum of all the positive Lyapunov exponents. Notice that if $I$ denotes the MIR then

$$I \leq H_{KS}$$  \hspace{1cm} (13)

As shown in Ref. [12] and from the many examples treated here, $C_N(N) \propto N$, and so, the network capacity grows linearly with the number of elements in an active network.

**XVI. UNDERSTANDING EQ. (5)**

Let us study Eq. (5) using an analytical example. For an introduction to the quantities shown here see Sec. XV. Consider the following two coupled maps:

$$x_{n+1} = 2x_n - \rho x_n^2 + 2\sigma (y_n - x_n),$$
$$y_{n+1} = 2y_n - \rho y_n^2 + 2\sigma (x_n - y_n),$$  \hspace{1cm} (14)

with $\rho \geq 0$, $s = \pm 1$, and $x_n, y_n \in [0,1]$, which can be accomplished by applying the $\mod (1)$ operation.

**A. Positiveness of the MIR in Eq. (14)**

Here, we assume that $\rho=0$. This map produces two Lyapunov exponents $\lambda_1=\log(2)$ and $\lambda_2=\log(2 - 4s\sigma)$. Since this map is linear, the conditional exponents are equal to the Lyapunov exponents.

Using the same ideas of Ref. [12], actually an interpretation of the way Shannon [27] defines mutual information, the mutual information rate, $I_P$, exchanged between the variables $x$ and $y$ is given by the rate of information produced in the one-dimensional space of the variable $x$, denoted as $H_x$, plus the rate of information produced in the one-dimensional space of the variable $y$, denoted as $H_y$, minus the rate of information production in the $(x,y)$ space, denoted as $H_{xy}$. But, $H_x = H_y = \max (\lambda_1, \lambda_2)$, and $H_{xy} = H_{KS} = \lambda_1 + \lambda_2$, if $(\lambda_1, \lambda_2) > 0$, $H_{xy} = H_{KS} = \lambda_1$, if $\lambda_2 < 0$, and $H_{xy} = H_{KS} = \lambda_2$, otherwise.

So, either $I_P = \lambda_1 - \lambda_2$, case that happens for when $s = +1$, or $I_P = \lambda_2 - \lambda_1$, case that happens for when $s = -1$. If $s = +1$, the larger the coupling strength, the smaller the KS-entropy, $H_{KS}$. If $s = -1$, the larger the coupling strength, the larger $H_{KS}$. In fact, as we discuss further, Eq. (14) for $s = -1$ is a model for a self-excitable channel, and for $s = +1$ is a model for a non-self-excitable channel. In either case, the MIR can be calculated by using the modulus operation as in $\mod (1)$. For larger networks, one can generalize such an equation using the conditional exponents arriving to an equation of the form as presented in Eq. (5).

This equation points out to a surprising fact. Even when the level of desynchronization in Eq. (14) is larger
\( \lambda^2 > \lambda_1^2 \), which happens when \( s = -1 \), there is a positive amount of information being transferred between the two variables.

In Figure 10, we show the phase space of Eq. (14) for a coupling strength equal to \( \sigma = 0.237 \). In (A), we illustrate a typical situation that happens in non-self-excitable channels (\( s = +1 \)). The elements become synchronous presenting a trajectory that most of the time lies on the synchronization manifold defined by \( x_n - y_n = 0 \). In (B), we show a typical situation that happens in self-excitable channels (\( s = -1 \)). The elements become non-synchronous presenting a trajectory that lies in the transversal manifold defined by \( x_n + y_n = c = 0 \), with \( c \) being a constant within the interval \( c \in [0, 1] \).

In Figure 10, we show the trajectory of Eq. (14) for \( \sigma = 0.237 \) with \( s = -1 \) in (A) and \( s = 1 \) in (B).

In (A), by observing the variable \( x_n \) one can correctly guess the value of \( y_n \) since \( x_n \equiv y_n \). Apparently, that is not the case in (B): by observing the variable \( x_n \), one might have difficulty in guessing the value of the variable \( y_n \), since \( c \in [0, 1] \). Notice that the larger the amount of information being exchanged between \( x_n \) and \( y_n \), the larger the chance that we guess correctly. In order to estimate the amount of information being exchanged between \( x_n \) and \( y_n \), we proceed in the following way.

For the non-self-excitable channel (\( s = +1 \)), we coarse-grain the phase space in \( L^2 \) small squares. Each square has one side that represents an interval of the domain of the variable \( y_n \) and another side which is an interval of the domain of the variable \( y_n \). Calling \( p_x^{(i)} \), the probability that a trajectory point visits the interval \( x_n = [(i-1)/L, i/L] \), with \( i = 1, \ldots, L \), and \( p_y^{(i)} \), the probability that a trajectory point visits the interval \( y_n = [(i-1)/L, i/L] \), and finally, \( p_{x,y}^{(i,j)} \), the probability that a trajectory point visits a square defined by \( x_n = [(i-1)/L, i/L], y_n = [(j-1)/L, j/L] \), with \( j = 1, \ldots, L \), then, the MIR between \( x_n \) and \( y_n \), denoted by \( I \), is provided by

\[
I = -1/\log(L) \left[ - \sum_i \log(p_x^{(i)}) - \sum_i \log(p_y^{(i)}) + \sum_{i,j} \log(p_{x,y}^{(i,j)}) \right].
\]

Notice that the evaluation of the MIR by Eq. (15) underestimates the real value for the MIR, since Eq. (14) is a dynamical system and the information produced by the dynamical variables (for example the term \( - \sum_i \log(p_x^{(i)}) \)) that measures the information produced by the variable \( x_n \) should be provided by conditional probabilities, i.e., the probability that a trajectory point has of visiting a given interval followed by another interval, and so on, in fact the assumption used to derive Eq. (5).

In Fig. 11(A), we show the phase space of Eq. (14) with \( s = +1 \) and for \( \sigma = 0.237 \). In Fig. 11(B), we show the plus symbol, \( I_P \), as calculated by Eq. (5) and by circles, \( I \), as estimated by Eq. (15).

For the self-excitable channel (\( s = -1 \)), Eq. (15) supplies a null MIR, and therefore, it can no longer be used. But, as discussed in [12], the MIR can be coordinate dependent, and one desires to have the coordinate that maximizes the MIR. Aiming at maximizing the MIR, when the channel is of the self-excitable type, we transform Eq. (14) into an appropriate coordinate system, along the transversal manifold, where most of the information about the trajectory position is located. We define the new coordinate as \( X_n = 1/2(x_n - y_n + 1) \) and \( X_{n+1} = 1/2(x_{n+1} - y_{n+1} + 1) \). The trajectory \( (X_n, X_{n+1}) \)
in this new coordinate system [for the same parameters as in Fig. 10(B)], is depicted in Fig. 11(C).

The MIR being transferred between \( X_n \) and \( X_{n+1} \) is related to the knowledge we acquire about \( X_{n+1} \) by observing \( X_n \), or vice-versa. In Fig. 11(C), we can only be certain about the value of \( X_{n+1} \), when \( X_n \) is close to either 0 or 1.

To estimate the MIR, we recall that an encoded version of such a dynamical system can be treated as a symmetric binary channel of communication. \( X_n \) is regarded as the transmitter and \( X_{n+1} \) is regarded as the receiver. Whenever the map in the transformed coordinates \( X_n \rightarrow X_{n+1} \) is non-invertible, we consider that by making measures of the trajectory point \( X_{n+1} \) one cannot guarantee the exact position of the trajectory of \( X_n \), which constitutes an error in the transmission of information. Whenever the map is invertible, by measuring the trajectory of \( X_{n+1} \), one can surely know the exact position of the trajectory \( X_n \), which corresponds to a correct transmission of information. Calling, \( p \) the probability at which the map is invertible, then, the MIR between \( X_n \) and \( X_{n+1} \) is given by

\[
I_c = 1 + (1 - p) \log (1 - p) + p \log (p). \quad (16)
\]

The value of \( 10I_c \) for Eq. (14) with \( s = -1 \) are shown in Fig. 11(D) by circles. The theoretical value, \( I_P \), provided by Eq. (5) is shown by the plus symbol.

A final comment on the characteristics of a self-excitable channel and of a non-self-excitable channel is that while in a self-excitable channel the larger the synchronization level, the larger the MIR but the smaller the KS-entropy, in a non-self-excitable channel the larger the desynchronization level, the larger the MIR and the larger the KS-entropy. Note that \( H_{KS} = 2 \log (2) + \log (1 - 2\sigma) \), for \( \sigma < 0.25 \).

### B. Positivity of the MIR for self-excitable channels in the (non-linear) HR network

To show that indeed \( I_P \) should be positive in case of a self-excitable channel in the HR network, one can imagine that in Eq. (1) the coupling strength is arbitrarily small and that \( N = 2 \). At this situation, the Lyapunov exponent spectra obtained from Eq. (3) are a first-order perturbative version of the conditional exponents, and they appear organized by their strengths. One arrives at \( \lambda_1 \cong \lambda^2 \) and \( \lambda_2 \cong \lambda^1 \), which means that the largest Lyapunov exponent equals the transversal conditional exponent and the second largest Lyapunov exponent equals the conditional exponent associated with the synchronous manifold, i.e., the Lyapunov exponent of Eq. (2). Using similar arguments to the ones in Refs. [11, 12, 29], we have that the MIR is given by the largest Lyapunov exponent minus the second largest, and therefore, \( I_C = \lambda_1 - \lambda_2 \), which can be put in terms of conditional exponents as \( I_P \leq \lambda^2 - \lambda^1 \).

### C. The inequality in Eq. (5)

To explain the reason of the inequality in Eq. (5), consider the nonlinear term in Eq. (14) is non null and \( s = 1 \), and proceeds as further.

For two coupled systems, the MIR can be written in terms of Lyapunov Exponents [12, 30]. For two coupled systems, the MIR can be exactly calculated by \( I_C = \lambda_1 - \lambda_2 \), since \( \lambda^1 = \lambda_1 \) and \( \lambda^2 = \lambda_2 \), assuming that both \( \lambda_1 \) and \( \lambda_2 \) are positive. Calculating the conditional exponents numerically, we can show that \( I_P \geq I_C \), and thus \( I_P \) is an upper bound for the MIR. For more details on this inequality, see [31]

### XVII. BUST PHASE SYNCHRONIZATION (BPS)

Phase synchronization [32] is a phenomenon defined by

\[
|\Delta \phi(k,t)| = |\phi_k - m\phi_l| \leq r, \quad (17)
\]

where \( \phi_k \) and \( \phi_l \) are the phases of two elements \( S_k \) and \( S_l \), \( m = \omega_k / \omega_l \) is a real number [33], where \( \omega_k \) and \( \omega_l \) are the average frequencies of oscillation of the elements \( S_k \) and \( S_l \), and \( r \) is a finite, real number [34]. In this work, we have used in Eq. (17) \( m = 1 \), which means that we search for \( \omega_k : \phi_l - PS \) is present, the methods in Refs. [34–36] can detect it.

The phase \( \phi \) is a function constructed on a 2D subspace, whose trajectory projection has proper rotation, i.e., it rotates around a well defined center of rotation. So, the phase is a function of a subspace. Usually, a good 2D subspace of the HR neurons is formed by the variables \( x \) and \( y \), and whenever there is proper rotation in this subspace a phase can be calculated as shown in Ref. [37] by

\[
\phi_s(t) = \int_0^t \frac{\dot{y}x - \dot{x}y}{(x^2 + y^2)} dt. \quad (18)
\]

If there is no proper rotation in the subspace (\( x, y \)) one can still find proper rotation in the velocity subspace (\( \dot{x}, \dot{y} \)) and a corresponding phase that measures the displacement of the tangent vector [35] can be calculated as shown in Ref. [37] by

\[
\phi_v(t) = \int_0^t \frac{\ddot{y}x - \ddot{x}y}{(\dot{x}^2 + \dot{y}^2)} dt. \quad (19)
\]

If a good 2D subspace can be found, one can also define a phase by means of Hilbert transform, which basically transforms an oscillatory scalar signal into a two component signal [38]. In the active network of Eqs. (7) with an all-to-all topology and \( N = 4 \), for the coupling strength interval \( \sigma \in [0, 0.05] \), the subspace (\( x, y \)) has proper rotation, and therefore, \( \phi_s(t) \) is well defined and can be
calculated by Eq. (18). However, for this coupling interval, Eq. (17) is not satisfied, and therefore, there is no PS between any pair of neurons in the subspace \((x, y)\).

For the coupling strength interval \(\sigma \approx [0.05, 0.24]\), the neurons trajectories lose proper rotation both in the subspaces \((x, y)\) and \((\dot{x}, \dot{y})\). In such a case, neither \(\phi_n(t)\) nor \(\phi_s(t)\) can be calculated. This is due to the fact that the chaotic trajectory gets arbitrarily close to the neighborhood of the equilibrium point \((x, y) = (0, 0)\), a manifestation that a homoclinic orbit to this point exists.

In fact, the Hilbert transform fails to provide the phase from either scalar signals \(x\) or \(y\), since these signals do not present any longer an oscillatory behavior close to the equilibrium point. In such cases, even the traditional technique to detect PS by defining the phase as a function that grows by \(2\pi\), whenever a trajectory component crosses a threshold cannot be used. Since the trajectory comes arbitrarily close to the equilibrium point, no threshold can be defined such that the phase difference between pairs of neurons is bounded. Notice that by this definition the phase difference equals \(2\pi \Delta N\), where \(\Delta N\) is the difference between the number of times the trajectory of \(S_k\) and \(S_l\) cross the threshold. For the neural networks, \(\Delta N\) could represent the difference between the number of spikes between two neurons. A spike is assumed to happen in \(S_k\) if \(x_k\) becomes positive.

In order to check if indeed PS exists in at least one subspace, alternative methods of detection must be employed as proposed in Refs. [35, 36]. In short, if PS exists in a subspace then by observing one neuron trajectory at the time the other bursts or spikes (or any typical event), there exists at least one special curve, \(\Gamma\), in this subspace, for which the points obtained from these conditional observations do not visit its neighborhood. A curve \(\Gamma\) is defined in the following way. Given a point \(x_0\) in the attractor projected onto the subspace of one neuron where the phase is defined, \(\Gamma\) is the union of all points for which the phase, calculated from this initial point \(x_0\) reaches \(u(r)\), with \(n = 1, 2, 3, \ldots, \infty\) and \(r\) a constant, usually \(2\pi\). Clearly an infinite number of curves \(\Gamma\) can be defined. For coupled systems with sufficiently close parameters that present in some subspace proper rotation, if the points obtained from the conditional observations do not visit the whole attractor projection on this subspace, one can always find a curve \(\Gamma\) that is far away from the conditional observations. Therefore, for such cases, to state the existence of PS one just has to check if the conditional observations are localized with respect to the attractor projection on the subspace where the phase is calculated.

Conditional observations of the neuron trajectory \(S_k\) in the subspace \((x, y)\), whenever another neuron \(S_l\) spikes, in the system modeled by Eqs. (7) with a star coupling topology and \(N = 4\), are not localized with respect to a curve \(\Gamma\), for the coupling strength \(\sigma < \sigma_{PS}\). An example can be seen in Fig. 12(A), for \(\sigma = 0.265\). The set of points produced by the conditional observations are represented by red circles, and the attractor by the green points. Therefore, there is no PS in the subspace \((x, y)\).

In order to know on which subspace PS occurs, we proceed in the following way. We reconstruct the neuron attractors by means of the time-delay technique, using the variable \(z\). This variable describes the slow timescale, responsible for the occurrence of bursts. The reconstructed attractor \(z(t) \times z(l - \tau)\) has proper rotation [see Fig. 12(B)] and the points obtained from the conditional observations do not visit the neighborhood of a curve \(\Gamma\), then, there is PS in this subspace. Indeed, we find localized sets with respect to a curve \(\Gamma\) in the reconstructed subspace \((z(t) \times z(l - \tau))\), for \(\sigma \geq 0.265\). So, \(\sigma_{BPS} = 0.265\).

So, for the coupling \(\sigma = [\sigma_{BPS}, \sigma_{PS}]\), there is no PS in the subspace \((x, y)\) but there is PS in the subspace of the variable \(z\). In this type of synchronous behavior, the bursts are phase synchronized while the spikes are not. This behavior is regarded as bursting phase synchronization (BPS). For simplicity in the analyses, we say that BPS happens when for at least one pair of neurons there is phase synchronization in the bursts. Phase synchronization (PS) happens in the network when the average

\[\text{FIG. 12: The network of Eqs. (7) with a star configuration with } N=4, \text{ and } \sigma=0.265. \text{ The curve } \Gamma, \text{ a continuous curve transversal to the trajectory, is pictorially represented by the straight line } \Gamma. \text{ (A) the green line represents the attractor projection on the subspace } (x, y) \text{ of the neuron } S_2, \text{ and red circles represent the points obtained from the conditional observations of the neuron } S_2 \text{ whenever the neuron } S_4 \text{ spikes. The point } (x, y) = (0,0) \text{ does not belong to } \Gamma. \text{ (B) Green dots represent the reconstructed attractor } z_2(t) \times z_2(l - \tau), \text{ for } \tau=30, \text{ and red circles represent the points obtained from the conditional observation of neuron } S_2, \text{ whenever the reconstructed trajectory of the neuron } S_4 \text{ crosses the threshold line } z_4(l - \tau) = 3.25 \text{ and } z_4(t) > 3.\]
absolute phase difference

$$\frac{2}{N(N-1)} \sum_k \sum_l |\Delta \phi_L(k, l)|,$$

with \( k = 1, N-1 \) and \( l = k+1, N \) among all the pairs of elements, is smaller than \( 2\pi \), with the phases defined by either Eq. (18) or Eq. (19), where the index \( L \) represents either the index \( s \) or \( v \). Further, we say complete synchronization (CS) takes place [17], when the variables of one neuron equal the variables of all the other neurons.

For the analyses in this work, \( \sigma_{BPS} \) represents the coupling parameter for which BPS first appears, i.e., BPS exists if \( \sigma \geq \sigma_{BPS} \). \( \sigma_{PS} \) represents the coupling parameter for which PS first appears, i.e., PS exists if \( \sigma \geq \sigma_{PS} \). Finally, \( \sigma_{CS} \) represents the coupling parameter for which CS first appears, i.e., CS exists if \( \sigma \geq \sigma_{CS} \). There might exist particular parameters for which PS (or BPS) is lost even if \( \sigma \geq \sigma_{PS} \) (resp. \( \sigma \geq \sigma_{BPS} \)). But these steps are not typical and we will ignore them. For example, in the network composed by 6 elements with the nearest-neighbor topology [Fig. 2(B)], for \( \sigma = 0.825 \) PS is lost.

Note that these phenomena happen in a hierarchical way organized by the "intensity" of synchronization. The presence of a stronger type of synchronization implies in the presence of other softer types of synchronization in the following order: CS → PS → BPS.

XVIII. EVOLUTIONARY CONSTRUCTION OF A NETWORK

In our simulations, we have evolved networks of equal bidirectional couplings [39]. That means that the Laplacian in Eq. (1) is a symmetric matrix of dimension \( N \) with integer entries \( \{0, 1\} \) for the off diagonal elements, and the diagonal elements equal to \(- \sum_j G_{jj}, \) with \( i \neq j \).

Finding the network topologies which maximize \( B \) in Eq. (8) is impractical even for moderately large \( N \). Figuring out by "brute force" which Laplacian produces the desired eigenvalue spectra would require the inspection of a number of \( 2^{N(N-1)/2} \) configurations. To overcome this difficulty, Ref. [14] proposed an evolutionary procedure in order to reconstruct the network in order to maximize some cost function. Their procedure has two main steps regarded as mutation and selection. The mutation steps correspond to a random modification of the pattern of connections. The selection steps consist in accepting or rejecting the mutated network, in accordance with the criterion of maximization of the cost function \( B \), in Eq. (8).

We consider a random initial network configuration, with \( N \) elements, which produce an initial Laplacian \( G_0 \), whose eigenvalues produce a value \( B_0 \) for the cost function. We take at random one element of this network and delete all links connected to it. In the following, we choose randomly a new degree \( k \) to this element and connect this element (in a bidirectional way) to \( k \) other elements randomly chosen. This procedure generates a new network that possesses the Laplacian \( G' \), whose eigenvalues produce a value \( B' \). To decide if \( \Delta \epsilon = B' - B_0 \) is greater or not, we calculate \( \Delta \epsilon = B' - B_0 \). If \( \Delta \epsilon > 0 \), the new network whose Laplacian is \( G' \) is accepted. If, on the other hand, \( \Delta \epsilon < 0 \), we still accept the new mutation, but with a probability \( p(\Delta \epsilon) = \exp(-\Delta \epsilon/T) \). If a mutation is accepted then the network whose Laplacian is \( G_0 \) is replaced by the network whose Laplacian is \( G' \).

The parameter \( T \) is a kind of "temperature" which controls the level of noise responsible for the mutations. It controls whether the evolution process converges or not. Usually, for high temperatures one expects the evolution never to converge, since new mutations that maximizes \( B \) are often not accepted. In our simulations, we have used \( T \approx 0.0005 \).

These steps are applied iteratively up to the point when \( |\Delta \epsilon| = 0 \) for about \( 10,000 \) steps, being that we consider an evolution time of the order of \( 1,000,000 \) steps. That means that the evolution process has converged after the elapse of some time to an equilibrium state. If for more than one network topology \( |\Delta \epsilon| = 0 \) for about \( 10,000 \) steps, we choose the network that has the larger \( B \) value.

This constraint avoids the task of finding the most optimal network topology. However, we consider that a reasonably low number of mutations would recreate what usually happens in real networks.

XIX. CONSTRUCTING A NETWORK FROM A SET OF EIGENVALUES

Given a \( N \times N \) Laplacian matrix \( G \), we can diagonalize it by an orthogonal transformation, viz

$$O^T \cdot G \cdot O = \gamma 1,$$

where \( 1 \) represents the Unity matrix, \( \gamma \) represents the vector that contains the set of eigenvalues \( \gamma_i \) of \( G \) \((i = 1, \ldots, N)\), and \( O \) is an orthogonal matrix, \( O \cdot O^T = 1 \), whose columns are constructed with the orthogonal eigenvectors of \( G \), namely \( O = [v_1, v_2, \ldots, v_N] \). Accordingly,

$$G = O \cdot \gamma 1 \cdot O^T,$$

which means that \( G \) can be decomposed into a multiplication of orthogonal matrices. By using the spectral form of Eq. (21), the Laplacian \( G \) can be calculated from

$$G = \sum_{i=1}^{N} \langle \bar{v}_i \cdot \gamma_i \rangle \bar{v}_i^T.$$  \hspace{1cm} (22)

Any other Laplacian, \( G' \), can be constructed by using the set of eigenvalues \( \gamma \), viz

$$G' = \sum_{i=1}^{N} \langle \bar{v}_i \cdot \gamma_i \rangle \bar{v}_i'^T.$$  \hspace{1cm} (23)
Of course, in order for the active network that is constructed using $G'$ to present the synchronization manifold $x_1 = x_2 = x_3 = \ldots = x_N$, the vector $\vec{v}_1$, with $N$ elements, is given by $\vec{v}_1^{(1)} = \frac{1}{\sqrt{N}} [1,1,1,\ldots,1]$, and the other vectors are found by choosing arbitrary vectors $\vec{v}_i$ which are made orthogonal using the Gram-Schmidt technique.
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