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We present a Kadanoff-Baym formalism to study time-dependent phenomena for systems of interacting electrons and phonons in the framework of many-body perturbation theory. The formalism takes correctly into account effects of the initial preparation of an equilibrium state and allows for an explicit time-dependence of both the electronic and phononic degrees of freedom. The method is applied to investigate the charge neutral and non-neutral excitation spectra of a homogeneous, two-site, two-electron Holstein model. This is an extension of a previous study of the ground state properties in the Hartree (H), partially self-consistent Born (Gd) and fully self-consistent Born (GD) approximations published in Säkkinen et al. [J. Chem. Phys. 143, 234101 (2015)]. Here, the homogeneous ground state solution is shown to become unstable for a sufficiently strong interaction while a symmetry-broken ground state solution is shown to be stable in the Hartree approximation. Signatures of this instability are observed for the partially self-consistent Born approximation but are not found for the fully self-consistent Born approximation. By understanding the stability properties, we are able to study the linear response regime by calculating the density-density response function by time-propagation. This amounts to a solution of the Bethe-Salpeter equation with a sophisticated kernel. The results indicate that none of the approximations is able to describe the response function during or beyond the bipolaronic crossover for the parameters investigated. Overall, we provide an extensive discussion on when the approximations are valid and how they fail to describe the studied exact properties of the chosen model system. © 2015 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4936143]

I. INTRODUCTION

Many-body perturbation theory is one of the most common methodologies used to study quantum transport problems in which interactions among charge carriers or between them and other constituents play a significant role. The method is based on diagrammatic perturbation theory for the non-equilibrium Green’s functions together with a set of standard approximations to describe the many-body effects.² Although these approximations have been widely used, and thus their properties explored, in the case of steady-state transport,³,⁷ much less is known on their performance in the explicitly time-dependent case.⁸⁻¹³ This is particularly true for systems with moderate to strong electron-phonon interactions in which interesting phenomena like bistability and hysteresis have been observed.¹⁴ As such phenomena are typically driven by many-body interactions, it is natural to ask whether or not the approximate method can describe the relevant physics even qualitatively. This is the case, for example, with the aforementioned bistability whose existence has been subject to doubt on the quality of the method itself.¹⁵⁻²⁰ The recent efforts to realize more sophisticated many-body approximations have enabled addressing these questions also with methods relying on time-dependent many-body perturbation theory.²¹,²² It is hence important to test time-dependent many-body perturbation theory against numerically exact methods, such as path integral approaches,²³⁻²⁵ numerical renormalization group,²⁶ or multilayer multiconfigurational time-dependent Hartree methodology,²⁷ not only in quantum transport but also on a wider scope to understand when the method is predictive. Time-dependent many-body perturbation theory has also been recently applied to study vibrational effects in ab initio charge carrier dynamics in semiconductors, e.g., relaxation processes after a laser excitation.²⁸⁻³⁰ This has become possible as further simplifications, in particular the generalized Kadanoff-Baym Ansatz (GKB), have been developed to keep the approach computationally tractable along with the growing system sizes. One could also in this manner study time-dependent phenomena in realistic molecular systems continuing along the lines of the early studies of vibrational effects in photoelectron spectra of molecules.³¹ In this context, in order to understand the reasons behind the successes or failures of the methods, it is necessary to understand the many-body approximations underlying the additional simplifications such as GKB.

There are also topical fields in optoelectronics, such as cavity
quantum electrodynamics, and optomechanics in which one deals with formally similar systems as in the quantum transport case. Time-dependent many-body perturbation theory has been used in these fields, e.g., to derive time-dependent density functionals with preliminary results giving an indication of their quality.\textsuperscript{33,34} There is however even less known about the properties of the approximations than in the more established quantum transport setup.

In this work, we present an extension of a previously introduced numerical method\textsuperscript{35,36} to study time-dependent, inhomogeneous systems of interacting electrons and phonons. This is also an extension of the equilibrium formalism which we introduced in our earlier work in Ref. 1. Our approach is a variant of time-dependent many-body perturbation theory based on the Kadanoff-Baym equations (KBE).\textsuperscript{37} Here, we introduce the relevant equations, time-dependent many-body approximations, and discuss some of their characteristic features, e.g., the mean-field, Hartree (H) approximation is shown to lead to the semi-classical Ehrenfest equations. The time-dependent partially\textsuperscript{38} (Gd) and fully\textsuperscript{39} (GD) self-consistent Born approximations are introduced to study correlation effects beyond the mean-field level. These many-body approximations are in particular suited to study time-dependent quantum transport with electron-phonon interactions as they are particle number conserving in the sense of Baym.\textsuperscript{39,40} In the present work, the method is instead applied to a finite system since this allows us to assess its performance by comparing the approximate results to an exact solution. Although the method can handle complex time-dependent perturbations, we restrict ourselves here to linear response functions obtained by time-propagating the Kadanoff-Baym equations. The density response function $\delta n / \delta \nu$ obtained in this manner is equivalent to a solution of the Bethe-Salpeter equation (BSE) with an integral kernel which is a functional derivate $\delta \Sigma / \delta G$ of the self-energy $\Sigma$ with respect to the electron propagator $G$.\textsuperscript{35,41–43} The kernel therefore consists of dressed propagators and is fully frequency-dependent in the Born approximations. This level of approximation has, to our best knowledge, not yet been reached in the standard frequency-domain approach even for the much studied purely electronic systems.\textsuperscript{44–47} Finally, we would like to note that although this paper is geared towards electrons and phonons, the method is in fact applicable to a variety of systems of interacting fermions and bosons, e.g., electron-photon models (Rabi\textsuperscript{38,40}) and electron-plasmon models (Lundqvist\textsuperscript{50}).

As an application, we study a homogeneous, two-site, two-electron Holstein model which is a standard model describing interacting electrons and phonons.\textsuperscript{51} This continues along the lines of our prior work in Ref. 1 in which we focused on ground-state properties and studying the localizing effect of the electron-phonon interaction by comparing the many-body approximations against exact benchmark results. As a result, we found that the self-energy approximations gave rise to spontaneous symmetry-breaking characterizable by an asymmetric electron density and nuclear displacement. The symmetry-broken solutions as well as solutions obtained by enforcing symmetry were analyzed with the help of total energies, energy components, and natural occupation numbers. It was concluded that the symmetry-breaking can be seen physically to mimic the bipolaronic crossover of the underlying system in which two nearly free electrons form a bound pair with an accompanying nuclear displacement. Moreover, out of the symmetric solutions, only the fully self-consistent Born approximation showed evidence of partially describing this crossover. Here, we instead investigate the equilibrium electron and phonon propagators, and linear response functions of the same system using time-dependent many-body perturbation theory. The equilibrium propagators are studied in frequency-domain which gives a more detailed view to the properties of the approximations and allows us to re-evaluate the physical picture obtained from the various energies. The linear response calculations on the other hand allow us to understand better the nature of the symmetric and asymmetric solutions found in our earlier work. In particular, we show in Ref. 52 that in the Hartree approximation, they are equivalent to the equilibrium solutions of the semi-classical equations of the Dicke model\textsuperscript{53} in which the appearance of the asymmetric solution represents the super-radiant phase transition in the thermodynamic limit.\textsuperscript{54–56} This transition moreover appears as a bifurcation leading to instability of the symmetric solution which in a finite system is not in agreement with the exact solution. In Ref. 52, we discuss what the instability implies for a linear response function in the mean-field case, and here, we examine by means of a working criterium, the stability of the symmetric and asymmetric solutions when going beyond the mean-field approximation. Once stable solutions have been identified, we turn our attention to the linear response functions which are used to assess how the approximations describe the system reacting to a weak perturbation. There is a lot of systematic work on static, i.e., zero-frequency susceptibilities of either finite clusters\textsuperscript{57} or extended finite\textsuperscript{58} and infinite\textsuperscript{59,60} dimensional systems with a focus on, e.g., charge-density wave phase transition temperatures. Here, we thus extend these studies beyond the static case by considering fully frequency-dependent response functions of a finite system.

The paper is organized as follows. In Sec. II, we introduce our method: time-dependent many-body perturbation for electrons interacting with phonons. The method is applied in this work to the model system introduced in Sec. III. The results containing both the equilibrium electron addition and removal, as well as neutral excitation spectra are presented, analyzed, and discussed in Sec. IV. The conclusions and an outlook are given in Sec. V, additional material in Appendices A and B, and more technical details are found in the supplementary material.\textsuperscript{52}

II. THEORY

A. Hamiltonian

In the present work, we introduce the central concepts of time-dependent many-body perturbation theory for systems of electrons interacting with phonons. Although we do not discuss here electron-electron interactions, they could be included without additional conceptual difficulties. The time-dependent Hamiltonian operator is then given by
FIG. 1. The extended Keldysh contour which consists of the vertical, imaginary-time track responsible for the initial equilibrium preparation and of the horizontal forward (−) and backward (+) real-time tracks related to the real-time time-evolution.

\[
\hat{H}(z) = \sum_p \omega_p(z) \hat{a}_p^\dagger \hat{a}_p + \sum_p (f_p(z) \hat{a}_p^\dagger + f_p^*(z) \hat{a}_p) \\
+ \sum_{ij} h_{ij}(z) \hat{c}_i^\dagger \hat{c}_j \\
+ \sum_{ij} \sum_p (m_{ij}^p(z) \hat{a}_p^\dagger + m_{ij}^{p*}(z) \hat{a}_p) \hat{c}_i^\dagger \hat{c}_j,
\]

where the properties of the system are encoded in the phonon frequencies \(\omega_p\), generalized forces \(f_p\), elements of the electron one-body Hamiltonian \(h_{ij}\), and electron-phonon interaction elements \(m_{ij}^p\).

These quantities all depend on a time-argument lying on the extended Keldysh contour shown in Fig. 1. The Hamiltonian operator is however the same on the forward (−) and backward (+) branches and independent of the contour time on the vertical equilibrium (M) track as in our prior work in Ref. 1. An explicit time-dependence allows one to realize a variety of physical scenarios from electrons and nuclei driven by electromagnetic fields to more abstract simulations based on an interaction quench. In the present work, we however focus on another type of time-dependence arising from the choice of the initial state.

The electrons and phonons are described in second quantization with the annihilation \(\hat{c}_i\), \(\hat{a}_p\) and creation \(\hat{c}_i^\dagger\), \(\hat{a}_p^\dagger\) operators which obey canonical anti-commutation and commutation relations. In order to facilitate a compact presentation of the many-body perturbation theory, we further introduce the self-adjoint phonon operators

\[
\hat{\phi}_{1,p} \equiv (\hat{a}_p^\dagger + \hat{a}_p)/\sqrt{2}, \quad \hat{\phi}_{2,p} \equiv (\hat{a}_p^\dagger - \hat{a}_p)/\sqrt{2},
\]

to which we associate a collective index \(P \in \{c_p \in \{1, 2\}, p\}\) so that we can write their commutation relation compactly as

\[
[\hat{\phi}_p, \hat{\phi}_Q] = i \alpha_{pq}.
\]

where \(\alpha_{1p,1q} = \alpha_{2p,2q} = 0\) and \(\alpha_{1p,2q} = -\alpha_{2q,1p} = i \delta_{pq}\). These operators can be physically understood as components of the displacement (\(\phi_{1p}\)) and momentum (\(\phi_{2p}\)) operators. They allow us to rewrite the Hamiltonian operator as

\[
\hat{H}(z) = \sum_{PQ} \Omega_{PQ}(z) \hat{\phi}_P \hat{\phi}_Q + \sum_P F_P(z) \hat{\phi}_P \\
+ \sum_{ij} h_{ij}(z) \hat{c}_i^\dagger \hat{c}_j \\
+ \sum_{ij} \sum_p M_{ij}^p(z) \phi_P \hat{c}_i^\dagger \hat{c}_j,
\]

where the phonon frequencies, generalized forces, and electron-phonon interaction are incorporated into

\[
\begin{align*}
F_{Pc_p}(z) &\equiv \delta_{c_p,1}(f_{Pc_p}(z) + f_{Pc_p}^*(z))/\sqrt{2} \\
- i\delta_{c_p,2}(f_{Pc_p}(z) - f_{Pc_p}^*(z))/\sqrt{2}, \\
\Omega_{Pc_p,qc_q}(z) &\equiv \omega_p(z)(\delta_{Pc_p,0c_q} + \alpha_{Pc_p,qc_q})/2, \\
M_{jk}^{Pc_p}(z) &\equiv \delta_{c_p,1}(m_{jk}^{Pc_p}(z) + m_{jk}^{Pc_p})*)/\sqrt{2} \\
- i\delta_{c_p,2}(m_{jk}^{Pc_p}(z) - m_{jk}^{Pc_p})*)/\sqrt{2},
\end{align*}
\]

which are to be understood in this work to represent elements of a vector, matrix, and a vector of matrices, respectively.

The one-body electron Hamiltonian elements are also to be understood as elements of a matrix. In the following, an overhead arrow denotes a vector (\(\vec{F}\), boldfaced symbols matrices (\(\Omega, h\)), and a combination of these two a vector of matrices (\(\mathbf{M}\), while \(\text{tr}\) denotes a matrix trace.

B. Many-body perturbation theory

The central quantities of many-body perturbation theory of interacting electrons and phonons are the phonon field expectation value, and the phonon and electron propagators defined as

\[
\begin{align*}
\phi_p(z) &= \frac{1}{\mathcal{Z}} \text{Tr}\left[ \mathcal{T} \left[ e^{-i \int_{c} d\bar{z} \overline{H(z)} \bar{\phi}_p(z)} \right] \right], \\
D_{PQ}(z; z') &= \frac{1}{i\mathcal{Z}} \text{Tr}\left[ \mathcal{T} \left[ e^{-i \int_{c} d\bar{z} \overline{H(z)} \bar{\phi}_P(z) \Delta \phi_Q(z') \right] \right], \\
G_{ij}(z; z') &= \frac{1}{i\mathcal{Z}} \text{Tr}\left[ \mathcal{T} \left[ e^{-i \int_{c} d\bar{z} \overline{H(z)} \bar{c}_i(z) \bar{c}_j(z') \right] \right],
\end{align*}
\]

where \(\Delta \phi_P \equiv \phi_P - \phi_p\) is a fluctuation operator, \(\mathcal{Z} \equiv \text{Tr}[e^{-i \int_{c} d\bar{z} \overline{H(z)}}]\) is the partition function, \(\text{Tr}\) is the trace over a complete set of quantum states, and \(\mathcal{T}\) is the time-ordering operator on a Keldysh time-contour \(C\) of Fig. 1 acting on operators given in the Schrödinger picture but having time-arguments \(z, z'\) for book-keeping reasons. These objects have a closed form perturbation expansion obtained using Wick’s theorem and re-summing all terms into two electron and phonon propagator line irreducible contributions. This leads to the equations

\[
\bar{\phi}(z) = \int_c d\bar{z} d(z; \bar{z})(\vec{F}(\bar{z}) - i\pi(\vec{M}(\bar{z})G(z; \bar{z}))), \\
D(z; z') = d(z; z') + \int_c d\bar{z} d\bar{z}' d(z; \bar{z})\Pi(\bar{z}; \bar{z}')D(\bar{z}; z'), \\
G(z; z') = g(z; z') + \int_c d\bar{z} d\bar{z}' g(z; \bar{z})\Sigma(\bar{z}; \bar{z}')G(\bar{z}; z'),
\]

where \(g\) and \(d\) denote the non-interacting electron and phonon propagators defined by Eqs. (3) and (2) in the absence of the electron-phonon interaction. The integral kernels \(\Sigma \equiv \Sigma[G, D]\) and \(\Pi \equiv \Pi[G, D]\) are non-local one-body potentials known as electron and phonon self-energies. These self-energies contain information on interactions of the system, as well as the external driving induced by the generalized force \(F\). The non-interacting electron and phonon propagators are given,
respectively, by

\[ g(z; z') = -iU(z, t_0)\left(\theta(z, z') - f_x(\beta \hbar^M)\right)U(t_0, z'), \]

\[ d(z; z') = -i\alpha V(z, t_0)\left(\theta(z, z') + f_x(\beta \hbar^M \alpha)\right)V(t_0, z'), \]

where \( \theta \equiv \theta_1 \) with \( \theta \) being the Heaviside function and \( \mathbf{1} \) being the identity matrix, \( \beta \) is the inverse temperature, \( f_x \) denote the Fermi-Dirac (+) and Bose-Einstein (−) distribution functions, \( \Omega^M \equiv \Omega(t_0 - t\tau) \) independent of \( \tau \) is the Matsubara component of

\[ \tilde{\Omega}(z) \equiv \Omega(z) + \Omega^T(z). \]

Finally, we introduced the time-evolution matrices as solutions to

\[ i\partial_z U(z, z') = h(z)U(z, z'), \]

\[ -i\partial_z U(z, z') = U(z, z')h(z'), \]

\[ i\partial_V(z, z') = \tilde{\Omega}(z)\alpha V(z, z'), \]

\[ -i\partial_V(z, z') = V(z, z')\tilde{\Omega}(z')\alpha, \]

with the initial conditions \( U(t_0, t_0) = V(t_0, t_0) = \mathbf{1}. \)

In our earlier work in Ref. 1, we introduced our implementation of the equilibrium Matsubara formalism obtained by choosing time-arguments \( z = t_0 - t\tau, z' = t_0 - t\tau' \) on the imaginary track. Here, we focus on an extension of this formalism to time-dependent cases in which it is more natural to differentiate Eqs. (4) with respect to the first contour time in order to arrive at the equations of motion

\[ (i\alpha \partial_z - \tilde{\Omega}(z))\phi(z) = \bar{F}(z) - i\tau(\bar{M}(z)G(z; z^+)), \tag{5} \]

\[ (i\partial_z - \tilde{\Omega}(z))D(z; z') = \delta(z, z') + \int_C d\bar{z} \Pi(z; \bar{z})D(\bar{z}; z'), \tag{6} \]

\[ (i\partial_z - h(z))G(z; z') = \delta(z, z') + \int_C d\bar{z} \Sigma(z; \bar{z})G(\bar{z}; z'), \tag{7} \]

where \( i = \mathbf{1} \). These equations together with their conjugate equations obtained by differentiating with respect to the second time-argument of the propagators form a closed set of the equations which can be solved once an approximation for the many-body part of the self-energy has been fixed.

### C. Self-energies

The self-energy \( \Sigma \), as noted above, contains both a contribution arising from the generalized force \( F_P(z) \), as well as a part induced by the electron-phonon interactions. The phonon propagator, being defined in terms of fluctuation operators, is not directly influenced by this force, instead it appears in the electron self-energy and can be handled by writing the self-energy as

\[ \Sigma_{ij}(z; z') = \delta(z, z')\nu_{n,ij}(z) + \Sigma_{\text{MB}, ij}(z; z'), \]

where we introduced the potential

\[ \nu_{n,ij}(z) = \sum_{pq} M_{ij}^p(z) \int_C d\bar{z} dP_Q(z, \bar{z}) F_Q(\bar{z}) \]

which represents the classical potential induced by nuclei experiencing a generalized force \( F_Q \). The many-body self-energy, denoted by MB, is then subject to approximation. The approximations used here, and introduced earlier in Ref. 1, are summarized diagrammatically in Fig. 2. The approximate electron self-energies consist of the Hartree (H) and Fock (F) diagrams. The Hartree diagram can be written as

\[ \Sigma_{\text{H}}[G]_{ij}(z; z') = \delta(z, z')\nu_{\text{H}}[G]_{ij}(z), \]

where the time-local Hartree potential is given by

\[ \nu_{\text{H}}[G]_{ij}(z) = -i \sum_{pq} M_{ij}^p(z) \]

\[ \times \int_C d\bar{z} \bar{d}p_Q(z, \bar{z}) M_{kl}^Q(\bar{z}) G_{ikl}(\bar{z}; z') \tag{8} \]

or alternatively by

\[ \nu_{\text{H}}[G]_{ij}(z) = \sum_p M_{ij}^p(z) \phi_p(z) - v_{n,ij}(z), \tag{9} \]

which follows from the equation of motion for the non-interacting phonon propagator. Electron self-energy terms beyond Hartree contribute to the exchange-correlation, many-body self-energy

\[ \Sigma_{\text{xc}, ij}(z; z') \equiv \Sigma_{\text{MB}, ij}(z; z') - \Sigma_{\text{H}, ij}(z; z'), \]

whose lowest order diagram is the Fock diagram

\[ \Sigma_{\text{F}}[G, D]_{ij}(z; z') = i \sum_{klpq} M_{ik}^p(z) M_{lj}^q(\bar{z}) D_{pq}(z, \bar{z}) G_{kl}(z; z'), \]

which is a time-nonlocal memory term describing single-phonon absorption/emission processes. The only phonon self-energy diagram used in this work is the bubble diagram

\[ \Sigma_{\text{H}} = \]

\[ \Sigma_{\text{Gd}} = \]

\[ \Sigma_{\text{GD}} = \]

\[ \Pi_{\text{GD}} = \]

FIG. 2. The Hartree (H), partially self-consistent (Gd), and fully self-consistent (GD) Born self-energies summarize the many-body approximations used in this work. A two-fold line with an arrow indicates a dressed electron propagator, while single and two-fold wiggly lines represent bare and dressed phonon propagators, respectively. An open circle and a closed circle represent a connection for a phonon and an electron propagator, respectively.
\[ \Pi_{B}[G]_{PQ}(z; z') \]
\[ = -i \sum_{i,j,k,l} M_{ij}^p(z) M_{kl}^Q(z') G_{ij}(z; z') G_{kl}(z; z'), \]
which describes simple phonon induced electron-hole excitation processes.

The many-body self-energies and their abbreviations used throughout the text are summarized in the list below.

**H:** The Hartree approximation consists of approximating the electron self-energy with the Hartree diagram
\[ \Sigma_{H}[G]_{ij}(z; z') = \delta(z, z') \Pi_{H}[G]_{ij}(z) \]
and neglecting the phonon self-energy. This is a mean-field approximation in which electrons feel only the classical potential due to nuclei. The resulting Hartree equations,
\[ i \hbar \frac{d}{dz} G(z; z') = [\hat{h}(z) + \nu_n(z) + \nu_H(z), G(z; z')] \]
\[ i \hbar \alpha \partial_z \Phi(z) = \hat{\Omega}(z) \Phi(z) + \hat{\Phi}(z) - i \pi \langle \hat{M}(z) | G(z; z') \rangle, \]
\[ \text{(10a)} \]
\[ \text{(10b)} \]
can be shown to be equivalent to the semi-classical Ehrenfest equations, see Appendix A.

**Gd:** The partially self-consistent Born approximation amounts to approximating the electron many-body self-energy with
\[ \Sigma_{Gd}[G]_{ij}(z; z') \equiv \Sigma_{H}[G]_{ij}(z; z') + \Sigma_{F}[G, d]_{ij}(z; z'), \]
where \( d \) is the bare phonon propagator obtained by putting the phonon self-energy to zero. This amounts to saying that the nuclei are unaffected by the electronic particle-hole excitations.

**GD:** The fully self-consistent Born approximation is defined by writing the electron many-body self-energy as
\[ \Sigma_{GD}[G, D]_{ij}(z; z') \equiv \Sigma_{H}[G]_{ij}(z; z') + \Sigma_{F}[G, D]_{ij}(z; z') \]
while the phonon self-energy is given by
\[ \Pi_{GD}[G]_{PQ}(z; z') \equiv \Pi_{B}[G]_{PQ}(z; z'). \]

Note that although we dress the phonon propagator in the Fock diagram, one should not use a dressed propagator in the Hartree diagram as it leads to double-counting of terms in the perturbation expansion.2,61

These approximations are all \( \Phi \)-derivable; that is, the corresponding self-energies can be obtained as the functional derivatives,
\[ \Sigma[G, D]_{ij}(z; z') = \frac{\delta \Phi[G, D]}{\delta G_{ij}(z'; z)} \]
\[ \Pi[G, D]_{PQ}(z; z') = -\frac{2}{\delta D_{QP}(z' z)} \]
of approximate \( \Phi \)-functional which are shown in Fig. 3. Note that the subscript \( S \) refers to a symmetrized functional derivative, see Ref. 2. The \( \Phi \)-derivability of the electron self-energy together with self-consistency in the electron propagator guarantee gauge invariance and consequently fulfillment of the electron density conservation law.39,40

III. MODEL

Our model system is a two-site Holstein model62–74 which can be viewed as a minimal representation of a system in which electrons move between two molecules, so that they are coupled to the local vibrational modes of these molecules. In the case of two identical molecules, we find that only the relative displacement couples to the electron density difference between the molecules, and thus, the Hamiltonian operator for the isolated system reduces to
\[ \hat{H}^M \equiv \omega_0 \hat{a}^\dagger \hat{a} - t_{\text{kin}} \sum_{\sigma} (\hat{c}^\dagger_{i\sigma} \hat{c}_{2\sigma} + \hat{c}^\dagger_{2\sigma} \hat{c}_{i\sigma}) \]
\[ - \frac{g}{\sqrt{2}} (\hat{a}^\dagger + \hat{a}) \sum_{\sigma} (\hat{n}_{1\sigma} - \hat{n}_{2\sigma}), \]
where \( \hat{a} \) annihilates a phonon from the relative displacement mode, \( \hat{c}_{i\sigma} \) is the electronic operator that annihilates an electron of spin \( \sigma \) at site \( i \), and \( \hat{n}_{i\sigma} \equiv \hat{c}^\dagger_{i\sigma} \hat{c}_{i\sigma} \) is the electron density operator at site \( i \). The parameters \( \omega_0 \), \( t_{\text{kin}} \), and \( g \) characterize the bare vibrational frequency, inter-site hopping, and local electron-phonon interaction strength, respectively. This Hamiltonian corresponds to the relative Hamiltonian of Ref. 1 which is chosen here over the full Hamiltonian due to both its simplicity and computational reasons. The system can be probed with external time-dependent fields which are described with the Hamiltonian operator
\[ \hat{H}(t) \equiv \hat{H}^M + f(t)(\hat{a}^\dagger + \hat{a}) + \sum_{\iota \sigma} v_{\iota}(t) \hat{n}_{i\sigma}, \]
where \( f \) and \( v_{\iota} \) describe amplitudes of the external fields acting on the nuclei and electrons, respectively. The displacement and momentum operators, defined in this model as \( \hat{a} \equiv (\hat{a}^\dagger + \hat{a})/\sqrt{2} \) and \( \hat{p} \equiv i(\hat{a}^\dagger - \hat{a})/\sqrt{2} \), allow us to rewrite the...
Hamiltonian operator as

\[
\hat{H}(t) = \hat{H}^M + \sqrt{2} f(t) \hat{u} + \sum_{i \sigma} v_i(t) \hat{n}_{i\sigma}, \tag{11a}
\]

\[
\hat{H}^M = \frac{\omega_0}{2} (\hat{b}^2 + \hat{a}^2 - 1) - t_{\text{kin}} \sum_{\sigma} (\hat{c}_{1\sigma}^\dagger \hat{c}_{2\sigma} + \hat{c}_{2\sigma}^\dagger \hat{c}_{1\sigma})
- g \hat{a} \sum_{\sigma} (\hat{n}_{1\sigma} - \hat{n}_{2\sigma}), \tag{11b}
\]

equivalent to the Hamiltonian of Eq. (1) with the matrix elements

\[
F_{\xi p}(z) = \theta(t_{\text{kin}} + z) \frac{\sqrt{2}}{1} f(z),
\]

\[
\Omega_{\xi p; q}(z) = \omega_0 (\delta_{\xi p q} + \alpha \delta_{\xi q p})/2,
\]

\[
M^{\sigma p}_{i\sigma j\sigma}(z) = -g \delta_{\xi_p, 1} \delta_{\sigma_\sigma'} \delta_{ji} (\delta_{i1} - \delta_{i2}),
\]

where we dropped the phonon mode index due to having only the relative mode. Moreover, here \(\theta\) denotes a contour-time Heaviside function and \(t_{\text{kin}}\) denotes the origin of the backward branch. The time-independent properties of this model depend on the two dimensionless parameters,

\[
\gamma = \frac{\omega_0}{t_{\text{kin}}}, \quad \lambda = \frac{2g^2}{t_{\text{kin}} \omega_0},
\]

denoting the adiabatic ratio and effective interaction. The adiabatic ratio \(\gamma\) describes the relative energy scale of electrons and nuclei, while the effective interaction \(\lambda\) is a measure of the coupling between the motions of these two constituents.

IV. RESULTS

In the following, we present our results for the equilibrium propagators and linear response functions. The results are for a system initially at zero temperature in the pure two-electron \(N = 2\) spin singlet \(S^z = 0\) ground state. This is mimicked in many-body perturbation theory with the inverse temperature \(\beta/\omega_0^\Lambda = 10^3\). Moreover by choosing \(G_{i\sigma, j\sigma'}(z; z') \equiv \delta_{\sigma\sigma'} G_{i, j}(z; z')\) such that \(N = 2\sum_i G_{i, i}(t; t) = 2\) for all times, we can ensure that \(S_z = 0\). The results cover the physical parameters \(\gamma \in [0.1, 1/2]\) and \(\lambda \in [0, 2]\) corresponding to the weak- and intermediate-to-strong interactions. The approximate results (H, Gd, GD) are obtained by first solving the imaginary-time Matsubara propagators with an imaginary-time grid, solution method, and related parameters identical to the ones used in our previous work in Ref. 1. This leads to multiple solutions characterized by either symmetric or symmetry-broken electron densities and nuclear displacements as shown in Ref. 1. The former kind are the only solutions for a sufficiently weak interaction and are known here as the symmetric solutions, while the latter kind arise for sufficiently strong interactions and are referred to as asymmetric solutions. Here, we mention that our approximations do not respect the exact transformation relating the relative and full Hamiltonians of Ref. 1. This is seen as quantitative differences between some equilibrium observables, which are invariant under this transformation in the exact case, presented here and in Ref. 1. In the present work, the real-time electron and phonon propagators are then calculated by time-propagating the Kadanoff-Baym equations, according to an adapted version of the algorithm, using the abovementioned Matsubara propagators either directly or indirectly, see Appendix B, as initial values. The time-grid is uniform with a grid spacing or time step \(\Delta t\) such that \(t_{\text{kin}} \Delta t \in [0.025, 0.075]\) extending from zero to the final time \(T\) chosen so that \(t_{\text{kin}} T = 200\). The time-domain propagators are finally Fourier transformed to arrive at their frequency-domain representations. The Fourier transforms are calculated with a high-order quadrature formula and unless otherwise stated by using the Hanning window function.

A. Equilibrium propagators

The out-of-equilibrium behavior of a system can be better understood if we first understand the equilibrium properties of this system. These properties are determined by the equilibrium electron and phonon propagators which we have studied in Ref. 1 from the perspective of time-local (e.g., density matrix) and integrated-out (e.g., total energy) observables. Here, we further shed light on the quality of our approximations by investigating the frequency structure of these propagators. In this section, the propagators depend only on the relative time and our convention for evaluating Fourier transforms is that the first time argument is integrated over and the second kept fixed at the initial time.

1. Electron propagator

The electron propagator is directly related to the photo-emission, i.e., electron removal and inverse photoemission, i.e., electron addition spectra. This can be qualitatively seen from its zero-temperature Lehmann representation

\[
G^{\pi}_{ij}(\omega) = \mp(2\pi)^{-1} \sum_{f_{n,i}} \int f^{N^\pi}_{n,j} f^{N^\pi}_{n,f} \delta(\omega - \Omega_{n}^{\pm 1}),
\]

where \(\Omega_{n}^{N\pm 1} \equiv E_{n}^{N\pm 1} - E_{0}\) is the electron addition/removal energy while \(f^{N^\pi}_{n,i} = \langle \Psi_{n}^{1}\Psi_{n}^{\pi}\rangle\) and \(f^{N^\pi}_{n,i} = \langle \Psi_{n}^{N^{\pi}-1}\Psi_{n}^{\pi}\rangle\) are the corresponding real-valued amplitudes. Here, \(\Psi_{n}^{\pi}\) and \(E_{n}\) denote the nth eigenstate and eigenenergy of the \(N\) electron system. The Lehmann form is used below to interpret the results shown in Fig. 4 for exact diagonalization (ED) and many-body perturbation theory (H, Gd, GD). The greater and lesser components are related by the particle-hole symmetry \(G^{\pi}_{ij}(\omega) = -\langle \Psi_{n}^{1}\Psi_{n}^{\pi}\rangle\) whose fulfillment is discussed below, and therefore, we only show results for the lesser component. Let us focus first on the main panels (contour plots) to illustrate the overall frequency structure and start by examining the exact results. The exact spectra develop as a function of the interaction from the singly peaked, non-interacting spectra described by the function

\[
g^{\pi}_{ij}(\omega) = \mp(2\pi)^{-1} \delta(\omega - t_{\text{kin}}),
\]

into spectra consisting of multiple peaks whose positions are up to an energy shift given by the energies of the
one-electron system. The one-electron energies $E_n^{\text{N}=1}$ are nearly uniformly separated by the bare phonon frequency for a weak interaction $\lambda \ll 1$. This manifests itself in the exact spectra as emergence of the so-called phonon sideband structure which gains intensity as the initial distribution loses intensity. In the case of a sufficiently strong interactions, the lowest energies instead consist of nearly degenerate pairs separated by the bare phonon frequency.\textsuperscript{64,65} In this case, the one-electron system can be characterized as polaronic and is, as a first approximation in the limit $\lambda \gg \gamma$, described by

$$|\psi_{k,\sigma}^{\text{LF}}\rangle = \frac{1}{\sqrt{2}} (\hat{c}_{1\sigma}^\dagger \hat{X} \pm \hat{c}_{2\sigma}^\dagger \hat{X}^\dagger) |0; k\rangle,$$

where $\hat{X} \equiv \exp(-i\gamma \hat{p}/\omega_0)$ is a shift operator and $|0; k\rangle$ is an empty electronic state and $k$th eigenstate of $\hat{a}^\dagger \hat{a}$.\textsuperscript{67} In the same limit, we find the two-electron ground state

$$|\psi_0^{\text{DF}}\rangle = \frac{1}{\sqrt{2}}(\hat{c}_{1\uparrow}^\dagger \hat{c}_{1\downarrow}^\dagger \hat{X}^2 + \hat{c}_{2\uparrow}^\dagger \hat{c}_{2\downarrow}^\dagger \hat{X}^{12})|0; 0\rangle,$$

which has a bipolaronic character. The removal energies and associated amplitudes

$$\Omega_{k,\sigma} = 3f_{k,\sigma} \lambda/4 + \omega_0 k,$$

then show that the spectra consist of peaks separated by the bare phonon frequency with intensities following a Poisson distribution.\textsuperscript{67} The exact results shown in Fig. 4 indicate that the initial spectra become denser as interaction is increased such that the two lowest excitations approach one another faster than the third which stays roughly a bare phonon frequency apart, especially for $\gamma = 1/4$. At the same time, spectral weight is redistributed in particular to the third and higher-lying excitations. We interpret this as a precursor of the crossover to a Poissonian distribution which is a signature of a polaronic one-electron and bipolaronic two-electron system. This change is accompanied by an overall shift of the spectra to higher energies which appears smoothly as a function of the interaction, although more rapidly around $\lambda \sim 1$ for

FIG. 4. The exact (ED) and approximate (H, Gd, GD) electron propagator as a function of the interaction $\lambda$ and frequency $\omega$. The top and bottom figures correspond to the adiabatic ratios $\gamma = 1/2$ and $\gamma = 1/4$, respectively. The main panels in the middle show $2\text{tr}G^C_r(\omega)/T$ for the symmetric (s) solutions and, starting from the critical interaction denoted with a vertical dashed line and its value $\lambda_C$, for the asymmetric (a) solutions. The top panels show the zeroth $g^{(0)}$ and first $g^{(1)}$ moments (points) of the spectra and the corresponding expectation values (lines) to illustrate the fulfillment of Eqs. (12). The left panels show intensity. In the case of a sufficiently strong interactions, the removal energies and positions of the lowest energy peak of $2|G^{C_\sigma}_r(\omega)|/T$ and $2|G^{\overline{C}}_r(\omega)|/T$, labeled as $[E]$ in the main panels, for the symmetric (solid line) and asymmetric (dashed line) solutions. The right panel shows $2\text{tr}G^C_1(\omega)/T$ on a linear scale for the symmetric solutions at $\lambda = 2$. 
the adiabatic ratio $\gamma = 1/4$. The shift implies that one needs more energy to either add or remove electrons indicating that the two-electron ground state becomes more stable. This is in agreement with the increase in the bipolaron binding energy, see, e.g., Ref. 1, and is hence associated with the fact that the two-electron ground state becomes characterizable as bipolaronic. In addition to these changes, there is a faint signal around $\omega/t_{\text{kin}} \sim -3$ for $\gamma = 1/2$ and weak interactions, which is to be understood as the removal energy associated with the anti-bonding state of the one-particle system. This feature is washed out for the lower adiabatic ratio $\gamma = 1/4$, in contrast to a similar feature of the single-electron case.

The question is then how well the many-body approximations reproduce the qualitative features of these spectra and thus the associated physics. The Hartree approximation leads to spectra with peaks located at the eigenvalues of the equilibrium Hartree equations. In the case of the symmetric solution, the Hartree potential vanishes, and this approximation just reproduces the non-interacting result $S_\gamma^\text{H}(\omega)$ for all values of the interaction thus failing to describe the exact spectra. The asymmetric case however displays a more complicated behavior with the propagators given by

$$
G_{\text{H},i,j}^\text{H}(\omega) = \pi \lambda^{-1} \delta(\omega + t_{\text{kin}} \lambda), \quad i \neq j,
$$

$$
G_{\text{H},i,i}^\text{H}(\omega) = \mp \pi \lambda \left( 1 \pm (-1)^{\sqrt{1 - \lambda^2}} \right) \delta(\omega + t_{\text{kin}} \lambda),
$$

where $H_{\alpha\beta}$ denotes the asymmetric solution with a positive density difference $n_{1\sigma} - n_{2\sigma}$. The asymmetric spectra emerge at $\lambda = 1$ and contain a single peak which moves to higher energy linearly as a function of the interaction. The particle-hole symmetry is broken along with the reflection symmetry, however they are replaced by $G_{\text{H},i,j}^\text{H}(\omega) = G_{\text{H},j,i}^\text{H}(\omega)$ and $G_{\text{H},i,i}^\text{H}(\omega) = - (-1)^{1/2} G_{\text{H},i,i}^\text{H}(\omega)$, where $H_{\alpha\beta}$ denotes the asymmetric solution with a negative relative density. These relations represent the original symmetries under the interchange of the two degenerate asymmetric solutions. Although the asymmetric solutions lead to spectra which shifts to higher energies as the exact spectra do. They do not show signs of the phonon sideband structure. The Born approximations correct this flaw and show a clear sideband structure. The partially self-consistent Born approximation, in the case of the symmetric solution, however shows that all removal energies behave roughly in a similar fashion; namely, they increase monotonously and nearly linearly as a function of the interaction. The spectra do not show signs of a peak corresponding to a removal energy associated with the anti-bonding state of the one-particle system. This feature instead emerges qualitatively correctly in the fully self-consistent approximation. The fully self-consistent approximation also improves the position of the dominant removal energies for weak interactions by showing a stronger increase of the lowest removal energy and a simultaneously decrease in the sideband removal energies. Moreover, on the contrary to the monotonous behavior of the partially self-consistent approximation, the fully self-consistent approximation shows a signature of a stronger change in the structure of the spectrum for $\lambda = 1/4$ approximately where the exact spectrum also changes. At this point, the fully self-consistent spectrum however becomes too dense and does not shift correctly to higher energies. The asymmetric solutions, once they appear for a sufficiently strong interaction, are similar in these approximations and differ from the asymmetric mean-field solution by the fact that there is a related sideband structure.

The changes in the spectra from a non-interacting to a fully interacting case should emerge in a way which respects the two lowest order sum rules for the electron propagator

$$
g^{(0)}(0) = \int_{-\infty}^{\infty} \frac{d\omega}{\pi} \text{tr} G^< (\omega) = N, \quad (12a)
$$

$$
g^{(1)}(0) = \int_{-\infty}^{\infty} \frac{d\omega}{\pi} \omega \text{tr} G^< (\omega) = E_e + E_{e\text{p}}, \quad (12b)
$$

where the right-hand sides are equilibrium expectation values of the electron number $N$, and electron $E_e$ and electron-phonon interaction $E_{e\text{p}}$, energies, see Ref. 1. The top panels of Fig. 4 show that both constraints are fulfilled up to a numerical accuracy. The numerical deviations especially for $\gamma = 1/2$ are due to choice of time discretization and frequency integration. Moreover, we note that all frequency moments have been calculated in the present work from spectra obtained using a rectangular window function. The first moments, which are equal to the mean of the distribution, show that in addition to the asymmetric cases, only the exact and symmetric fully self-consistent spectra move appreciably to higher energies, in particular for $\gamma = 1/4$.

The left panels of Fig. 4 show the position and intensity of the lowest lying peak labeled with $[E]$, as in electronic, of the removal spectra. This peak is the most significant part of the spectra in the regime of weak to intermediate interactions where the many-body approximations are expected to be in qualitative, or even quantitative, agreement with the exact solution. Our results show that out of the symmetric solutions, the Born approximations are indeed in a good agreement with exact results in the weak coupling regime. The partially self-consistent approximation however deviates considerably already for intermediate interactions $\lambda \sim 1$, while the fully self-consistent approximation gives a reasonably good estimate of both the position and intensity up to borderline strong interactions $\lambda \sim 1.5$. For stronger interactions, both approximations fail to describe the shift of the position, as well as the decrease of the intensity correctly, although the fully self-consistent approximation gets the latter trend considerably better. The exact position and intensity of this peak change more abruptly in the case of $\gamma = 1/4$ and imply that the sidebands become the most intense part of the exact spectra for the higher interactions considered in this work. The many-body approximations do not show sufficient loss of intensity and therefore fail to redistribute the spectral weight correctly to the higher energy part. The results for $\lambda = 2$ shown in the right panels of Fig. 4 verify this statement and moreover show that the approximate spectra do not bear resemblance to the shape of the exact spectra. Finally, the asymmetric solutions capture the loss of the intensity qualitatively correctly for the site with the lower occupation but in doing so break the reflection symmetry which leads to an increase of the intensity of the site with a higher occupation.
This is natural since it becomes favorable to remove electrons from an already almost fully occupied site and vice versa.

To summarize, we found that for the adiabatic ratios considered here the Hartree, and partially and fully self-consistent Born approximations are in a good agreement with exact results for very weak $\lambda \ll 1$, weak $\lambda < 1$, and intermediate $\lambda \sim 1$ interactions, respectively. Moreover, the agreement between exact and approximate results improves when the electronic and phononic energy scale become closer to one another for $\gamma = 1/2$. These observations are similar to the conclusions of our earlier work in Ref. 1 in which it was further observed that when approaching the anti-adiabatic limit, the approximate results start to again deviate from the exact results. In particular, the comparison of the total energies and natural occupation numbers conducted in our previous work supported the view that the fully self-consistent approximation describes the bipolaron crossover partially. The present results show that as the interaction $\lambda$ is increased none of the approximate removal spectra (i) move to higher energies as in $\sim 3\text{kin}/\pi \lambda^3/4$ nor (ii) develop towards a uniformly $\omega_0$-spaced distribution with a Poisson-like envelope. The results are consistent with our earlier findings as the sum rules are satisfied and, e.g., $E_{\omega} + E_{\omega_{P}}$ does show a clear significant increase in the fully self-consistent approximation. As discussed above, points (i) and (ii) signal a bipolaronic system, and their incorrect description rather suggests the conclusion that none of the approximations describe the bipolaronic crossover even partially. The failure to describe (ii) is related to the observation that the intensity of the lowest excitation energy does not decay fast enough as a function of the interaction in the approximate results. This is analogous to the insufficiently fast decaying quasiparticle spectral weight used as an indicator of absence of the bipolaronic metal-insulator transition in the fully self-consistent approximation. Finally, our observation on the relation between the frequency-resolved and integrated-out quantities is similar to those obtained earlier, e.g., for the GW approximation in the homogeneous electron gas in which self-consistent total energies were good but the plasmon description inadequate.

2. Phonon propagator

The phonon propagator is an indicator of the properties of the nuclear system and relates to neutral excitations, as shown by its zero-temperature Lehmann representation

$$D_{PQ}^\omega(n) = D_{Q}\delta(n,-\omega) = -2\pi \sum_n f_{\omega,P} f_{\omega,Q}^* \delta(\omega - \Omega_n^{N}).$$

where $\Omega_n^{N} = E_n^{N} - E_0^{N}$ is a neutral excitation energy and $f_{\omega,P} = \langle \Psi_{n,P}^{N}| \Delta \phi | \Psi_{0}^{N}\rangle$ is the corresponding amplitude. The frequency-domain phonon propagators obtained by means of ED and many-body theory (H, Gd, GD) are shown in Fig. 5. Let us first discuss the contour plots which illustrate the overall frequency structure of the spectra. The exact results show that as the interaction is increased, the initial, non-interacting spectra described by

$$d_{PP}(\omega) = -\pi\delta(\omega - \omega_0),$$

$$d_{PQ}(\omega) = -\pi(P - Q)\delta(\omega - \omega_0), P \neq Q,$$

where $P, Q \in \{1, 2\}$ with 1 and 2 referring to the relative displacement and momentum, develop into multi-peaked
The adiabatic potential energy surfaces usually consist of low and high energy scales. The low energy scale consists for a sufficiently strong interaction of a single high intensity peak accompanied by a weaker peak separated approximately by the bare phonon frequency. The high intensity peak which is labeled with \( P \) referrring to Polaronic in the figures develops continuously from the initial distribution and moves rapidly towards zero energy as a function of the interaction strength. This is true for both adiabatic ratios with the difference that \( P \) approaches zero more abruptly for \( \gamma = 1/4 \). The high energy scale, on the other hand, consists of multiple low intensity peaks above the first electronic excitation energy of the non-interacting system. As the interaction is increased, these excitations move towards higher energies and, although initially gain intensity, become suppressed for a sufficiently strong interaction. These features can be understood from the adiabatic potential energy surfaces defined and analyzed in Ref. 1 and shown here in Fig. 6. This figure shows that the initially quadratic lowest potential energy surface \( E_0(u) \) becomes more shallow as the interaction is increased which is seen in Fig. 5 as a decreasing phonon frequency. The surface builds up a double-well structure for \( \lambda > 1 \) which manifests itself in the exact results as nearly degenerate ground and first excited states \([P]\). Moreover, as the barrier between the wells increases, the low energy spectra approach the harmonic spectra of the isolated wells which is seen in the exact results for \( \lambda = 2 \) as a single peak located roughly at the bare phonon frequency. The high-energy spectra, on the other hand, agree with the first excited state surface \( E_1(u) \) remaining roughly quadratic while the surface separation \( E_1(u) - E_0(u) \) increases. As discussed in Ref. 1, in the adiabatic case \( \gamma < 1 \), the double-well structure is correlated with a splitting of the nuclear ground state probability distribution and the crossover to a bipolaronic state. In this section, we thus identify its spectral signature; that is, the low energy part consisting of the two peaks, as an indicator of a bipolaronic state.

Let us then focus on the approximate results. The Hartree and partially self-consistent Born approximations approximate the phonon propagator with the non-interacting propagator which does not describe the true behavior of the interacting system discussed above. The question is then how the fully self-consistent approximation, in which the self-energy is a single polarization bubble, fares in this system. In order to answer this, we start with the symmetric solution for which the contour plots of Fig. 5 show that both energy scales of the exact solution are reproduced for the interaction strengths considered. However, in the low energy scale, we only observe \( [P] \) and do not find a clear signature of a peak around \( \omega / \omega_0 \sim 1 \) for \( \lambda \sim 2 \) for the propagation times accessed in this work. In the high energy scale, as the interaction is increased, the fully self-consistent spectra become denser with non-uniformly separated peaks which do not move as a whole to higher energies. These observations are all in a disagreement with the exact results which show uniformly two bare phonon frequency separated peaks moving to higher energies. This observation is however consistent with the previously discussed properties of the approximate electron propagator for strong interactions. The asymmetric solution, once it is found, is observed to approach the non-interacting result, i.e., the lowest frequency approaches the bare phonon frequency and higher lying structure looses intensity as the interaction is increased. This is expected since there is no room for particle-hole excitations in the symmetry-broken system, and thus, the polarization bubble should tend to zero when the interaction is increased. As in the electronic case, also these spectra should fulfill sum rules given in terms of the zeroth and first moments by

\[
d^{(0)} = \frac{1}{2\pi i} \int_{-\infty}^{\infty} d\omega \text{tr} D^\gamma(\omega) = \text{tr} \Lambda,
\]

resulting in a spectral function which can be expressed as

\[
d^{(0)} = \frac{1}{2\pi i} \int_{-\infty}^{\infty} d\omega \text{tr} D^\gamma(\omega) = \text{tr} \Lambda,
\]
\[
\text{d}^{(1)} = -\int_{-\infty}^{\infty} \frac{d\omega}{2\pi} \omega \text{tr}(aD^-(\omega)) = 2E_{PQ} + E_{epQ} + \text{tr}(a\Omega^M),
\]

(13b)

where \( \Lambda = iD^M(0) \), and \( E_{PQ} \) and \( E_{epQ} \) are the quantum contributions to the phonon and electron-phonon interaction energies defined in Ref. 1. The top panels of Fig. 5 show that these sum rules are approximately obeyed, and therefore an important consistency relation is satisfied. Here, it is noteworthy that although there is a clear change in the phonon energy, see the zeroth frequency moment, in the exact and fully self-consistent solutions, only the former displays a clear kink at \( \lambda \sim 1.3\text{–}1.5 \) in the first frequency moment. Finally, the top panels of Fig. 5 highlight the lowest excitation energy labeled with \([P]\) which is the dominant part of the spectra. The exact results show that this peak approaches zero energy, but never actually reaches it, and gains intensity as a function of the interaction. This is in contrast to the non-interacting propagator in which this sole feature remains at the bare phonon frequency. The self-consistent Born approximation however captures both effects reasonably accurately up to \( \lambda \sim 1.5 \) and gives a qualitatively similar trend even beyond it for the interactions considered here.

To summarize, we found that the non-interacting propagator used in the Hartree and partially self-consistent Born approximations is an adequate approximation for the interacting phonon propagator only for very weak \( \lambda \ll 1 \) interactions. The fully self-consistent Born approximation, on the other hand, captures the dominant low energy peak well up to borderline strong \( \lambda \sim 1.5 \) interactions and is therefore in good agreement with the exact results in this range of interactions. It however does not describe the second low energy excitation at \( \omega_0 \) and therefore reproduces qualitatively only one of the signatures of a bipolaronic state observable in the phonon propagator. Finally, we remark that the absence of a peak at the bare phonon frequency for strong interactions is a likely factor for the observed too dense frequency structure of the electron propagator.

**B. Linear response functions**

The dynamics of a system of electrons and nuclei is in many cases dominantly determined by a linear response function provided that the system is perturbed sufficiently weakly. In Appendix B, we discuss a stability criterion indicating when it is reasonable to calculate such linear response functions by time-propagation in the context of the present work. By using this criterion, we investigate here the first order density-density response function of our model system.

**1. Density-density response function**

In the following, we analyze the density-density response functions obtained by time-propagation of the Kadanoff-Baym equations. In order to carry-out this analysis, we start by considering the exact response function which has the frequency-domain Lehmann representation

\[
\chi_{ij}^R(\omega) = \sum_n \left( \frac{h_{n,i}^N h_{n,j}^N}{\omega - \Omega_n^N + i\eta} - \frac{h_{n,i}^N h_{n,j}^N}{\omega + \Omega_n^N + i\eta} \right),
\]

where \( \Omega_n^N = E_n^N - E_0^N \) is a neutral excitation energy and \( h_{n,i}^N = \langle \Psi_n^N | \sum \hat{n}_c | \Psi_n^N \rangle \) the corresponding real-valued oscillator strength. This form is used to analyze the exact (ED) density response function which is shown together with the approximate (H, Gd, GD) response functions in Fig. 7. The main panels contain contour plots which illustrate the overall structure of the spectra. The exact results show that the non-interacting response function

\[
\chi_{ij}^R(\omega) \approx \frac{(-1)^{i-j}/2}{\omega - 2\Omega_{\text{kin}} + i\eta} + \frac{(-1)^{i-j}/2}{\omega + 2\Omega_{\text{kin}} + i\eta},
\]

which consists of a single peak for positive frequencies, develops as a function of the interaction to a function comprising multiple excitation energies. In the case of weak \( \lambda < 1 \) interactions, these excitations can be reasonably well identified as phonon sidebands, i.e., as multi-phonon excitations either from the non-interacting electronic ground or first, singly excited, excited state. The sidebands corresponding to either electronic states are separated roughly by two bare phonon frequencies for weak interactions. Moreover, there is an extremely faint peak located at \( \omega / \Omega_{\text{kin}} \sim 4.5 \) for \( \gamma = 1/2 \) coinciding energetically with the non-interacting doubly excited electronic state plus a single phonon. As the interaction is increased, the structure associated initially with the singly excited electronic state labeled with \([E]\) in the figures moves as a whole to higher energies. At the same time, the peaks related initially to the electronic ground state approach a bare phonon frequency separated distribution with the lowest excitation labeled with \([P]\) in the figures approaching zero energy and gaining intensity. These spectral features can be understood from the diabatic potential energy surfaces of Fig. 6 as discussed in Sec. IV A 2. In the following, we instead focus on the dominant low energy peak \([P]\) with the aim to identify it as a signature of a bipolaronic system. We start by writing the exact time-dependent density as

\[
n_i(t) = \int_{-\infty}^{\infty} du \left( 2P_{ii}(u,t) + P_{12}(u,t) \right),
\]

where \( P_{ii}(u,t) \) defined by

\[
P_{ii}(u,t) = \langle \hat{n}_i \hat{n}_i \rangle = |\langle i \uparrow, i \downarrow; u | \Psi_{0}^{N=2}(t) \rangle|^2,
\]

\[
P_{12}(u,t) = \sum_{\sigma_i \sigma_j \sigma_{\text{rel}}} |\langle 1 \sigma_i \sigma_j \sigma_{\text{rel}}; u | \Psi_{0}^{N=2}(t) \rangle|^2
\]

is the time-dependent joint probability density to find the electrons at sites \( i \) and \( j \) and nuclei at the relative coordinate \( u \) at time \( t \). Here, we use the notation \( |\Psi_{0}^{N=2}(t)\rangle \equiv \exp(-i\hat{H}M_t) |\Psi_{0}^{N=2}\rangle \) with \( |\Psi_{0}^{N=2}\rangle \) defined in Eq. (B4) and \( |\sigma_{i} \sigma_{j} \sigma_{\text{rel}}; u \rangle \equiv \exp(i \hat{e}_{\sigma_{i}} \hat{e}_{\sigma_{j}} \hat{e}_{\sigma_{\text{rel}}} |0\rangle_{\sigma_{i}} |u\rangle_{\sigma_{j}} |0\rangle_{\sigma_{\text{rel}}} \rangle \), where \( |0\rangle_{\sigma_{i}} \) is the electronic vacuum and \( |u\rangle \) is an eigenstate of \( \hat{u} \). The exact density response function can be then according to Eq. (B3) written as

\[
\chi_{ij}^R(t) = 2 \int_{-\infty}^{\infty} du \, g_{ii,j}^R(u,t),
\]

(14)
FIG. 7. The exact (ED) and approximate (H, Gd, GD) retarded density-density response function as a function of the interaction $\lambda$ and frequency $\omega$. The top and bottom panels correspond to the adiabatic ratios $\gamma = 1/2$ and $\gamma = 1/4$, respectively. The contour plots on the right show $|\chi_R(\omega)|/T$ for the stable symmetric (s) or asymmetric (a) solutions. The small top panels show the first $n^{(1)}$ moment (points) and the corresponding expectation value (lines) to illustrate fulfillment of Eq. (15). The left panels show the intensities and positions of the two peaks of $\rho_{ik}^{(1)}(u; t)$ labeled with $[P]$ and $[E]$ in the contour plots. The stable solutions of H and Gd are denoted with a solid line irrespective of their symmetry. The stable symmetric and asymmetric solutions of GD are denoted with solid and dashed lines, respectively.

where

$$\rho_{ik,j}^R(u; t) \equiv \frac{\partial P_{ik}(u; t)}{\partial v_j} \bigg|_{v=0}$$

is a response function describing how the ground state joint probability density $P_{ij}(u; 0)$ changes as a function of time due to a weak perturbation. The response function $\rho_{11,j}(u; t)$ does not contribute to the density response function since it is an odd function under the interchange $u \leftrightarrow -u$ as follows from the full inversion symmetry of the model. In Ref. 1, we use the ground state joint probability densities as ingredients of a working definition of a dominantly bipolaronic ground state. The probability densities $P_{ij}(u; 0)$ shown in the top panels of Fig. 8 illustrate the fact that as the interaction increases, one is most likely to find the system in a state in which both electrons occupy the same site with an accompanying nuclear displacement. In particular, at $\lambda = 2.0$ for $\gamma = 1/2$ and $\lambda = 1.7$ for $\gamma = 1/4$, the ground state of the system has according to Ref. 1 crossed over to a dominantly bipolaronic state. Next, we illustrate how these distributions behave in the linear response regime by showing the time-average

$$\langle \rho_{ik,j}(u) \rangle \equiv \frac{1}{T} \int_0^T dt \left| \rho_{ik,j}(u; t) \right|,$$

as a function of the interaction and displacement in the left contour plots of Fig. 8. The final time $T$ is chosen here so that $T/t_{\text{kin}}^{\gamma=1/2} \approx 470$ and $T/t_{\text{kin}}^{\gamma=1/4} \approx 9360$ for $\gamma = 1/2$ and $\gamma = 1/4$, respectively. The results indicate that (i) $\rho_{11,j}(u; t)$ and $\rho_{22,j}(u; t)$ are on average larger than $\rho_{12,j}(u; t)$ and that for a sufficiently strong interactions, the latter become suppressed while the former gain magnitude. The maxima $\max_{u,T} |\rho_{11,j}(u; t)|$ shown in the insets underneath the averages further support these statements. Moreover, we observe that when the ground state distributions become spatially polarized as the interaction is increased, also the response functions follow the same trend. Thus, we find that (ii) the spatial shapes of the initial distributions remain qualitatively invariant in the linear response regime as a function of time. In order to illustrate the temporal behavior of the dominant response functions $\rho_{11,j}(u; t)$, we show them...
FIG. 8. The exact (ED) joint probability densities $P_{ij}(u;0)$ and response functions $\varrho_{ij,1}(u;t)$ shown for the adiabatic ratios $\gamma = 1/2$ and $\gamma = 1/4$ in the top and bottom figures, respectively. In the top panels, we show $P_{ij}(u;0)$ as a function of the displacement $u$ for the interactions $\lambda = 0, 1, 2, 0$.2 whose color code is shown in the bottom panels. The middle panels contain $\langle \varrho_{ij,1} \rangle$ as a function of the displacement and interaction, and the bottom panels display $\max_{u,t}[0,T] \varrho_{ij,1}(u;t)$ as a function of the interaction. In right panels, we show $\varrho_{ij,1}(u;t)$ as a function of the displacement and time $t$ for the interactions $\lambda = 2, 0, 1, 7$ with regions closed by red (blue) contour lines being positive (negative) values.

in the right panels of Fig. 8 for the initially bipolaronic systems at $\lambda = 2.0$ and $\lambda = 1.7$ for $\gamma = 1/2$ and $\gamma = 1/4$, respectively. First, these results agree with the conclusion (ii) on the spatial structure, and second, they show that (iii) probability density is redistributed between $\varrho_{11,1}(u;t)$ and $\varrho_{22,1}(u;t)$ mainly on a time scale given by the energy scale of $[P]$, while the energy scale given by $[E]$ is seen as superimposed small amplitude oscillations. The points (i), (ii), and (iii) combined allow us to conclude that in agreement with the working definition of Ref. 1, the system is in a dominantly bipolaronic state at each instant of time. Moreover, we understand the oscillation of the probability density between $\varrho_{11,1}(u;t)$ and $\varrho_{22,1}(u;t)$ to represent the motion of a bipolaron appearing according to (iii) on a time scale set by $[P]$. Finally, this is seen in the density response function according to Eq. (14) as the emergence of the dominant low energy excitation $[P]$.

As we have described the exact density response function, we are prepared to investigate how the many-body approximations describe it to understand their limitations. In order to put these results into context, we note that it has been concluded for the purely electronic case that solving the Kadanoff-Baym equations with the self-energy $\Sigma$ is equivalent to solving the Bethe-Salpeter equation with the kernel $\delta\Sigma/\delta G$.2,35,41,42 The response functions calculated here correspond to kernels which are shown diagrammatically in Fig. 9. Let us then begin with the mean-field, Hartree approximation in which the density response function can be obtained analytically as the solution to the linearized Hartree equations as shown in Ref. 52. This response function is given
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FIG. 9. The four-point kernels $K=\delta\Sigma/\delta G$ in the Hartree (H), and the partially (Gd) and fully (GD) self-consistent Born approximations. A two-fold line with an arrow indicates a dressed electron propagator, single and two-fold wiggly lines represent bare and dressed phonon propagators, and a closed circle, a connection for an electron propagator.
by

\[ \lambda_{R,n,i,j}^{k}(\omega) \equiv \sum_{k \in \{s\}} \left( \frac{(-1)^{j-i} \chi_{n}^{k}/2}{\omega - \omega_{n}^{k} + i\eta} - \frac{(-1)^{j-i} \chi_{n}^{k}/2}{\omega + \omega_{n}^{k} + i\eta} \right), \]

where

\[ \chi_{n}^{k} \equiv \frac{2\lambda_{\text{kin}}(\omega_{0}^{k} - \omega_{n}^{k})^{2}}{\omega_{n}^{k}
[\omega_{0}^{k} - \omega_{n}^{k} + 4\lambda_{\text{kin}}}], \]

are the oscillator strengths and

\[ \omega_{n}^{s} \equiv \frac{\omega_{0}^{s} + 4\lambda_{\text{kin}}}{2} \left( 1 \pm \sqrt{1 + \frac{16\lambda_{\text{kin}}^{2}(\lambda - 1)}{(\omega_{0}^{s} + 4\lambda_{\text{kin}})^{2}} \right), \]

\[ \omega_{n}^{s} \equiv \frac{\omega_{0}^{s} + 4\lambda_{\text{kin}}}{2} \left( 1 \pm \sqrt{1 - \frac{16\lambda_{\text{kin}}^{2}(\lambda - 1)}{(\omega_{0}^{s} + 4\lambda_{\text{kin}})^{2}} \right), \]

are the frequencies for the symmetric (s) \( \lambda < 1 \) and asymmetric (a) \( \lambda > 1 \) solutions, respectively. The Hartree response functions shown in the subpanels H of Fig. 7 thus consists of two contributions: the high \( [E] \) \( (\chi_{n}^{s}, \omega_{n}^{s}) \) and low \( [P] \) \( (\chi_{n}^{a}, \omega_{n}^{a}) \) energy peaks related, for weak interactions, to the non-interacting electronic excited and ground states plus zero and one phonon, respectively. First, we observe that as the interaction is increased, the initial distribution given by \([E]\) remains nearly invariant up to the critical interaction \( \lambda = 1 \) beyond which its energy increases linearly as a function of the interaction. Second, the low energy peak \([P]\), which has no intensity in the non-interacting \( \lambda = 0 \) case, gains intensity and approaches the zero energy as the interaction is increased. Moreover, when it reaches the zero energy at the critical interaction \( \lambda = 1 \), its intensity given by the oscillator strength \( \chi_{n}^{a} \) diverges. As explained in Ref. 52, by increasing the interaction beyond this point, we make the symmetric equilibrium solution unstable, and therefore we change the initial state to one of the asymmetric solutions. This leads again to a well-defined first order response with the intensity of the low energy peak becoming finite and its frequency approaching the bare phonon frequency as the interaction is increased. We understand these results in terms of the adiabatic potential energy surfaces so that the mean-field approximation captures the lowest adiabatic potential energy surface of Fig. 6 becoming more shallow which leads to the lowest excitation approaching the zero energy. This agrees with the observation that as the Hessian matrices of Ref. 52 indicate, there is a direction in the energy landscape in the neighborhood of the symmetric equilibrium solution such that along it, as \( \lambda \to 1 \), the approximately harmonic energy surface becomes more shallow. Moreover, at \( \lambda = 1 \), this harmonic surface becomes completely flat, and as the linearized equations determining the response function describe only this local neighborhood, it appears as if exciting the system costs no energy which manifests itself as the divergence of the zero-frequency component of the response function. At this point, the lowest adiabatic potential energy surface forms the double-well structure which has for \( \lambda = 1 \) also a locally flat energy landscape at \( u = 0 \) where its second derivative vanishes. Finally, one can show that the Hartree ground state energy function is equivalent to the lowest adiabatic potential energy surface \( E_{0}(u) \) by enforcing in the equation for the total energy, see Ref. 52, that \( 2gn = u \) and that \( \Gamma_{s} \) satisfies the equilibrium Hartree equations derived in Ref. 1. This suggests that the Hartree approximation captures the formation of the double-well potential but needs to fall into one of the two minima in order to minimize the energy. By doing so, it sees again a nearly harmonic surface, which appears in Fig. 7 as the lowest excitation becoming finite and approaching the bare phonon frequency.

Let us then discuss the density response functions obtained for the stable, as defined in Appendix B, equilibrium solutions of the partially (Gd) and fully (GD) self-consistent Born approximations shown in Fig. 7. The partially self-consistent results shown in the subpanels Gd of Fig. 7 indicate that the main qualitative difference to the Hartree approximation is that there is a sideband structure related to the excitation \([E]\). The sidebands are separated roughly by two bare phonon frequencies in agreement with the exact results for weak interactions but do not move to higher energies as a function of the interaction as clearly as the exact spectra does. Moreover, when \( \lambda \) exceeds \( \lambda_{C} \), the ground state becomes asymmetric and new symmetry-forbidden excitations emerge in-between the original sidebands. In the low energy scale, we instead do not observe new qualitative differences to the mean-field solution, in particular we still find that at \( \lambda_{C} \), the low energy peak \([P]\) reaches the zero energy with its intensity diverging. The symmetric solution of the fully self-consistent Born approximation does, however, show a qualitative difference as shown in the subpanels GD of Fig. 7. In the low energy scale, we observe that as the interaction is increased, the low energy peak \([P]\) moves initially towards the zero energy but, in contrast to the mean-field and partially self-consistent results, does not reach it for the parameters considered in this work. This is in agreement with the exact solution in which, however, the lowest excitation becomes increasingly close to the ground state, while in the fully self-consistent approximation, we observe that it approaches a finite non-zero value. In the high energy scale, we on the other hand observe that as the interaction is increased, the peaks above \([E]\) become non-uniformly spaced and too dense in comparison to the exact solution. These shortcomings, as well as the fact that the spectra do not move appreciably to higher energies as a function of the interaction, are similar to what we observed for the equilibrium electron propagators in Sec. IV A 1. Finally, the asymmetric solutions shown in the subpanels GD (a) are similar to the partially self-consistent solutions for \( \lambda > \lambda_{C} \) except for the additional excitation at \( \omega/\omega_{0} \sim 2 \). The low energy sidebands seen in the exact solution are then likely merely symmetry-forbidden in the symmetric solution of the fully self-consistent approximation. As the last remark on the overall structure, as shown in the top insets of Fig. 7, the development of these spectra as a function of the interaction is consistent with the f-sum rule

\[ n^{(1)} = \int_{-\infty}^{\infty} d\omega \frac{\omega \Delta \chi^{R}(\omega)}{\Pi_{f}} \]

\[ = -2(E_{e} - E_{e}^{\text{loc}}) - 2(E_{ep} - E_{ep}^{\text{loc}}), \]

(15)
which relates the first moment of the density-density response function to the electron \((E_e, E_e^{\text{loc}})\) and electron-phonon interaction energies \((E_{ep}, E_{ep}^{\text{loc}})\), where superscript loc refers to the site-diagonal part of the corresponding energy. The fact that also the many-body approximations satisfy this sum rule is proven for the purely electronic case in Refs. 42 and 78.

Next, we focus on the two most significant features of the density response function for the weak and intermediate interactions. These are the intensity and position of \([P]\) and \([E]\) shown in the left panels of Fig. 7. In the exact case, as the interaction is increased, \([E]\) loses magnitude and moves towards higher energies while \([P]\) gains intensity and approaches the zero energy. The former is dominant up to borderline strong \(\lambda \sim 1.5\) interactions although the latter is appreciable already for \(\lambda \sim 1\), and its impact to the response properties is emphasized by its different energy scale. In the Hartree approximation, we observe that as a function of the interaction, \([E]\) is nearly invariant for \(\lambda < 1\) and that \([P]\) behaves in a divergent manner as described above. The mean-field approximation therefore agrees with the exact solution only for very weak interactions \(\lambda \ll 1\).

The partially self-consistent Born results are qualitatively similar to the mean-field results. On a quantitative level, it reproduces the exact intensity and position of \([E]\) better but deviates considerably for intermediate \(\lambda \sim 1\) interactions. This together with the observed divergence of \([P]\) implies that it can be said to agree well with exact results only for weak \(\lambda < 1\) interactions. In both approximations, we find that the intensities of \([E]\) and \([P]\) decrease rapidly as a function of the interaction once \(\lambda \) exceeds \(\lambda_c\). The density response to a weak perturbation is thus suppressed for a sufficiently strong interaction which is consistent with the localized nature of the asymmetric equilibrium solutions discussed in Ref. 1. Moreover, we find that also the asymmetric solution of the fully self-consistent Born approximation behaves qualitatively in this manner for the interactions it has been found. Finally, the symmetric solution of the fully self-consistent Born approximation reproduces the exact positions and intensities of \([E]\) and \([P]\) well up to intermediate interactions \(\lambda \sim 1\) with the intensity of \([E]\) being good also for stronger interactions.

In this approximation, the low energy excitation \([P]\) does not reach the zero energy nor does it diverge as a function of the interaction, but its position and intensity do not still agree even qualitatively with the exact solution for strong \(\lambda > 1\) interactions.

To summarize, we have found similarly as in Sec. IV A 1 that the Hartree, and partially and fully self-consistent Born approximations are in a good agreement with the exact results for very weak \(\lambda \ll 1\), and weak \(\lambda < 1\) and up to intermediate \(\lambda \sim 1\) interactions. In particular, we have shown that the exact density response function has, for sufficiently strong \(\lambda > 1\) interactions, a dominant low energy excitation which none of the approximation describe qualitatively correctly. Moreover, we have related this excitation to the response of a bipolaron to a weak perturbation by analyzing it using the time-dependent joint probabilities. Instead of describing the low energy excitation, the Hartree and partially self-consistent Born approximations give rise to a divergence of the response function at the critical point \(\lambda_c\). This has been explained by relating it to the formation of the double-well structure in the lowest adiabatic potential energy surface which we have also associated with the bipolaronic crossover in Ref. 1. Finally, we have shown that the divergence can be prevented by dressing the phonon propagator self-consistently at the level of the fully self-consistent Born approximation.

V. CONCLUSIONS AND OUTLOOK

We have introduced a method based on time-dependent many-body perturbation theory aimed at studying interacting electrons and phonons. The many-body approximations used here are the Hartree \((H)\), and the partially \((Gd)\) and fully \((GD)\) self-consistent Born approximations. The method has been applied to investigate both the non-neutral and neutral excitation spectra of a two-site, two-electron Holstein model. We have presented results for the frequency-domain ground-state electron and phonon propagators, as well as for the density-density and displacement-displacement linear response functions. The results have been compared with numerically exact results obtained by ED in order to assess their quality and relate a physical picture to the behavior of the many-body approximations.

In Ref. 1, we found that the approximations studied here support multiple, concurrently co-existing solutions some of which exhibit a broken reflection symmetry. The asymmetric solutions were found once the electron-phonon interaction \(\lambda\) reached a critical value \(\lambda_c\) and were understood to mimic the bipolaronic crossover of the exact solution. The asymmetric solutions were furthermore found to be the lowest energy solutions for a large range of parameters. The total energies, and natural occupation numbers, also suggested that the symmetric solution of the fully self-consistent Born approximation describes partially the crossover to a bipolaronic state. In the present work, we studied the frequency structure of the ground state propagators for a restricted range of adiabatic ratios \(\gamma = 1/2, 1/4\) and interactions \(\lambda \in [0, 2]\) which allows us to complete some of the observations made in Ref. 1. First, the frequency-integrated observables obtained from the electron propagator are in a better qualitative agreement with exact results than the frequency-resolved objects themselves. In particular, our results show that none of the approximations give an electron propagator in which there is a rigid shift or redistribution of the spectral weight comparable to the exact solution for high \(\lambda > 1\) interactions. The phonon propagator does not moreover show a clear spectral fingerprint of a double-well structure in the fully self-consistent Born approximation for the parameters considered. As all of these features have been identified as spectral signatures of a bipolaronic state, our results here favor the statement that none of the approximations describe even partially the bipolaronic crossover for the parameters considered. This said, the results for the electron propagator can be roughly summarized by concluding that the Hartree, partially self-consistent Born, and fully self-consistent Born approximations agree with the exact results up to very weak \(\lambda \ll 1\), weak \(\lambda \ll 1\), and weak to intermediate \(\lambda \sim 1\) interactions, respectively. The
non-interacting phonon propagator used in the Hartree and partially self-consistent Born approximations is only valid for very weak $\lambda \ll 1$ interactions while the dressed propagator of the fully self-consistent Born approximation agrees reasonably well with the exact results up to borderline strong $\lambda \sim 1.5$ interactions.

The linear response functions studied in the present work are obtained by time-propagation starting either from a symmetric or an asymmetric ground state solution. In the case $\lambda > \lambda_C$, these solutions co-exist and we find that the symmetric solutions of the Hartree and partially self-consistent Born approximations are unstable, while the asymmetric solutions are stable, against a small asymmetric perturbation. The symmetric and asymmetric solutions of the fully self-consistent Born approximation are, on the other hand, shown to be stable against the same perturbation. By identifying the stable ground state solutions, we have been able to evaluate linear response functions corresponding to these solutions. In stable ground state solutions, we have been able to evaluate the density-density response function obtained in time-propagation starting either from a symmetric or an asymmetric ground state solution. In the work are obtained by time-propagation starting either from a symmetric or an asymmetric ground state solution. In particular, the density-density response function obtained in the Hartree and partially self-consistent Born approximations is shown to have a zero-frequency component which appears and its intensity diverges as $\lambda$ approaches $\lambda_C$. In the Hartree approximation, this is caused by the build-up of a double-well structure in its ground state energy surface exactly at $\lambda = 1$ and by the need of the mean-field to minimize the total energy. Our results further show that the fully self-consistent Born approximation does not have a similar divergence. The comparison of the exact and approximate density-density response functions confirms that the range of validity of the many-body approximations is roughly the same as for the case of equilibrium propagators. In particular, none of the many-body approximations were able to describe the lowest excitation of the exact response function for strong interactions $\lambda > 1$ for which it is the dominant feature of the exact response function. By analyzing this excitation, we further identified it as a signature of a bipolaronic system, and hence in agreement with the conclusions based on the equilibrium propagators, this suggests that the approximations do not describe the crossover to the bipolaronic state.

In order to go beyond the approximations studied here in many-body perturbation theory, one needs to introduce vertex corrections which are in particular needed to improve the properties of the electron propagator. This is realizable in an equilibrium theory but leads to a substantial increase in the complexity of the time-domain method which makes the inclusion of vertex corrections challenging with the current computational resources. The two-time equations can be however cast as one-time equations via the GKBA which is a possible way to overcome the numerical challenge and reduce more advanced approximations tractable. On the other hand, e.g., in cavity quantum electrodynamics, already our weak interactions are considered strong and thus the approximations used here could be a valuable asset for investigating non-linear-time-dependent phenomena. In this context, our results provide a basis for studying the approximation in an explicitly time-dependent situation, and for understanding properties of further approximations, e.g., the GKBA which could be used in order to address physics of larger or more realistic systems.
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**APPENDIX A: HARTREE, TDSCF AND EHRENFEST**

The Hartree approximation is shown here to be equivalent to the time-dependent self-consistent field (TDSCF) approach and to a single trajectory semi-classical Ehrenfest approximation. This equivalence is shown by deriving the time-dependent self-consistent field equations, noting that they reduce to the Ehrenfest equations of motion, and finally by showing that their solutions can be used to construct the phonon field expectation value, and the electron propagator of the Hartree approximation. We begin by introducing the product ansatz

$$|\Psi(t)\rangle \equiv |\tilde{\psi}(t)\rangle |\tilde{\chi}(t)\rangle,$$

where $|\tilde{\psi}(t)\rangle$ and $|\tilde{\chi}(t)\rangle$ consist of only electronic and phononic degrees of freedom, respectively. By substituting this ansatz to the time-dependent Schrödinger equation

$$i\partial_t|\Psi(t)\rangle = \hat{H}(t)|\Psi(t)\rangle$$

and projecting it to the states $|\tilde{\chi}(t)\rangle$ and $|\tilde{\psi}(t)\rangle$, we arrive at the time-dependent self-consistent field equations which are in particular needed to improve the properties of the electron propagator. This is realizable in an equilibrium theory but leads to a substantial increase in the complexity of the time-domain method which makes the inclusion of vertex corrections challenging with the current computational resources. The two-time equations can be however cast as one-time equations via the GKBA which is a possible way to overcome the numerical challenge and reduce more advanced approximations tractable. On the other hand, e.g., in cavity quantum electrodynamics, already our weak interactions are considered strong and thus the approximations used here could be a valuable asset for investigating non-linear-time-dependent phenomena. In this context, our results provide a basis for studying the approximation in an explicitly time-dependent situation, and for understanding properties of further approximations, e.g., the GKBA which could be used in order to address physics of larger or more realistic systems.
classical limit. In our case however, the Heisenberg equations of motion for the phonon field expectation values are equal to the classical equations of motion. Taking advantage of this property and the bilinearity of the equation for \( \langle \psi(t) \rangle \) in terms of the electronic operators, we arrive at the Ehrenfest equations of motion

\[
i \dot{\psi}_{ij}(t) = \sum_{k} \left( \hat{h}_{kk}(t) + \sum_{p} M^p_{jk}(t) \phi_{p}(t) \right) \psi_{kj}(t),
\]

\[
\sum_{Q} \langle \xi_{ij}(t) \rangle = \sum_{Q} \tilde{\Omega}_{ij}(t) \phi_{Q}(t)
\]

\[
+ F_{ij}(t) + \sum_{ij} M^R_{ij}(t) \gamma_{ij}(t),
\]

such that \( \langle \psi(t) \rangle \) can be written as a Slater determinant of the time-dependent orbitals \( \tilde{\psi}_{j}(t) \). In order to relate these orbitals to the electron propagator in the Hartree approximation, we further write down the equilibrium Hartree equations

\[
h^M_{ij} \tilde{\psi}^M_{ij} = \epsilon^M_{ij} \tilde{\psi}^M_{ij},
\]

\[
h^M = h^M + \sum_{p} M^p \phi_{p}^M,
\]

\[
\tilde{\psi}^M = -\tilde{\Omega}^{-1} \left( \hat{F}^M + \sum_{ij} \tilde{M}_{ij} \gamma^M_{ji} \right),
\]

which are introduced in Ref. 1, and correspond to a set of non-linear eigenvalue equations for the eigenvalues \( \epsilon^M_{ij} \) and eigenvectors \( \tilde{\psi}^M_{ij} \). The electron propagator can be then written in the Hartree approximation in terms of the time-dependent orbitals \( \tilde{\psi}_{j}(t) \) obtained by solving Eqs. (A1) with \( \phi_{p}^M \) and \( \tilde{\psi}^M_{ij} \) as their initial conditions. That is, in the Hartree approximation, the phonon field expectation values satisfy Eq. (A1b), and the electron propagator is given by

\[
G^\tau_{ij}(t; t') = \frac{1}{\ii} \sum_{k} \tilde{f}_{k}(\beta \epsilon^M_{k}) \tilde{\psi}_{k}^*(t') \tilde{\psi}_{kj}(t),
\]

\[
G^\tau_{ij}(t; t') = -\frac{1}{\ii} \sum_{k} \tilde{f}_{k}(\beta \epsilon^M_{k}) \psi_{k}^*(t') \psi_{kj}(t),
\]

where \( \tilde{f}_{k} \equiv 1 - f_{k} \), as readily verified by using Eqs. (A1) to check that Eqs. (5) and (7) with the Hartree self-energy are satisfied, and also by verifying that the Kubo-Martin-Schwinger boundary conditions are met.

**APPENDIX B: STABILITY**

Here, we discuss when it is reasonable to do linear response for the time scales considered in this work. We begin by explaining how we in practice calculate linear response functions in our time-dependent formalism. The density-density response function is calculated by perturbing the system with the time-dependent potential

\[
\hat{V}(t) = \delta(t) \sum_{i\sigma} \nu_{i} \hat{n}_{i\sigma},
\]

where \( \nu_{i} \) is the magnitude of the perturbation, and \( \delta \) is the Dirac delta function. Then, we record the resulting spin-summed density

\[
n_{i}(t) = -2uG^\tau_{ij}(t; t),
\]

which in the linear response regime satisfies

\[
\frac{\partial n_{i}(t)}{\partial \nu_{j}} \equiv n_{i}(t) - n_{i}^{(0)}(t) = \sum_{j} \chi_{ij}^{R}(t) \nu_{j} + O(\nu^2),
\]

where \( \nu \) is the norm of a vector with \( \nu_{j} \) as its components, \( n_{i}^{(0)}(t) \) is the density of the unperturbed system, and \( \chi_{ij}^{R}(t) \equiv \sum_{\sigma\sigma'} \chi_{ij,\sigma\sigma'}^{R}(t) \) the retarded component of the first order density-density response function. The response function is then given by

\[
\chi_{ij}^{R}(t) = \frac{\partial n_{i}(t)}{\partial \nu_{j}} \bigg|_{\nu=0},
\]

which we in practice evaluate by using the difference quotient \( (n_{i}(t) - n_{i}^{(0)}(t))/\nu_{j} \) with \( \nu_{j} \) sufficiently small and \( \nu_{k} = 0 \) for \( k \neq j \). Finally, it is important to understand that applying the delta function potential amounts to choosing a new initial state after which the time-evolution is induced by the unperturbed Hamiltonian. In exact diagonalization, this is achieved by preparing the new initial state

\[
|\Psi'^{N}_{0}\rangle = e^{-\ii \sum_{\sigma\sigma'} \nu_{\sigma\sigma'} |\Psi^{N}_{0}\rangle},
\]

where \( |\Psi^{N}_{0}\rangle \) is the \( N \) electron ground state, and which is subsequently propagated in the absence of the perturbation. In the Kadanoff-Baym equations, on the other hand, the same is achieved by choosing the new initial electron propagators

\[
G^{\tau}_{ij}(0; t) = e^{-\ii \epsilon_{i\sigma} v_{j\sigma}} G^{M}_{ij}(0)^{\tau},
\]

\[
G^{\tau}_{ij}(0; \tau) = e^{-\ii \epsilon_{i\sigma} v_{j\sigma}} G^{R}_{ij}(\tau),
\]

where \( G^{\tau}_{ij}(\tau) \) is the solution to the equilibrium Dyson equation. The electron and phonon propagators are then obtained by time-propagating the unperturbed Kadanoff-Baym equations.

This method is expected to work if the perturbation expansion of Eq. (B2) is valid for the time scales of interest. It can however be that a possibly finite time scale in which the expansion is good cannot be extended to cover the entire time scale of interest. This can signal, e.g., an unbounded response function. In Ref. 52, we show that this is the case in the Hartree approximation: as \( \lambda \) is increased, the initially stable symmetric solution becomes unstable for \( \lambda > 1 \) with an unbounded response function, while the asymmetric solutions are stable for \( \lambda > 1 \) with a bounded response function. However, as we are not aware of stability theory for dynamical systems such as the Kadanoff-Baym equations, we are not able to study the stability of the correlated equilibrium solutions and conclude whether or not the corresponding response function is a bounded function. In this case, we only resort to a working measure indicating when it is reasonable to do linear response. The working measure chosen here is a practical one: we introduce the norm

\[
\| \delta n \|_{\infty} \equiv \max_{t \in [0, t]} \| n(t) - n(0) \|,
\]

compare it to the magnitude of the perturbation \( \nu \), and if they remain in the same order of magnitude, we suggest...
that the equilibrium solution is stable. We emphasize that this measure is not equal to the stability even in the case of ordinary differential equations, but does give a practical estimate whether or not a linear response calculation makes sense for the time scales addressed in this work.

Having said this, Fig. 10 shows this norm for ED and many-body theory (H, Gd, GD). The results are obtained either by starting from a symmetric or asymmetric equilibrium solution. The exact results stay always in the same magnitude as the perturbing potential \( v/\omega = 10^{-3} \) which is expected since the time-dependent Schrödinger equation is linear. The other extreme is the symmetric mean-field solution for which the norm suddenly, although continuously as a function of the interaction, approaches one when the interaction exceeds the corresponding critical value \( \lambda = 1 \). At the same time, this norm remains in the same order of magnitude as the perturbation for the asymmetric mean-field solution. This is consistent with the stability analysis presented above which illustrates that our working measure agrees in this case with Lyapunov stability. These cases give us some confidence in looking at the symmetric and asymmetric solutions of the Born approximations. The results for the asymmetric cases of these approximations indicate that they behave qualitatively similar to the asymmetric equilibria of the mean-field suggesting that they are stable. This qualitative agreement remains true for the symmetric equilibria of the partially self-consistent case in which the norms approach one when passing the critical value of interaction. The norm of the symmetric solution of the fully self-consistent approximation however remains in the same order of magnitude as the perturbation. We note that the declining norm for \( \gamma = 1/4 \) and higher interactions is in the exact case related to the fact that the propagation length is shorter than the period of the lowest excitation of the system.

These observations together with the interpretation given to our working measure of stability then suggest that the partially self-consistent approximation has the same qualitative stability properties as the mean-field. On the other hand, both equilibrium solutions of the fully self-consistent Born approximation are observed to be stable in the sense of our working measure. This means that, on the contrary to the Hartree and partially self-consistent Born approximation, it is possible to do linear response with respect to the symmetric equilibrium of the fully self-consistent Born approximation for the time scales addressed here.