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ABSTRACT

This paper looks for, but cannot find, evidence that links belief
inconsistency to belief inaccuracy or economic loss. Economists
with consistent (i.e., Bayesian) conditional beliefs about the sensi-
tivity and positive predictive value of the Prostate Specific Antigen
(PSA) test have unconditional beliefs about the risk of prostate
cancer that are, if anything, less accurate than the beliefs of incon-
sistent non-Bayesians. PSA decisions depend more on the advice
of doctors and family members than on beliefs about cancer risks.
Men’s beliefs about the pros and cons of PSA testing do not
explain self-reported PSA decisions. This absence of evidence that
non-Bayesian beliefs lead to economic loss suggests that belief
consistency may be relatively unimportant as a normative crite-
rion in high-stakes decision tasks that reward accuracy instead
of consistency. A technique is introduced for eliciting measures
of both consistency and accuracy of an individual’s probabilistic
beliefs.
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For judged probabilities to be considered adequate, or rational,
internal consistency is not enough.

— Tversky and Kahneman (1974)

It appears that a minimal requirement of rationality is that one not
hold beliefs that are contrary to objectively available data, coupled
with logical, statistical, or mathematical reasoning.

— Gilboa, Postlewaite and Schmeidler (2009)

1 Introduction

Consistency of prior and posterior beliefs (i.e., conforming to Bayes’ Rule) is
the predominant normative characterization of what it means to have rational
beliefs.! Gilboa et al. (2010), for example, write: “The mode of reasoning most
widely used in economic modeling is Bayesian.” Starmer (2000) observes that
before non-additive probability models appeared in the economics literature,
economists usually took it for granted that the Savage Axioms (guaranteeing
that choice over lotteries can be represented as expected utility maximiza-
tion with respect to subjective belief distributions that conform to Bayes’
Rule) provide the “right model of individual choice.” Selten (2001) writes
that “[m]odern mainstream economic theory is largely based on an unrealistic
picture of human decision making [in which] agents are portrayed as fully
rational Bayesian maximizers of subjective utility.” Camerer et al.’s (2003)
definition of “full rationality” requires that “people have well-formed beliefs
about how uncertainty will resolve itself, and when new information becomes
available, they update their beliefs using Bayes’s law.” According to Aragones
et al. (2005), “[m]ost of the formal literature in economic theory and in related
fields is based on the Bayesian model of information processing.” And Gilboa
et al. (2009) emphasize the singularity of Bayesian information processing (as
opposed to a plural toolkit of mechanisms that could be used to formulate
reasonable beliefs), stating that “within economic theory the Bayesian approach
is the sole claimant to the throne of rationality.”?

Despite the normative force of internal logical consistency that characterizes
Bayesian beliefs, a distinct (and in some cases perhaps more compelling)

1Savage (1954) argued for a normative interpretation of expected utility theory while
admitting to violating its consistency requirements when first encountering Allais’ paradox.
See Starmer (2000, 2009) for more on normative interpretations of expected utility theory.

2Gintis (forthcoming) states strong support for Bayesian consistency as a universal
assumption: “I have always been comfortable with identifying rationality with the Savage
axioms, which may be described in shorthand as ‘preference consistency over lotteries with
subjective probabilities.”” Loewenstein (2006) urges caution, however. Cubitt and Sugden
(2001) show that inconsistent individuals do not always succumb to exploitative competitors.



Consistent Bayesians Are No More Accurate Than Non-Bayesians 191

normative criterion for evaluating subjective beliefs is accuracy. There is no
mathematical or analytic requirement that Bayesian beliefs are any more
accurate (with respect to objective frequency distributions) than non-Bayesian
beliefs. Conditional beliefs can be perfectly consistent yet grossly inaccurate.
Therefore, it is an empirical question as to whether Bayesian beliefs tend to
be any more (or less) accurate. Surprisingly, there is, as yet, little empirical
evidence associating logical consistency to objective accuracy. To pursue this
empirical question, this paper reports data collected from economists addressing
the following three objectives.

(i) We look for evidence that inconsistency (i.e., violations of the normative
criterion of conforming to Bayes’ Rule) affects the expected inaccuracy
of subjective beliefs (violations of the normative criterion that beliefs
are closely calibrated to objective frequencies). Unconditionally and
conditionally, we find no positive statistical associations between these
two distinct normative criteria.

(ii) We test whether inconsistency affects choices over actions, in this case
whether beliefs about the PSA test and risks of prostate cancer have an
effect on the probability that a man over 40 chooses to have a PSA test.
Unconditionally and conditionally, we find no evidence that inconsistency
influences PSA testing decisions.

(i) We test whether subjective beliefs about the risks of prostate cancer and
PSA testing, including possible harms, jointly affect the probability of
PSA testing. We find no evidence to reject the null hypothesis that PSA
decisions are independent of beliefs about both disease frequency and
intensity of harm until controls for social influences are included in the
empirical model.

This paper introduces a technique for eliciting information about both the
consistency and accuracy of an individual’s beliefs. Inconsistency is measured
by comparing the ratio of conditional beliefs to the ratio of unconditional
probabilities we provided. Inaccuracy is measured by comparing unconditional
beliefs to published point estimates of those unconditional probabilities. To
our knowledge, the belief data we report provide the first empirical test of
whether people with logically inconsistent (i.e., non-Bayesian) beliefs are any
less accurate. Caution is, of course, warranted when interpreting absence of
evidence that inconsistency and inaccuracy are unconditionally or conditionally
correlated (i.e. failing to reject a null hypothesis of zero correlation).? To the

3The absence of correlation between inconsistency and inaccuracy reported in this paper
is not easily dismissed as the result of low statistical power. Given our sample size, testing
the null hypothesis that the Pearson correlation coefficient is zero when the true correlation
is 1/3 (using Fisher’s transformation to compute the power function for a two-sided test)
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extent that this absence of evidence linking consistency and accuracy of beliefs
is real, the normative force of Bayes’ Rule in settings where accuracy rather
than consistency is rewarded may be called into question.?

A second, more challenging issue is whether inconsistency is associated with
economic losses. Despite the vast literature on non-Bayesian beliefs, one finds
surprisingly little evidence to substantiate the hypothesis that deviations from
Bayes’ Rule generate meaningful losses.® Raising questions about whether devi-
ations from orthodox requirements of rationality based on internal consistency
such as Bayes’ Rule are costly (or perhaps beneficial) should not imply broader
skepticism about the experimental evidence documenting those anomalies and
biases. On the contrary, when one takes the behavioral economics literature
seriously, especially its priority on empirical realism, it suggests a much needed
follow-up question: If individuals do not conform to norms of internal logical
consistency, what then is the economic cost?

Section 2 describes the data. Section 3 reports evidence linking belief
consistency to PSA decisions. Section 4 concludes with interpretations of the
empirical results.

2 Description of Data

2.1 Summary Statistics of Survey Respondents

We surveyed attendees of the annual meeting of the American Economic
Association (attended by more than 10,000 registered conference participants),
also known as the Allied Social Science Associations. Our interviewer conducted

gives a chance of rejecting the null of 96.7%. The no-decision classification (NDC) procedure
for measuring strength of evidence while allowing for three decision outcomes (Berg, 2004)
similarly points toward rejecting reasonably sized alternative hypotheses rather than the
evidentially ambiguous “no decision”. NDC partitions the space of the test statistic into three
regions corresponding to (a) reject the null at a specified probability of type-1 error, (b) make
no decision, or (c) reject the alternative hypothesis at a specified probability of type-2 error.

4Psychologists Hastie and Rasinski (1988) appear to be the first to have classified
normative criteria according to whether these require internal consistency or what they
refer to as correspondence (sufficiently high performance by a free-standing metric such as
objective accuracy). Hastie and Rasinski (1988) and Hammond (1996) refer to norms based
on internal consistency as coherence norms, which include Bayes’ Rule, the Kolmogorov
axioms, and transitive preferences. In contrast, correspondence norms evaluate beliefs and
decisions by how well they correspond to the demands of the decision maker’s environment
(not based on internal consistency, e.g., accuracy of beliefs, accumulated wealth, lifespan, or
happiness). Coherence norms impose restrictions on pairs or larger sets of beliefs or decisions
belonging to a single decision maker. In contrast, correspondence norms enable interpersonal
rankings on the basis of a single observation from each decision maker. Gilboa (2010) argues
in favor of considering normative criteria other than consistency.

5Behavioral economists have paid close attention to modeling and empirically document-
ing deviations from Bayes’ Rule (e.g., Camerer, 1987; Ganguly et al., 2000; Kluger and
Wyatt, 2003). One tacit motivation seems to be the normative view that people would be
better off if their beliefs conformed more closely to Bayes’ Rule.
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face-to-face interviews based on a scripted protocol designed to last three to
10 minutes, although no time limit was imposed. The script was visible to
respondents, and the interviewer encouraged respondents to read any sample
items if asked for clarification. Most interviews were collected a few yards from
the registration desk at the AEA meetings that served as a passageway to the
conference sessions.

The interviewer approached men who appeared at least 40 years old. An
introductory statement offered respondents a choice of $3 cash or a Swiss
chocolate bar, together with assurances that the survey would be short. Table 1
provides summary statistics of the survey responses used in subsequent statis-
tical models.

Of 133 respondents, 123 (92%) said they were economists. The 10 non-
economists described themselves as political scientists or academics working
in fields that overlap with economics. Three quarters of respondents described
their work as applied rather than theoretical. Three quarters of respondents
also described their methodological approach as neoclassical (with pairwise
correlation between Applied and Neoclassical of only 0.01). No respondent
nonresponded when asked their age. The age distribution was remarkably
symmetric, covering a large range (26 to 79) with a mean of 51 and a strong
majority (119 respondents) aged 40 and above, indicating that our interviewer
largely succeeded at hitting the over-40 age target.

Table 1 shows that roughly half the respondents (46%) reported having had
a PSA test. Among those 50 and older, the rate of PSA testing was 65%. When
asked whether they recommend that asymptomatic men in their 50s should
take the PSA test as a screening for prostate cancer, most respondents (91%
of the 124 who responded) responded affirmatively, with almost no difference
in rates of recommendation by age. Summarized in the caption of Table 1 is
information about respondents’ primary subfields of specialization.

2.2 Nonresponse

The column labeled “Number of Valid Responses” shows that item nonresponse
was a problem for several survey items, although not the ones we would have
expected. Nine men refused to classify their work as either “more applied” or
“more theoretical.” And nine refused to make a recommendation about whether
men in their 50s should have a PSA test. No one, however, refused to say
whether he had taken a PSA.

2.3 Information Acquisition, Perceived Harms, and Information
Processing

From Table 1, 22% of respondents reported having consulted written information.
Only 5% reported having read a published article about PSA testing in a
medical journal. The survey item labeled “Harms?” codes responses to the
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Number
Fraction of valid
Yes Responses
Individual characteristics
Keep $3 cash? 0.12 133
Give $3 to charity? 0.71 133
Inaccuracy measures based on absolute log 0.17 133
deviations (and signed log deviations) of elicited
beliefs
Economist? 0.92 133
Work is applied as opposed to theoretical? 0.75 124
Neoclassical methodological orientation?* 0.75 128
50 years old or older** 0.62 133
PSA decision and recommendation
Did you have a PSA? 0.46 133
Would you recommend a PSA to men in their 50s? 0.91 124
Information acquisition, perceived harms, and
mode of information processing
Written info? 0.22 131
Medical journal? 0.05 131
Harms? 0.25 122
Weighed pros and cons? 0.36 128
Social influences
Doctor influenced? 0.58 133
Spouse or relative influenced? 0.07 133
Nobody influenced? 0.15 133
Mean Published

Elicited Std. Dev. Number of Point-

Value of Mean Responses estimates***

Elicited frequencies

Lifetime incidence Pr(C Lifetime) 0.27 0.019 132 0.177
Lifetime mortality Pr(D Lifetime) 0.06 0.006 132 0.028
Posterior probability Pr(C|+) 0.47 0.019 128 0.34
Sensitivity  Pr(+|C) 072 0.018 126 0.68
Incontinence probability 0.30 0.020 128 .020 to 0.29

Pr(Incontinence|Surgery)

Table 1: Survey responses

Note: *Primary subfield specializations were collected, too: 7 percent econometrics, 12 percent
finance, 5 percent health economics, 7 percent economic history, 5 percent industrial organization,
and 9 percent macroeconomics. No subfield indicator correlates with neoclassical methodological
orientation by more than 0.12, and some, like econometrics and economic history, have slightly
negative correlations with the neoclassical indicator.

**All 133 respondents reported their age in years. Mean self-reported age was 51 years old, with
a strong majority (119) reporting ages of 40 or older.

***Stanford et al.’s (1999) NCI SEER study and Harris and Lohr (2002).

forced-choice (yes/no) question: “In your opinion are there potential harms
associated with PSA screening?” The fact that only a quarter of respondents
said that there were harms associated with PSA testing stands in contrast to
the extensive medical literature documenting such harms (discussed below in
Table 2). Only about one third of respondents reported having weighed the
pros and cons about having a PSA test.
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Not weighing pros and cons could, of course, be rationalized if the perceived
costs or perceived benefits were zero, in which case there would be no tradeoffs
to consider. When designing the survey, we worried that asking respondents
if they had weighed pros and cons might not generate any variation at all,
expecting nearly all economists to answer “Yes.” More surprisingly, among the
30 respondents who said there were harms from PSA testing, 16 reported not
weighing pros and cons. And among the 92 who said there were no harms,
30 reported having weighed pros and cons.

2.4 FElicited Frequencies

Two unconditional beliefs and three conditional beliefs were elicited:

e [ifetime incidence: the probability that a randomly drawn male in the U.S.
is diagnosed with prostate cancer within his lifetime, denoted P(C Life-
time);

e [ifetime mortality: the probability that a randomly drawn male in the
U.S. dies of prostate cancer within his lifetime, denoted P(D Lifetime);

e incontinence probability: the probability of incontinence conditional on
surgical treatment for prostate cancer, denoted P(Incontinence | Surgery);

e posterior probability: the probability that an asymptomatic U.S. male in
his 50s has prostate cancer conditional on a positive PSA test, denoted
P(Cl+);

e sensitivity: the probability that an asymptomatic U.S. male in his 50s has
a positive PSA test conditional on having undiagnosed prostate cancer
at the time of screening, denoted P(+]|C).

The last five rows in Table 1 report mean subjective beliefs and corresponding
point estimates published in the National Cancer Institute’s Surveillance
Epidemiology and End Results [SEER] database (Stanford et al., 1999) and
Annals of Internal Medicine (Harris and Lohr, 2002). Respondents’ beliefs
about these five probabilities tended to be slightly too large but not terribly
inaccurate with respect to the published point estimates.

2.5 Recent Shifts in Expert Opinion That Make PSA Testing
an Important Decision to Study

Before introducing measures of consistency and accuracy of beliefs, Table 2
summarizes eight frequently cited medical studies about the risks and benefits
of PSA testing with quotations that highlight recent shifts in expert opinion. In
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contrast to policies in place among many clinicians and hospitals, the US Pre-
ventative Services Task force currently recommends against PSA screening (see
http://www.uspreventiveservicestaskforce.org/Page/Topic/recommendation-
summary /prostate-cancer-screening). Instead of automatic screening for all
men once they reach 40, the recommendation of the National Institutes of
Health (NIH) is that men weigh the pros and cons of PSA testing and make
their decision on an individual basis in consultation with their doctor. Table 2
motivates the use of PSA testing as a potentially high-stakes decision of interest
to decision theory because of the divergence between expert recommendations
(against routine screening of asymptomatic men) and the common clinical
practice of recommending testing for all men once they reach a particular age.

After gaining FDA approval in 1986 for use among men already diagnosed
with prostate cancer, PSA testing spread rapidly as a screening tool for asymp-
tomatic men. By the late 1990s, as many as half of American men over the
age of 50 were estimated to have undergone PSA testing (Gann, 1997). Aside
from the large direct costs of financing mass screening, estimated at $12 to 18
billion per year (U.S. Preventive Services Task Force, 2002, p. 128), another
point of contention concerns the benefits of early detection (Stanford et al.,
1999; U.S. Preventive Services Task Force, 2002). Most prostate cancers are
slow growing. A large majority of men with prostate cancer die of other causes
first. And benefits of early detection may be limited in the case of fast-growing
cancers, too, insofar as treatments have poor rates of success. Although some
studies report that early detection of prostate cancer reduces disease-specific
mortality, there is no evidence demonstrating that early detection reduces
overall mortality (Ciatto et al., 2000; Holmberg et al., 2002; Yao and Lu-Yao,
2002; Draisma et al., 2003; Concato et al., 2006). Recent randomized trials in
the U.S. also find no evidence that PSA screening reduces death from prostate
cancer or death from cancer in general; mortality rates were slightly higher
in the group that underwent screening (Andriole et al., 2009). Compared to
this ambiguous evidence about the benefits of PSA testing, the evidence of
harms is relatively clear. Harms from prostate cancer screening include psy-
chological stress, needless biopsies following false positives, and overtreatment
of nonlethal prostate cancers, resulting in complications such as incontinence
and impotence (Wang and Arnold, 2002; Hawkes, 2006).

2.6 Elicitation Technique for Measuring Accuracy and Consistency

We sought to construct measures of accuracy and logical inconsistency that
rely on non-overlapping sets of survey items so that these two measures of the
belief quality do not functionally depend on each another. Our interview script
first elicits two unconditional beliefs:

The main focus of the survey is prostate cancer and PSA (Prostate
Specific Antigen) screening. I won’t ask any personal questions


http://www.uspreventiveservicestaskforce.org/Page/Topic/recommendation-summary/prostate-cancer-screening
http://www.uspreventiveservicestaskforce.org/Page/Topic/recommendation-summary/prostate-cancer-screening
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about the illness itself, just about screening. I'd like to elicit your
best guesses about the risks of prostate cancer. For a randomly
drawn American male, I'd like you to guess the probability that he
will be diagnosed with prostate cancer in his lifetime? What would
you say the probability is that he will die from prostate cancer in
his lifetime?

The unconditional beliefs elicited by the proceeding questions are referred
to as lifetime incidence and lifetime mortality, denoted P(C Lifetime); and P(D
Lifetime);, respectively. The difference between these unconditional beliefs and
published point estimates provide the basis for individual-level measures of
inaccuracy as defined in the next subsection.

The interview script proceeds by eliciting two conditional beliefs that we
use to measure inconsistency of beliefs:

Now I'm going to ask you about American males in their 50s
who have no symptoms, have never been diagnosed with prostate
cancer, and are screened with a PSA test for the very first time.
One leading study suggests that 5% of randomly sampled men
from this population have a positive PSA. It’s also estimated that
2.5% actually have prostate cancer at the time of screening, which
includes those whose PSAs failed to detect the disease. [source:
Harris and Lohr, 2002, Ann Intern Med]. Given a positive PSA,
I’'d like you to estimate the probability that a man actually has
prostate cancer. And given cancer at the time of screening, what
would you say the probability of a positive PSA is?

60ne may question whether the phrase, “which includes those whose PSAs failed to detct
the disease,” is leading language that could bias conditional beliefs elicited using this interview
script. The reasoning behind including this phrase was our view that nearly everyone knows
that screening tests have imperfect sensitivity (i.e., P(+|C) <1 is common knowledge),
and when providing respondents with the published unconditional probability P(+) =0.05,
we wanted to make sure that they knew it was an unconditional probability (including
both men with and without prostate cancer). The literature on risk communication and
doctors’ understanding of the statistical properties of both PSA testing and mammography
screenings reveals persistent problems with false positives in particular, which suggests
there is a very real asymmetry in people’s understanding of type-1 and type-2 errors in the
context of disease screening. There is considerable evidence that doctors and patients alike
routinely under-appreciate false positives (Gigerenzer et al., 2007). To address this concern
over asymmetric language, we can check the distance between mean conditional beliefs and
their objective values as well as compare their standard deviations to see if there is evidence
that the survey instrument led respondents to be relatively more advantaged at calculating
P(C|+) than at calculating P(+|C). The mean subjective belief for P(C|+) of 0.72 (or
72%) is closer to its objective value of 0.69 (from Table 1) than the mean subjective belief
for P(C|4) of 0.47 is to its objective value of 0.34. Similarly, there one observes no gross
difference in the conditional belief variables’ standard deviations (std(P(+|C); =20.0 and
std(P(C|+); = 21.8), which are very close and ordered opposite from what would be predicted
under the hypothesis that language in the elicitation led or primed our respondents.



200 Nathan Berg et al

Published point estimate = 0.177 Published point estimate = 0.028
10 15
9 ]
8 P(C Lifetime)i ] P(D Lifetime)i
7 10
6
5
4 ]
5
3 ]
2 ]
| ] I
, MLI l L 111 0 L
0 .10 20 30 40 .50 .60 .70 .80 .90  1.00 0" .10 20 30 40 50 .60 .70 .80 .90 1.00
Published point estimate = 0.34 Published point estimate= 0.68
35 30
30 . ]
P(Cl)i 25 P(+C)i 1
25
20
20
15
15 ]
10
10 ]
5 l ‘ | | | 5
0.,_|I| : AU e LA Ll
24

0 .10 .20 30 40 .50 .60 .70 .80 90 1.00 0 .10 0 30 40 .50 .60 .70 .80 .90 1.00

Figure 1: Elicited belief distributions.

The resulting conditional beliefs — the probability of prostate cancer con-
ditional on a positive PSA test, denoted P(C|+);, and the probability of a
positive PSA test conditional on cancer, denoted P(+|C); — provide the basis
for measuring non-Bayesian inconsistency as defined below.

Applying the definition of conditional probability and substituting in the
two unconditional probabilities that were provided to respondents results in
a restriction on the ratio of elicited conditional beliefs: P(C|+);/P(+|C); =
P(C)/P(+)=2.5/5=1/2. Respondents may know nothing about the relevant
medical studies and published PSA facts yet conform perfectly to Bayes’ Rule.
In fact, there are infinitely many pairs of conditional beliefs that conform per-
fectly to the ratio restriction above regardless of whether P(C|+); and P(+|C);
are near or far from published estimates of those conditional probabilities
(which were not provided to respondents). Figure 1 shows the elicited belief
distributions.

2.7 Inconsistency and Inaccuracy

We consider measures of inconsistency based on deviations of the ratio of
elicited conditional beliefs, P(C|+);/P(+|C);, from the ratio restriction that
Bayes’ Rule imposes, P(C)/P(+) =1/2. Similarly, we consider measures of
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inaccuracy based on the deviations of elicited unconditional beliefs from their
corresponding published point estimates in Table 1. Differences in levels,
percentage deviations, and log-approximated percentage deviations using both
signed and absolute versions of those deviations were analyzed.

Absolute log-approximated percentage deviations from the Bayesian ratio
restriction provide the following measure of inconsistency:”

inconsistency; = |log[P(C|+);/P(+|C);] — log[1/2]].

Absolute log-approximated percentage deviations with respect to published
point estimates in Table 1 provide the following measure of inaccuracy:

inaccuracy; = (| log[P(CLifetime); /0.177)]| + | log[P(D Lifetime);/0.028]|)/2.

This definition averages deviations of beliefs about lifetime incidence and
lifetime mortality.®

Figure 2 presents a scatter plot of inaccuracy; and inconsistency;. The 24
individuals clustered along the y-axis (with inconsistency; =0) are Perfect
Bayesians in the sense that their conditional beliefs conform perfectly with the
ratio restriction imposed by Bayes’ Rule. We note that the two most inaccurate
individuals in the sample (northern-most observations along the y-axis plotted
in Figure 2) turn out to be Perfect Bayesians. In contrast, the two most
inconsistent individuals (eastern-most) have below-average inaccuracy and are
well inside the lower half of Figure 2 containing observations (with inaccuracy
below the midpoint of its range of variation). The bivariate data (without
conditioning on other observable features) do not suggest there is empirical
convergence of these two normative criteria. Further analysis of inaccuracy
and inconsistency in the presence of conditioning information in other survey
items summarized in Table 1 also fails to uncover any positive association
between inconsistency and inaccuracy.

7All data analysis reported in this paper was repeated using alternative definitions
of inconsistency and inaccuracy based on other functional specifications of the devia-
tion.For example, deviations can be measured in percentage points (although it gives dispro-
portionate influence to respondents with large-magnitude beliefs): |P(4|C); — 2P(C|+);].
Another deviation we considered was raw percentage deviations rather than log approxi-
mations: |[P(C|+);/P(+|C); — 1/2]/(1/2)|, which produces a more spread-out distribution
and is not invariant to algebraically equivalent re-statements of the restriction such as
[[P(+]C)i/P(C|+); —2]/2]|. Dichotomization only strengthens the case for our interpretations
(see Table 3 below).

8Lifetime incidence and lifetime mortality are used because the conditional beliefs were
already used to compute inconsistency. Most of the variation in ¢naccuracy derives from
beliefs about mortality, which is rarer than incidence and therefore generates a wider range of
percentage deviations. We re-ran all data analysis using alternative measures of inaccuracy:
lifetime incidence deviations alone, lifetime mortality deviations alone, and an average of
five deviations based on all five beliefs, revealing no positive correlations with inconsistency.
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Figure 2: Inconsistency and inaccuracy (N =125).

Note: The bivariate regression line is E[inaccuracy|inconsistency] =1.00 — 0.06 * inconsistency.
Because inconsistency and inaccuracy are defined as log deviations, the coefficient —0.06 (p=
0.645) can be interpreted as the elasticity of inaccuracy (percentage-point deviations from pub-
lished incidence and mortality rates) with respect to inconsistency (percentage-point deviation
from Bayes Rule). Pairwise correlation is —0.042.

2.8 Accuracy Contrasts between Perfect Bayesians and non-Bayesians

Table 3 presents four binary contrasts of mean inaccuracy among dichotomized
subsamples according to belief consistency. The units are log-approximated
percentage deviations from published point estimates on a decimal scale (e.g.,
a difference of 0.1 is approximately 10 percentage points). The four contrasts in
Table 3 and corresponding ¢ statistics are, of course, not independent because
they use overlapping observations, dichotomized using different thresholds to
compare more Bayesian versus less Bayesian subsamples. These subsamples
are defined as: Perfect Bayesians (inconsistency =0) versus non-Bayesians
(inconsistency> 0); below-median versus above-median inconsistency; bottom
versus upper quartiles of inconsistency; and Near Bayesians (an inclusive
classification for anyone whose inconsistencies can be modeled as Bayesian
beliefs plus a noise term) versus so-called Emersonians (explained below) who
commit gross errors in conditional probabilistic reasoning.’

9The label refers to Emerson’s (1841) “Self Reliance,” in which Emerson wrote: “The
other terror that scares us from self-trust is our consistency ... A foolish consistency is the
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The rows of Table 3 contain mean values of inaccuracy, signed inaccu-
racy (removing the absolute value operation in the definition of inaccuracy
presented earlier), four log deviations corresponding to each belief (with no
averaging), and mean values of inconsistency and signed inconsistency within
each subsample. Signed inaccuracy and inconsistency allow deviations with
opposite signs to cancel (to some extent) when summing over individuals.

Reading horizontally across the first row, Table 3 shows that the average
Perfect Bayesian (among 24 individuals with inconsistency; =0) is more inac-
curate than the rest of the sample (1.26 versus 0.90). Similarly, the second
contrast of subsamples with below- versus above-median inconsistency shows
that the lower half of the inconsistency distribution has greater inaccuracy
than the upper half (1.08 versus 0.87). In the third contrast, the lower quartile
of the inconsistency distribution has greater inaccuracy than the upper quartile
(1.26 versus 0.77). And in the fourth contrast of Near Bayesians versus Emer-
sonians, accuracy is, once again, negatively associated with consistency: mean
inaccuracy of 1.08 among Near Bayesians versus 0.78 among Emersonians.

The second row of Table 3 shows that the beliefs of consistent respondents
tend to be too small, whereas the beliefs of inconsistent individuals tend to
be too large. Consistent individuals’ beliefs are not, however, generally closer
to the published point estimates. Rows 3 and 4 show mean log deviations for
lifetime incidence and mortality. These disaggregated bivariate contrasts reveal
no general tendency for consistent individuals to have more accurate beliefs
regardless of which threshold is used to dichotomize the sample.

2.9 Taxonomy of Inconsistencies: Emersonians and Near Bayesians

Closer examination of the elicitation scheme reveals distinct ways in which
a respondent can deviate from Bayes’ Rule. Some respondents are within
plausible bounds (defined below) and could be modeled as if their beliefs were
Bayesian with an error term (referred to as Near Bayesians). Other respondents’
beliefs commit more fundamental violations of probabilistic logic that are more
difficult to interpret as noisy Bayesian beliefs (referred to as Emersonians).
We define three types of gross violations of probabilistic reasoning, any
one of which would indicate a belief generating process that cannot be easily
reconciled with the definition of conditional probability. The first gross logical
error is P(C|+); > 0.50. The definition of conditional probability states that
P(C|+)=P(CN+)/P(+). The numerator refers to an intersection of events
with an obvious upper bound: P(C N +) <min{P(C),P(+)} =0.025. The
unconditional probabilities provided to respondents therefore imply that ratio
of conditional beliefs must be bounded above by 1/2: the upper bound of

hobgoblin of little minds, adored by little statesmen and philosophers and divines. With
consistency, a great soul has simply nothing to do.”
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P(CN+) <0.025 divided by the value of P(+)=0.05 provided in the interview
script implies that P(C|+); <0.025/0.05=1/2. Beliefs at the upper bound of
1/2 correspond to the belief that there are no false positives. Of 133 respondents,
36 (34 economists and 2 non-economists) violated this logical bound.

The second gross departure from probabilistic logic is P(C|+); > P(+|C);.
The definition of conditional probability implies that the numerators of
P(C|+)=P(CN+)/P(+) and P(+|C) =P(CN+)/P(C) are identical, while the
denominators are known unconditional probabilities. The given information,
P(C)=0.025 and P(+PSA) =0.05, should imply that P(C|+); <P(+|C); for
all beliefs about the intersection, P(C N +);, holding with equality only when
P(Cn+); =0. Eleven respondents strictly violated this condition, 9 of whom
also committed the first gross departure from probabilistic reasoning.

The third logical error is P(C|+); = P(+|C);. As long as there is at least one
man whose prostate cancer is correctly identified by a PSA test (i.e., P(CN+) >
0), then P(C|4+PSA) cannot be zero, which implies that the inequality P(C|+) <
P(4+|C) must hold strictly. Sixteen respondents provided equal conditional
beliefs. Of these, seven also violated the first logical restriction, and seven
others violated the second restriction. In total, 45 respondents committed at
least one of the three errors resulting in the designation E'mersonian.

2.10 Perceitved accuracy of the PSA test

One final comparison is considered regarding the perceived versus objective
overall accuracy of the PSA test. Accurate PSA tests occur when the test is
positive and a man has prostate cancer (with associated probability P(+ N C))
or when the test is negative and a man does not have prostate cancer (with
associated probability P(—N~ C)). The following calculation expresses the
probability that the PSA test is accurate as a function of the conditional prob-
abilities corresponding to the conditional belief data (P(C|+); and P(+|C);),
which affect the probability of (the complementary event of) an inaccurate
PSA test, P(— N C) + P(+N~ C) corresponding to false negatives and false
positives:

P(test is accurate) =1 —P(— NC) — P(+N~C)
=1-P(=[C)P(C) = P(~C|+)P(+)
=1—(1-P(+|C))P(C) — (1 — P(C|+))P(+).

The variable perceived accuracy is estimated by substituting each individual’s
conditional beliefs P(C|+); and P(+PSA|C); for P(+|C) and P(C|+) in the
equation directly above and using the published values P(C)=0.025 and
P(+)=0.050. The mean value of perceived test accuracy is 0.973 with standard
deviation =0.013 and an empirical range of 0.937 to 0.999. The objective
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probability that the test is accurate, computed using the published point
estimates for P(+|C) and P(C|+) in Table 1, is: 1 — (1 — 0.68) x 0.025 —
(1 —0.34) x 0.050=0.959. The bivariate regression coefficient on inconsistency
regressed on perceived test accuracy is —0.13 (p=0.575). Similar to earlier
findings, the beliefs of the two most inconsistent individuals are again very
well-calibrated to the objective accuracy of the PSA test.

3 Conditional Effects of Consistency on Belief Accuracy
and PSA Test Taking

If deviations from Bayes’ Rule were a good predictor of economic loss, then we
would expect to see inconsistency with respect to Bayes’ Rule affect either the
objective accuracy of men’s beliefs or the actions that they choose to take (i.e.,
the conditional probability of having a PSA test). Further analysis using a loss
function framework faces at least two challenges, however. The first challenge
is to describe in sufficient detail the states of nature over which losses would
need to be integrated when computing expected loss (i.e., risk). The states
of nature would consist of a large number of pathways that combine possible
screening decisions, diagnoses, treatments, and outcomes along both the C and
~C branches in the extensive-form event tree. A second challenge would be to
account for men’s different valuations, perceived effectiveness of treatments,
and perceived likelihoods of outcomes.

As a partial step, this section reports regression results (extending the
bivariate results reported in the previous section), which provide tests for
the effects of inconsistency on inaccuracy and decisions about PSA testing in
the presenence of controls. One important limitation is that our survey data do
not provide detailed controls measuring men’s beliefs about the effectiveness
of treatments along different branches of the event tree mentioned above. We
do, however, use beliefs about the probability of incontinence in the event
that prostate cancer is treated with surgery as a partial control. The goal
of conditional testing is to detect evidence that inconsistency is associated
with either inaccuracy or actions (based on beliefs about prostate cancer and
the PSA test) that could be interpreted as connecting non-Bayesian beliefs to
economic loss through one of these two channels (belief accuracy or actions).

3.1 Does Inconsistency Affect the Expected Inaccuracy of Beliefs?

We discuss (without reporting the full set of regression results) the effect of
inaccuracy on inconsistency in the presence of a full set of controls: having
consulted written information, information processing (i.e., weighing pros and
cons), social influencers, a quadratic function of age, other individual charac-
teristics from the survey, and subfield indicators. The effect of inconsistency on
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inaccuracy turns out to be little changed from the bivariate regression line in
Figure 2. The regression coefficient on inconsistency was —0.06, p=0.645 in the
bivariate model, and —0.08 (p =0.550) in the conditional model. Similarly, for
every intermediate specification involving different subsets of the regressors, we
never observed a positive coeflicient suggesting a positive association between
consistency and accuracy.

3.2 Does Inconsistency Affect the Probability of PSA Testing?

Table 4 presents estimates of four linear probability models of binary PSA
test decisions and ¢ statistics computed using robust standard errors.'® The
fundamental model assumes that PSA decisions are a function of the five
subjective beliefs (proxying for beliefs about risks of prostate cancer and net
benefits of PSA testing) and a quadratic function of age. The add info processing
model includes individual variation in information acquisition, information
processing, and inconsistency, in addition to all variables in the fundamental
model. Finally, the add influencers model (again encompassing previous models)
allows the probability of PSA testing to depend on social influencers. The first
three models use the binary PSA decision as the dependent variable and the
fourth model uses binary PSA recommendations as the dependent variable to
investigate whether the conditional information in the encompassing model
can explain the large gap between unconditional mean rates of PSA decisions
and recommendations, 46 versus 91%, respectively.

We find statistical confirmation of economists’ self-reports that most do
not weigh costs and benefits when deciding whether to have a PSA test. Across
all three models, the individual belief variables in the first five rows of Table 4
have surprisingly weak effects on the probability of having PSA testing. For
example, the perceived risk of incontinence, which one might have guessed
would strongly condition the likelihood of PSA testing, has (at most) very
modest effects: the coefficients on log(incontinence/0.150) imply that a man
who perceives the risk of incontinence as being twice as large as the average man
does is, at most, 6 to 8 percentage points less likely to have a PSA. Coefficients
on information acquisition and processing (i.e., pros-and-cons deliberation and
logical inconsistency) are nowhere large or statistically significant.

In the fundamentals model, the joint test that the five belief variables all
have zero coefficients corresponds to the hypothesis that subjective beliefs
about cancer risks and the benefits of treatment do not influence PSA decisions.

10Logit and probit models produce qualitatively identical results. Similar to Wisdom
et al. (2010), we use the linear probability model estimated by OLS (with robust standard
errors) to provide easy-to-interpret magnitudes of estimated effects on binary outcomes
(healthy versus unhealthy menu choices, in their case, and PSA decisions in ours). The linear
probability model has the advantage of easily correcting for heteroscedasticity of errors. We
checked that none of the important effect sizes or qualitative results change in the logit and
probit specifications of the empirical model.
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The second-to-last row in Table 4 shows p-values corresponding to tests of that
joint hypothesis. Those tests demonstrate the weak joint explanatory power
of subjective beliefs in the first two models. This weak explanatory power
does not result from overall weakness of the prediction equation, however,
because likelihood ratio tests in all models easily reject the hypothesis that
all coefficients in the model are zero. The p-value for the joint null in the add
influencers model suggests that beliefs about the costs and benefits of PSA
testing do have significant explanatory power once information about social
influencers is included. The doctor influenced variable reveals strong conditional
correlation between doctor’s influence and taking the PSA test despite the
obvious incentive mismatch in doctor-patient interaction, leading to well-
documented problems of defensive medicine, over-diagnosis, over-prescription,
overtreatment, and other potential problems that economists are well aware of
(see Behrens et al., 2005; Loewenstein, 2005; Studdert et al., 2005; and Sorum
et al., 2004, for more on doctor-patient incentive mismatch).

3.3 PSA Recommendation

Pairwise correlation between PSA recommendations and self-reported decisions
is surprisingly small (0.09) and far from statistical significance. As mentioned
above, the unconditional rate of recommendation is double the rate of PSA test
taking. To keep the sample size the same as the other models in Table 4, the
PSA recommendation variable was modified to a forced-choice version coding
nonresponses as zeros. Even in this forced-choice version with a conservative
default rule for nonresponse, the rate of recommendation remains nearly twice
as large as the rate of PSA taking: 46 versus 85%. Beliefs have more predictive
power for PSA recommendations than for PSA decisions. Inconsistency plays
a very limited role.

4 Discussion

4.1  Summary

This study elicited subjective belief data providing measures of both consistency
with respect to Bayes’ Rule and accuracy with respect to objective frequen-
cies. These measures of inconsistency and accuracy revealed no positive (and
often negative) correlations. Bayesian consistency (i.e., conditional beliefs that
conform to the definition of conditional probability) and objective accuracy of
beliefs (i.e., corresponding, or being well calibrated, to objective frequencies)
are both theoretically and empirically distinct as normative criteria.

Our elicitation technique for belief inconsistency provided participants with
two unconditional probabilities based on published medical studies and then
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elicited conditional beliefs whose ratio is constrained to equal the ratio of
known unconditional probabilities by the definition of conditional probability.
Individuals (even economists who are well equipped to apply Bayes’ Rule)
vary considerably in the extent to which their conditional beliefs conform to
restrictions imposed by the logic of probability theory.

A second goal of this paper was to organize the belief data to test for
evidence that inconsistent beliefs might cause economic losses. While acknowl-
edging the problem of controlling for men’s valuations and perceived likelihoods
of different treatment outcomes, we argued that at least a partial step toward
testing whether inconsistency is costly would be to examine two potential
mechanisms linking inconsistency to economic loss: that inconsistency leads
to inaccuracy, or that inaccuracy affects PSA testing decisions (holding the
beliefs about risks of prostate cancer and net benefits of PSA testing constant).
The data reveal no evidence of economically or statistically significant effects
through either channel.

4.2 Which Normative Criterion Fits the Environment?

When evaluating belief data, social scientists sometimes tacitly assume that
belief consistency and belief accuracy ought to be in harmony even though,
analytically and empirically, they may be unrelated or negatively correlated.
If there are high-stakes decision environments that reward accuracy but not
consistency, then it would be unsurprising to find that people with consistent
beliefs are no more or less likely to have accurate beliefs. Absent any evidence
linking consistency and accuracy, those making normative claims or suggesting
institutional designs that aim to improve belief rationality by the sole criterion
of consistency would do well to delimit those normative judgments and tailor
any proposed nudges to match the environments in which it has been confirmed
that consistency is in fact rewarded. In environments that primarily reward
accuracy but not consistency, normative and prescriptive analysis could perhaps
do better by focusing directly on enabling improvements in accuracy rather
than worrying about the intermediate step of checking for, or encouraging,
belief consistency, which may not matter in a particular classes of decision
problems.

4.8 Social Heuristics in Medical Decision Making

With the usual caveats required when interpreting self-reports about issues as
personal as medical decision making, we asked respondents how much written
information they had acquired, the sources of that information, and whether
or not they had weighed the pros and cons when deciding whether to have a
PSA test. More than half said that they had not weighed pros and cons. One
may wonder whether these data are simply too noisy to reveal the underlying
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mechanisms that would otherwise exhibit positive associations between consis-
tency and accuracy. We argue, on the contrary, that respondents’ self-reported
PSA decisions become intelligible with acceptable levels of model fit under the
alternative hypothesis that economists, like many people, sometimes rely on
the simple heuristic of following doctors’ advice, sometimes referred to as a
white-coat heuristic, that is, when in a hospital or at a doctor’s office, people
adhere to what doctors (usually in white coats) recommend (Wegwarth and
Gigerenzer, 2013). The social influencer indicator variables, especially doctor
influenced, add considerable explanatory power to the conditional models in
Table 4.

There is abundant evidence that incentive mismatch between doctors
and patients can lead to defensive medicine (i.e., treatments provided for
the doctor’s benefit of legal protection) and overtreatment of cancers that
would not have caused death. There is also abundant evidence documenting
large gaps in doctors’ statistical literacy and their knowledge of research and
statistical evidence (Gigerenzer et al., 2007). On the other hand, the time costs
of accessing information about prevalence and mortality of prostate cancer,
together with evidence-based recommendations on screening and treatment,
would amount to little more than a few mouse clicks as this information is
readily available online (e.g., the U.S. Preventive Services Task Force online
database). An expected utility maximization model whose solution is an action
rule that relies solely on doctors’ advice without conditioning on other sources
of information would require strong restrictions on functional forms in order
for patients’ subjective beliefs about risks of cancer and PSA testing to not
influence a man’s probability of having a PSA test.

4.4 Interpretations

Why would smart people hold inconsistent subjective beliefs? Gilboa et al.
(2008) provide examples of decision contexts (e.g., wars, or a coin that one
has never seen or flipped before) in which they argue it would be irrational
to hold probabilistic beliefs. According to them (and others), non-standard
reasoning processes that generate behavior inconsistent with axioms of internal
consistency can be defended and, in some contexts, shown to have advantages
over decision processes that adhere strictly to consistency (e.g., Gilboa and
Schmeidler, 1995; Samuelson, 2001; Aragones et al., 2005; Spiegel et al., 2007;
Robson and Samuelson, 2009; Bardsley et al., 2010). Grunwald and Halpern
(2004) identify a related problem in which non-Bayesian updating provides
more precise predictions. In both theoretical and empirical studies, less-is-
more effects by which non-standard beliefs and heuristics that ignore relevant
information are shown to provide real economic benefits and improvements in
predictive accuracy (e.g., Hogarth and Karelaia, 2005, 2006; Baucells et al.,
2008; Berg and Hoffrage, 2008; Goldstein and Gigerenzer, 2009).
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Sugden (1991) argues against the normative interpretation of expected
utility theory, and Starmer’s (2000, 2005, 2009) historical and methodological
analyses of normative debates about Bayesian reasoning and expected utility
theory arrive at similar conclusions. Camerer and Hogarth (1999) suggest that
learning about the consequences of one’s inconsistency occurs relatively slowly,
and Loewenstein (1999, 2005) argues that many high-stakes decisions, especially
medical decisions, are one-shot (without repetition in decision makers’ health
decision-making environments). These findings raise questions about whether
it is reasonable to assume that inconsistency should be competed away or
reduced as the result of experience (c.f., Braga et al., 2009). In high-stakes
decisions (e.g., medical decisions with substantial mortality risk, financial
decisions involving a large fraction of one’s wealth, or career and relationship
advice among loved ones), many who are well-equipped to follow axiomatic
requirements of consistency nevertheless choose to apply normative criteria
beyond, or in conflict with, consistency.!!

4.5 Decision-Making Process in PSA Testing

Table 1 showed that only 46 out of 128 respondents reported having weighed
pros and cons when deciding on PSA testing, including 16 who did not weigh
pros and cons despite having reported that they perceived potential harms.
This suggests a thought process in line with Gilboa et al.’s (2009) “view
of rationality that requires a compromise between internal coherence and
justification.” Social influencers provide justification in the social environments
in which people commonly make medical decisions (e.g., having the PSA test
because a spouse or doctor told me to do so, or because someone I know
said to).

4.6 Guess-50 Heuristic

Respondents may have simply guessed “50%” when facing elicitation of beliefs
about probabilities for which they had only agnostic priors. We coded the
number of times respondents guessed 50 to see if uninformed priors indicated
by guessing 50% was correlated with either consistency or accuracy. Among
the five elicited beliefs, the maximum number of times anyone in the sample
guessed 50 is twice. Interestingly, the 22 individuals who guessed 50 twice
had more accurate beliefs (mean inaccuracy of 0.71, SE=0.01) than those

11 According to reliable sources, a well-known decision theorist and proponent of strictly
normative interpretations of axiomatic decision theory faced the decision of whether to take
a job offer from a competing university. He deliberately chose to ignore normative decision
theory based on consistency axioms. When colleagues asked him why he did not simply
choose a prior, compute the expected utilities associated with each job offer, and then choose
the action with maximal expected payoff, the decision theorist responded in exasperation:
“Come on, this is serious!” (Gigerenzer, 2004).
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who never guessed 50 (mean accuracy of 1.02, SE=0.09). Two of 24 Per-
fect Bayesians guessed 50 twice (e.g., P(C|+);/P(+|C); =50/100 or 25/50
would allow for guessing 50 and being perfectly Bayesian). Emersonians and
Near Bayesians guessed 50 at roughly the same rates. And inconsistency was
uncorrelated with guessing 50.

4.7 Additional Evidence Regarding Social Influences on PSA Decisions

There is a large difference in rates of PSA taking between those who reported
that nobody influenced them and those who reported at least one influencer: 36
versus 78%. No other variable in our data has such a large bivariate association
with PSA taking. This (singularly) strong bivariate leverage suggests that
social influence may completely override cost-benefit thinking, complementing
regression evidence in Table 4 pointing to the importance of social influencers.
For example, there is only a modest 15 percentage-point difference in rates
of PSA taking between respondents who weighed pros and cons (76%) and
those who did not (61%), and this difference disappears within the subsample
of those reporting having been influenced by at least one other person (most
commonly, a spouse).

4.8 Why Economists?

To improve the chances of finding empirical links between logical consistency
and the objective accuracy of beliefs, the data were collected mostly from
economists. Gaechter et al. (2009) argue that empirical findings of anomalous
behavior by economists are especially convincing because one would expect
economists’ professional training to limit algebraic and statistical errors while
providing unusually strong awareness of psychological mechanisms thought to
give rise to anomalies. Our sample size of 133 was comparable to theirs, which
was 120. Previous studies have shown that economists behave differently from
non-economists because of both selection and training (Carter and Irons, 1991;
Frank et al., 1993; Yezer et al., 1996). Surveys of economists have shown that
economists’ statistical reasoning and policy views differ substantially from those
of non-economists (Caplan, 2001, 2002; Blendon et al., 1997). Also relevant
to the medical decision-making data in this paper is previous survey evidence
showing that economists agree more than non-economists on the determinants
of health and health care expenditures (Fuchs et al., 1998). Perhaps the most
compelling reason for studying economists is that their beliefs about statistical
and medical concepts can (in theory) be measured with far less noise than in
the general population, whose poor understanding of statistics and “health
literacy” is well documented (Williams et al., 1995; Parker et al., 1995; Baker
et al., 1998; Lusardi and Mitchell, 2009).
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4.9 Conclusion

Economists are presumably as familiar with the normative benchmarks of
consistency and accuracy as anyone. Yet they vary substantially in: (1) the
degree to which their subjective beliefs adhere to the consistency requirements
of probabilistic logic, (2) the accuracy of their beliefs, and (3) the PSA decisions
(and other medical decisions) they make. Despite this variation, no positive
associations between inconsistency and inaccuracy were observed. The data
support the view articulated in Gilboa et al. (2009):

We reject the view that rationality is a clear-cut, binary notion
that can be defined by a simple set of rules or axioms. There
are various ingredients to rational choice. Some are of internal
coherence, as captured by Savage’s axioms. Others have to do with
external coherence with data and scientific reasoning. The question
we should ask is not whether a particular decision is rational or
not, but rather, whether a particular decision is more rational than
another. And we should be prepared to have conflicts between
the different demands of rationality. When such conflicts arise,
compromises are called for. Sometimes we may relax our demands
of internal consistency; at other times we may lower our standards
of justifications for choices. But the quest for a single set of rules
that will universally define the rational choice is misguided.

The conclusions we draw are not categorically in conflict with the possibility
of real-world benefits from adhering to Bayes’ Rule or other axioms based
on internal consistency. If within-person divergence among plural normative
criteria is typical, then our personal view is that consideration of these mul-
tiple normative criteria should be required to make meaningful normative
comparisons between individuals and across different decision-making envi-
ronments (c.f., Berg, 2003, 2014). There seems to be a disconnect in the vast
empirical literature on non-Bayesian beliefs by which Bayesian consistency is
used to rank the rationality of individuals’ beliefs without confirming whether
Bayesian consistency matches the reward structure in which people apply
their non-Bayesian beliefs. Why should we care about non-Bayesian beliefs in
decision problems where consistency is not rewarded and there is no obvious
mechanism guaranteeing that Bayesian beliefs tend to be more accurate?
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