


















(40–80 Hz), and high-gamma (90–130 Hz) frequency bands
(Lopes da Silva 2013). The analyses showed significant latency
differences between percepts that were consistent across par-
ticipants (Fig. 6, B and C). In contrast, no significant changes
in the maximum value of the cross-correlation were observed
between percept conditions (Fig. 7). This suggests that the
tracking of the speech envelope by HFA was operated at
distinct latencies between percept conditions, whereas the
amount of coupling between the speech envelope and HFA
dynamics remained constant.

As discussed earlier, the distance between consonants is 80
ms for “lampe” and 50 ms for “sep.” The silence duration prior
to the plosive is 90 ms for “lampe” and 70 ms for “sep.” Thus
the switch from the percept “lampe” to the percept “plan”
could be performed via a shift in the linguistic parsing window
of 80 ms minimum and up to 170 ms (184°). The switch from
the percept “sep” to the percept “pse” could occur through a
temporal shift of the linguistic parsing window up to 120 ms
(130°). These estimated shifts fall within the confidence inter-
vals of the HFA phase data, suggesting that the reported phase

shifts are consistent with shifts in linguistic parsing windows.
In bisyllabic sequences, the significant clusters of the cross-
correlograms contrasts were sparser (Fig. 6A) and inconsistent
across participants.

Overall, although perception only weakly modulated the
phase of entrained oscillations, it strongly impacted the dy-
namics of beta, gamma, and high gamma amplitude. Addi-
tional analyses were performed to assess the tracking of 1.5-Hz
speech dynamics by HFA (this time by filtering the speech
signal at 1.5 Hz) during bisyllabic parsing. Sparse significant
changes were observed at the individual level (Fig. 6). Hence,
high-frequency dynamics could predict the perceived word
within one monosyllabic word sequence, but overall did not
inform about the perceived word in bisyllabic word sequences.

LFO and HFA Effects are Not Driven by Volitional Control

So far, we have reported effects under volitional control:
participants were asked to hear and maintain a specific percept
during the presentation of the ambiguous sequences. Several of
the effects that we interpret as the result of linguistic parsing

Fig. 6. HFA latency patterns during mono-
syllabic word sequences. A: number of par-
ticipants with significant changes between
percepts in 3-Hz speech component-neural
response cross-correlation (magenta lines)
and 1.5-Hz speech component-neural re-
sponse cross-correlation (cyan lines) for
each frequency band. Data are reported in
both left (solid line) and right (dashed line)
temporal sensors for each sequence. We ob-
served significant changes in the cross-cor-
relograms for a majority of participants in
the monosyllabic word sequences for fre-
quency bands in the beta (12–30 Hz),
gamma (40–80 Hz), and high-gamma (90–
130 Hz) ranges. B and C: phase shifts in
speech envelope tracking between each per-
cept condition in the beta (12–30 Hz),
gamma (40–80 Hz), and high-gamma (90–
130 Hz) range for ”lampe“ sequences (B)
and ”sep“ sequences (C). Each gray line
corresponds to the phase difference between
one perceptual outcome and the other for
one subject. The dashed lines refer to partic-
ipants for whom significant clusters were not
found within the target frequency range. The
black line corresponds to the average phase
across subjects who showed significant dif-
ference between the percept conditions; red
arcs correspond to 95% CI. We show here
that the reported differences in cross-corre-
lation were related to strong shifts in the
phase of neural-speech tracking.
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also may have been influenced by the volitional control im-
posed by the task. To control for this, we analyzed the data
from the familiarization task, in which participants listened to
the same sequences and spontaneously reported what they
heard, without trying to influence their percept in any way. The
sequences and the reporting instructions were identical to the
volitional task: participants depressed a button corresponding
to their current percept (3 possibilities: “percept 1,” “percept
2,” or “other”). As in prior findings, participants did not report
hearing the two percepts in equal proportions, but rather mostly
reported hearing the initial veridical word repeated in the
sequence (Basirat et al. 2012; Sato et al. 2007). Nevertheless,
and with many cautionary steps, we performed a comparable
analysis as for the volitional data. Data of participants that had
too strong a perceptual bias (i.e., one of the percepts was
reported less than 20% of the time) were rejected. Hence, 12
participants were included in the “képi”/“piquer” analyses, 8
participants in the “pata”/“tapa” analyses, and 8 participants in
the “plan”/“lampe” analyses. Only 3 participants could be
included in the “pse”/“sep” analyses, and thus we only report
this condition for illustration purposes.

As previously, we analyzed the 3- and 1.5-Hz phase shifts
between percept conditions. We also performed the cross-
correlograms for the “plan”/“lampe” sequences in the sponta-
neous conditions, which we illustrate below. As can be seen,
we obtain similar results as with the volitional task as reported
in Figs. 2, 3, and 5. First, small 3-Hz phase shifts were
observed for the contrast “plan”–“lampe” (Fig. 8A). The phase
shift was of the same amplitude and direction as in the
volitional task. This replication could then be interpreted in
favor of a consistent (but weak) top-down modulation of 3-Hz
oscillatory activity. Second, no significant 1.5-Hz phase shifts
were observed for bisyllabic sequences (Fig. 8B). Third, sig-
nificant changes in 3-Hz-modulated HFA activity were ob-
served between “plan” and “lampe” conditions for participants
who were included in the analysis (p04 and p05, Fig. 8C).
Although the results should be interpreted with caution due to
the small number of participants, our results suggest that the
main effects of LFO and HFA reported in the volitional task
are comparable with those seen in the spontaneous task. Hence,
this control suggests that the observed effects reflect genuine

linguistic parsing processes and cannot be easily confounded
by participants’ cognitive strategy.

DISCUSSION

Our results show an endogenous control of high-frequency
activity (HFA) when individuals listen to speech in the context
of ambiguous acoustic information. Latency changes of HFA
were indicative of the perceived segmented word in the speech
streams. We also identified small changes in the phase of
entrained low-frequency oscillatory (LFO) responses. Our
findings help to shed light on the postulated roles of neuronal
oscillations in speech processing (Ding and Simon 2014;
Ghitza 2011; Giraud and Poeppel 2012; Poeppel 2003; Poeppel
et al. 2008) and show potential dissociable roles of HFA and
LFO in the parsing of acoustic information into discrete lin-
guistic content.

Top-Down Control of LFO and HFA During Speech
Processing

Both mono- and bisyllabic speech sequences elicited a
significant LFO response akin to typical frequency tagging or
low-frequency neural entrainment (Hari et al. 1989; Rees et al.
1986; Thut et al. 2011). Under the assumption of a passive
entrainment of brain responses, LFO would be expected to
remain phase-locked or stationary with respect to the temporal
structure of entraining stimuli. Our results suggest that LFO
may, to some extent, be not solely driven by the acoustics of
the speech signals but also are subject to endogenous control.
Specifically, the 3-Hz phase response in monosyllabic speech
sequences differed between the two percepts. The phase shifts
were weak but consistent in direction and strength across the
volitional and spontaneous tasks. Consistent with this, recent
findings have shown that the phase of LFO entrainment in
auditory cortices can be modulated when timing is relevant to
the task (Kösem et al. 2014; Ten Oever and Sack 2015) and can
be under top-down control (Baldauf and Desimone 2014;
Cravo et al. 2013; Gomez-Ramirez et al. 2011; Lakatos et al.
2008; Park et al. 2015; Parkkonen et al. 2008; Stefanics et al.
2010). Furthermore, our results and those of others (Ten Oever
and Sack 2015) suggest that the phase of LFO correlates with

Fig. 7. Mean maximum value of cross-correlation across participants in beta, gamma, and high-gamma bands. The maximum value of cross-correlation did not
significantly change between ”lampe“ and ”sep“ sequences [F(1,14) � 1], between hemispheres [F(1,14) � 1], and between target frequencies [F(2,28) � 1].
Crucially, the maximal value of cross-correlations did not differ between percept conditions [F(1,14) � 1].
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perceptual speech reports. The observed right hemispheric bias
in our data could be linked to empirical observations that the
right hemisphere is more sensitive to slow speech fluctuations
than the left hemisphere (Boemio et al. 2005; Giraud et al.
2007; Poeppel 2003), although the lateralization of the phase
effects has not been explicitly tested and is beyond the scope of
this study. During bisyllabic sequences, an additional 1.5-Hz
neural response was found. Although we cannot exclude the
possibility that 1.5-Hz responses mainly reflect the acoustic
tracking of the speech signals, the presence of this oscillatory
response is in line with previous studies suggesting that delta
power can be subject to top-down control during sound pro-
cessing (Nozaradan et al. 2011) and speech analysis (Buiatti et
al. 2009; Ding et al. 2016; Park et al. 2015) and does not solely
reflect the temporal structure of the acoustic signals.

Whereas the evidence for top-down modulation for LFO was
rather weak, the temporal alignment between the speech sig-
nals and the amplitude of HFA displayed systematic latencies
or phase shifts as a function of the perceived word. This
observation was predicted by speech models (Giraud and
Poeppel 2012; Hyafil et al. 2015a) as discussed in the Intro-
duction (also cf. Fig. 1B). These effects were systematic within
individuals, concentrated in the beta, gamma, and high-gamma
frequency bands. Gamma oscillations are markers of neural

excitability (Lakatos et al. 2005), and HFA has more generally
been shown to track the dynamics of speech (Gross et al. 2013;
Hyafil et al. 2015a; Kubanek et al. 2013; Mesgarani and Chang
2012; Mesgarani et al. 2014; Millman et al. 2013; Nourski et
al. 2009; Pasley et al. 2012; Zion Golumbic et al. 2013). More
specifically, the gamma band has been hypothesized to encode
speech information at the phonemic level (Poeppel 2003;
Poeppel et al. 2008). We thus expected gamma activity to be
largely indicative of the perceived word during bistable speech
perception. To the best of our knowledge, the implication of
the beta band in speech tracking has not yet been empirically
reported, although beta activity has been theoretically posited
for chunking dyads, i.e., speech units of 50-ms duration rep-
resenting the transition between pairs of phones (Ghitza 2011).
In addition, beta and gamma neural responses are known
dissociable markers of top-down and bottom-up communica-
tion (Arnal et al. 2011; Arnal and Giraud 2012; Bastos et al.
2014, 2015; Fontolan et al. 2014). Gamma responses are
typically reported as feedforward signals, whereas beta activity
has typically been associated with feedback signaling. In our
experiment, the fluctuations of beta (respectively, gamma)
amplitude could potentially reflect the temporal alternation of
feedback (respectively, feedforward) information transfer as
shown in a recent report (Fontolan et al. 2014). In their study,

Fig. 8. LFO and HFA effects when partici-
pants spontaneously report their perception
of the speech sequences. A: phase differ-
ences of the 3-Hz response contrasting the
perceived speech utterances. Polar plots re-
port the 3-Hz phase difference between the 2
perceptual outcomes (top, in the left hemi-
spheric sensors; bottom, in the right hemi-
spheric sensors). Each gray bar is an indi-
vidual’s phase difference between the 2 per-
ceptual outcomes in a given condition. The
black bar corresponds to the mean average
phase difference across all participants. Red
arcs are 95% CI. As during the volitional
task, we observed significant phase shifts of
�8° for the contrast ”plan“–”lampe.“ The
contrast ”pse“–”sep“ was not clearly inter-
pretable in the spontaneous task due to a
high rejection rate of participants’ data. B:
phase differences of the 1.5-Hz response
contrasting perceived words in the bisyllabic
sequences. As in the volitional task, the
1.5-Hz phase did not significantly differ be-
tween percept conditions. C: cross-correla-
tions between the speech envelope and brain
activity during the ”lampe“ sequences for 2
participants in the spontaneous task. Each
plot shows the difference in cross-correla-
tion between ”plan“ and ”lampe“ percept
conditions. Significant differences are indi-
cated by any patch not colored green.
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Fontolan et al. (2014) used natural speech stimuli and showed
that the transition between bottom-up information transfer via
gamma activity and top-down communication via beta chan-
nels occurred at 1–3 Hz during listening. Their observation was
consistent with the idea that speech information propagates
along the processing hierarchy and back by units of syllabic/
word length. In this scenario, speech tracking by HFA may not
only increase the sensitivity to incoming acoustic information
but also reflect the linguistic parsing at the syllabic scale.

Brain Oscillatory Mechanisms of Linguistic Parsing

Speech models suggest that LFO chunk the encoding of
speech (indexed by HFA) into discrete informational units. In
this study, we tested whether these segmented units would
directly inform on the perceived word segmentation of speech
signals, i.e., whether LFO and HFA reflect linguistic parsing
mechanisms. Specifically, the neural speech code parsed by the
LFO should contain all acoustic features information necessary
for the perceived word. Thus, in our experiment, the changes in
percept during the bistable sequences should have been asso-
ciated with temporal shifts of LFO and HFA of tens of
milliseconds to capture the acoustic information of the distinct
words. The tracking of speech by HFA showed latency shifts
of � 80–150 ms, which is compatible with changes of linguis-
tic parsing. In contrast, the observed modulations of LFO were
insufficient to fully support a direct role of LFO in linguistic
parsing. In monosyllabic sequences, the magnitude of the 3-Hz
phase shifts was small and inconsistent with the expected
extent of the phase delay that would have been expected if the
acoustic speech signals were parsed on the basis of the oscil-
latory LFO duty cycle (Fig. 1B). Neither the changes in power
nor the phase shifts of the 1.5-Hz neural responses could
distinguish between conscious percepts in the bisyllabic con-
ditions.

If the present LFO modulations cannot be explained by
shifts in the parsing windows for speech segmentation, they
may alternatively reflect an attentional modulation of acoustic
processing, i.e., an enhanced neural excitability to particular
acoustic features as has previously been reported for various
kinds of sound stimuli (Besle et al. 2011; Cravo et al. 2013;
Gomez-Ramirez et al. 2011; Lakatos et al. 2008; Rimmele et
al. 2015; Schroeder and Lakatos 2009a; Stefanics et al. 2010;
Zion-Golumbic et al. 2013). One possibility is that the ob-
served top-down effects reflect the processing of nonlexical
speech information relevant for speech segmentation. In par-
ticular, the neural tracking of acoustic rhythms in the 1- to
3-Hz range could be dedicated to the encoding of prosodic
temporal fluctuations (Poeppel 2003), known to give reliable
cues for speech parsing (Ding and Simon 2013; Greenberg et
al. 2003). Alternatively or in addition to prosodic cues, delta-
theta oscillations could reflect the processing of coarticulation
(i.e., the overlap in the frequency spectrum of adjacent pho-
nemes) that also provides relevant cues for word segmentation.
In our design, monosyllabic sequences were composed of the
word “lampe” and pseudo-word “sep”: both streams contained
coarticulatory cues that are compatible with one of the two
interpretations, i.e., a consonant vowel onset (“lampe” or
“sep”), but not with the other interpretation in terms of a
consonant cluster at the onset (“pse” or “plan”). The 3-Hz
phase effects could then reflect the suppression of the irrelevant

phonetic cues that would not be compatible with the perceived
word. This would be consistent with recent findings showing
that LFO encode phonemic information (Di Liberto et al. 2015)
and that theta (3–5 Hz) oscillations are involved in phonemic
restoration (Riecke et al. 2009, 2012; Strauss et al. 2014;
Sunami et al. 2013).

The reported top-down effects on oscillatory activity were
mostly observed in the monosyllabic word sequences. The
involvement of LFO and HFA in the encoding of coarticulation
could provide a first explanation for the absence of endogenous
phase effects in the bisyllabic conditions, because syllabic
items were pronounced independently and no coarticulation cues
were favoring one or the other interpretation of these sequences.
Our results could also highlight the importance of syllabic anal-
yses (Greenberg et al. 2003; Poeppel 2003) and support the
hypotheses that the brain specifically computes syllabic-like
speech primitives for perception (Poeppel et al. 2008). Addi-
tional mechanisms might be required for the building up of
bigger temporal speech units, e.g., when two syllabic units
have to be concatenated or segregated to form a word. Frontal
delta activity (Ding et al. 2016; Park et al. 2015) and fronto-
parietal alpha mechanisms (Kayser et al. 2015; Shahin and Pitt
2012) may have an important role in multisyllabic word and
phrase chunking. Periodical enhancement of alpha power may
in particular mark the inhibition of auditory cortex activity at
perceived word boundaries (Shahin and Pitt 2012) and during
speech silent gaps (Kayser et al. 2015).

Origins of the Difference Between HFA and LFO Effects

Whereas the tracking of speech features by HFA was
strongly influenced by perception, LFO speech tracking only
showed small modulations. It could be argued that the disso-
ciation between HFA and LFO behavior is mainly due to the
coarse spatial resolution of MEG analysis and that our findings
reflect the combined activity of distinct brain regions that serve
dissociable mechanisms. Distinct networks may reflect acous-
tic processing and linguistic parsing: the neural tracking of
fine-grained acoustic features would be restricted to primary
auditory cortices (Kubanek et al. 2013), whereas that of pho-
nemic or lexical information would take place in higher order
regions (e.g., superior temporal sulcus and Broca’s areas)
specific to speech processing (Boemio et al. 2005; Kubanek et
al. 2013; Liem et al. 2014; Overath et al. 2015; Zion Golumbic
et al. 2013) or attentional selection (Besle et al. 2011; Zion
Golumbic et al. 2013). In other words, MEG data reported in
this study may at once capture stimulus-tracking mechanisms
in auditory cortices and cortical oscillators for speech parsing
in higher order auditory areas (Overath et al. 2015). Interest-
ingly, a recent report suggested that the top-down influences of
HFA and LFO in linguistic processing are observed in different
areas (Ding et al. 2016). Top-down language-specific process-
ing may mainly affect HFO in superior temporal gyri and LFO
in a more distributed network throughout frontal and temporal
lobes. In this study, we selected activity from temporal sensors
to focus our analysis on auditory cortices’ response to speech,
and we may thus have primarily captured activity from regions
having stronger top-down HFA effects.

Alternatively, our results suggest that during speech listen-
ing, low-frequency neural tracking may be weakly modulated
by top-down word segmentation processing (Howard and
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Poeppel 2010; Millman et al. 2015; Obleser et al. 2012; Peña
and Melloni 2012). The small phase differences observed in
LFO contrast with the large phase reversals of low-frequency
entrainment reported during attentional selection (Besle et al.
2011; Gomez-Ramirez et al. 2011; Lakatos et al. 2008) and
cocktail party effects (Zion Golumbic et al. 2013). These
differences may be accounted for by fundamental differences
in stimuli and task. In previous experiments, two distinct
rhythmic inputs were competing for attentional selection, and
the phase of slow oscillations reflected the dynamics of the
selected sensory input (Besle et al. 2011; Gomez-Ramirez et al.
2011; Lakatos et al. 2008). The modulations of neural dynam-
ics by attention were based on existing external temporal
information, and changes in oscillatory phase may thus result
from the amplification of the evoked responses to stimuli of
distinct temporal profiles. Hence, the slow dynamics may have
primarily reflected the gain of relevant sensory information as
opposed to fundamentally providing endogenous temporal
parsing mechanisms. In the present study, however, only one
acoustic stream of information was provided to participants,
and the contribution of gain mechanisms may be much smaller
because no competing sensory inputs were physically provided
to participants.

Second, and perhaps more controversial, the power fluctu-
ations of HFA question the hypothesis of a fixed phase-
amplitude coupling between slow and fast brain oscillations
(Canolty et al. 2006; Canolty and Knight 2010; Schroeder and
Lakatos 2009a, 2009b). A fixed phase-amplitude coupling
would predict similar temporal shifts according to the con-
scious percept in both slow and fast oscillatory speech track-
ing. However, we found that speech tracking in beta-gamma
amplitude predicted perception, whereas speech tracking in
delta-theta phase only weakly changed as a function of the
perceived speech percept. This suggests that the position of
maximal beta-gamma amplitude is variable with respect to the
low-frequency phase but systematic with respect to a partici-
pant’s percept. As such, the relative phase of coupling could
constitute a valuable code to partition neural activity for
sensory processing (Hyafil et al. 2015b; Jensen et al. 2012,
2014; Lisman and Jensen 2013; Nadasdy 2010; Panzeri et al.
2010). Consistent with this, the phase of firing according to
low-frequency oscillations has been shown to be a reliable
decoder of sensory content (Kayser et al. 2009, 2012; Monte-
murro et al. 2008; Ng et al. 2013; Panzeri et al. 2010), and the
relative phase of slow neural oscillations can predict perceptual
features and attentional state (Agarwal et al. 2014; Bonnefond
and Jensen 2012; Kösem et al. 2014; van Ede et al. 2015).
Low-frequency neural oscillations could thus provide temporal
metrics for sensory processing, and the entrainment of neural
oscillations to external rhythms could support the extraction of
timing information without a priori knowledge of external
timing (Kösem et al. 2014; Scharnowski et al. 2013). We
conjecture that this mechanism applies for speech processing,
as well: the position of high-frequency neural oscillations in
the cycle of the entrained neural oscillation may be a crucial
cue for delineating temporal windows for syllabic segmenta-
tion.
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