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The human brain has the extraordinary capability to transform
cluttered sensory input into distinct object representations. For
example, it is able to rapidly and seemingly without effort detect
object categories in complex natural scenes. Surprisingly, category
tuning is not sufficient to achieve conscious recognition of objects.
What neural process beyond category extraction might elevate
neural representations to the level where objects are consciously
perceived? Here we show that visible and invisible faces produce
similar category-selective responses in the ventral visual cortex. The
pattern of neural activity evoked by visible faces could be used to
decode the presence of invisible faces and vice versa. However, only
visible faces caused extensive response enhancements and changes
in neural oscillatory synchronization, as well as increased functional
connectivity between higher and lower visual areas. We conclude
that conscious face perception is more tightly linked to neural
processes of sustained information integration and binding than to
processes accommodating face category tuning.

consciousness | object categorization | figure–ground segregation |
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Image processing and image perception are not the same thing.
Faces, for example, are processed even when they are invisible to

the observer (1), and face processing has been shown to continue
in anesthetized macaques (2). Apparently, even highly complex
neuronal tuning responses are not sufficient to achieve perception.
So what neural operations turn complex tuning responses into
conscious representations? A window into these operations might
be obtained by investigating perceptual organization. Perceptual
organization is an umbrella term for cortical functions that orga-
nize sensory input into coherent and interpretable perceptual
structures. It is thought to encompass processes such as figure–
ground segregation, object detection, and object categorization
(3). Theoretical accounts of human vision going back to Rubin
(1915) have suggested that perception requires objects to first be
segregated from their background (3–5) and that object recog-
nition follows figure–ground segregation. This notion has been
challenged by behavioral studies showing that object recognition
influences figure–ground assignment and might even precede it
(6). Given their putative role in perception, resolving the re-
lationship between category tuning and figure–ground segrega-
tion may tell us how sensory input is transformed into perceptual
representations.
To investigate this relationship, wemeasured signals of category

tuning and figure–background processing while subjects viewed
visible and invisible objects. Given the speed of object category
extraction (7, 8), we hypothesized that basic-level category tuning
results from simple-to-complex feedforward computations (9) and
is unrelated to object perception (1). We therefore predicted that
it should be possible for both visible and invisible objects to elicit
category tuning. Figure–ground processing, on the other hand,
requires incremental grouping mechanisms in which tuning in-
formation from neurons with different receptive field sizes is

integrated across visual areas over longer periods of time (10, 11).
It has been suggested that mechanisms of neuronal integration are
crucial to feature binding (12) and conscious perception (13).
These claims are motivated by key properties of everyday per-
ception that can be uniquely explained by mechanisms of infor-
mation integration: differentiation, the availability of a seemingly
infinite number of conscious experiences, and integration, the
perceptual unity of each of these experiences (14). Therefore, our
second prediction was that only consciously segregated objects
show markers of sustained neuronal integration, directly linking
neuronal integration to conscious experience.
Using a dichoptic fusion paradigm (1, 11), we presented objects

that were either visible or not visible (Fig. 1A). Faces, houses,
nonsense objects, and homogenous screens (Fig. 1B) were con-
structed using orientation-defined textures of Gabor elements.
Monocularly, objects were created using different orientations for
object and background (Fig. 1A, left and right eye). When prop-
erly viewing stimuli with both eyes, textures in the left and right
eye fuse together. The fused textures could either be different for
object and background (visible, Fig. 1A, Upper) or the same for
object and background (invisible, Fig. 1A, Lower). Despite having
very different perceptual properties when viewed with both eyes,
average monocular stimulation was the same for visible and in-
visible conditions, allowing us to investigate how signals of cate-
gory tuning and figure–ground processing are impacted when
viewing visible and invisible objects. Neural correlates of category
tuning were obtained by contrasting objects of different categories
among each other. Comparing these objects with homogenous
textures made it possible to look at the processes that are active
when segregating objects from their background (see Figs. S1 and
S2 for examples of these contrasts and SI Methods for details). To
be sure, we should note that the figure–ground contrast not only
highlights figure–ground processes but also category extraction, as
individual object stimuli contain a category, whereas homogenous
textures do not. Because functional MRI (fMRI) suffers from
spatial blood-oxygen level–dependent (BOLD) summation of the
underlying neuronal responses (15), the generic figure–ground
profile in category-selective regions could also reflect averaged
individual category-selective responses, even though we refer to
this contrast as the figure–ground contrast for ease of reference.

Results
To minimize attentional and postperceptual differences between
visible and invisible conditions (16), subjects performed a dis-
tractor task instead of stimulus categorization. On each trial they
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had to indicate whether a stereoscopically presented ellipse
appeared to be hovering in front or behind the stimulus screen
due to a slight offset in left and right eye (Fig. 1C; SI Methods).
The task could only be performed reliably when stereoscopically
focusing on the fixation dot, requiring subjects to fuse left and
right eye images. In a behavioral control task performed directly
after scanning, but still inside the scanner, subjects combined
ellipse localization with a stimulus categorization response (face,
house, nonsense object, or homogenous; Fig. 1D). Task perfor-
mance on ellipse localization during the control task was the
same as during scanning (mean hit rate control = 0.91 vs. scan-
ning = 0.90, F1,15 = 0.445, P = 0.515), confirming that stereo-
scopic viewing conditions between the experimental and control
runs were comparable. Visible categories were classified with
high accuracy (mean d′ = 3.47, F1,15 = 548.65, P < 10−12, all
individual P < 10−9), whereas none of the invisible categories
were identified above chance level (mean d′ = 0.11, F1,15 = 1.58,
P = 0.228, all individual P > 0.18).
To identify signals related to category tuning, we used fMRI to

isolate classical face- and place-selective areas (17, 18). The face-
selective contrast (faces > houses and nonsense objects, visible
and invisible combined) activated well-defined group-level clus-
ters in the fusiform cortex (Fig. 2A) known as the fusiform face
area (FFA). A localizer using photographs of faces and other
objects was used to verify that these voxels corresponded to the
classical FFA (Fig. S3). The contrast houses > faces and non-
sense objects did not reveal place-selective clusters in the para-
hippocampal place area (PPA). Consequently, the focus of this
paper is on face selectivity, although we test for other category-
selective responses in all analyses.
We examined BOLD signals in the left and right FFA of

functional data that were independent from the data used for
FFA selection (Methods; Fig. S3). A three-way ANOVA showed
that these responses were face selective (faces vs. houses and
nonsense objects: F1,15 = 11.26, P = 0.004), larger to visible than
to invisible stimuli (F1,15 = 42.68, P < 10−5), and that responses
were stronger in the right than in the left hemisphere (F1,15 =
11.70, P = 0.004). Strikingly, face selectivity did not interact with
visibility (F1,15 = 1.13, P = 0.304), indicating that category-se-
lective responses to visible and invisible faces were comparable
in strength (Fig. 2 B and C). The absence of an interaction be-
tween face selectivity and visibility was confirmed by three
ANOVAs that used various combinations of the face category
and other categories. Although all ANOVAs showed main
effects of visibility and category, none showed an interaction
between visibility and category (faces, houses, nonsense objects:

F2,14 = 1.55, P = 0.247; faces, houses: F1,15 = 0.404, P = 0.534;
faces, nonsense objects: F1,15 = 3.11, P = 0.098). Paired t tests
further confirmed the presence of face-selective responses in the
left and right FFA for both visible and invisible stimuli (invisible
left: t15 = 2.06, P = 0.029; visible left: t15 = 2.85, P = 0.006; in-
visible right: t15 = 2.59, P = 0.010; visible right: t15 = 2.20, P =
0.022; one-tailed), showing that the FFA contains voxels from
which face-category information can be extracted, irrespective of
whether a face is perceived or not.
To determine the degree to which this is reflected in the time

course of the response, we deconvolved the hemodynamic re-
sponse function (HRF) in the FFA for each of the conditions (19).
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Fig. 1. Experimental setup. (A) Illustrations of vis-
ible (Upper) and invisible (Lower) dichoptic fusion
using oriented line elements. Objects were defined
using a 45° orientation difference between figure
and background elements. (B) Illustrations of the
four stimulus types: faces, houses, nonsense objects,
and homogenous screens. Black lines illustrate ori-
entation discontinuities. (C) 3D depiction of a sub-
ject performing the in front/behind distractor task.
Both in front and behind are shown for illustrative
purposes. (D) Stimulus classification during the post-
scanning control task (visible: upper panels; invisible:
lower panels). Graphs show the mean response
percentage (±SEM) for each response to that stim-
ulus type. Paired t test of the hits against false
alarms determined whether a category was identi-
fied above chance level (N.S.P > 0.05; ***P < 10−8).
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Fig. 2. Univariate category-selective activation to visible and invisible faces.
(A) The fusiform face area (FFA) was defined as those voxels within ventral
fusiform cortex responding more strongly to face stimuli than to houses and
other objects. Shown is the averaged response from two datasets, each
obtained through a split half procedure (seeMethods and Fig. S3 for details).
MNI coordinates: x = 40, y = −43, z = −27. (B) Mean percent signal change
obtained from the split half procedure (error bars, ±SEM) for the faces >
houses and objects contrast, separately for visible and invisible stimuli in the
left and right FFA. (C) Deconvolution of the hemodynamic response to each
stimulus category in the FFA (Upper) and the face-selective part of the re-
sponse to visible and invisible stimuli in the FFA (Lower).
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Overall response amplitudes to visible categories were much
larger than to invisible categories (Fig. 2C,Upper), consistent with
observations that perceived items lead to stronger responses than
items that are not perceived (1, 20). Notably however, FFA re-
sponses to visible faces were strongest among all visible con-
ditions, and responses to invisible faces were strongest among all
invisible conditions. Isolation of the face-selective part of the time
course demonstrates that visible and invisible face-selective HRFs
are actually quite similar (Fig. 2C, Lower), seemingly at odds with
many studies that do show a relationship between category rep-
resentations and stimulus visibility (21). This apparent contra-
diction is treated in more detail in SI Discussion.
Although these findings confirm that visible and invisible faces

are able to produce face-selective responses (1), it leaves un-
resolved to what degree the distributed cortical representation of
visible and invisible category information is similar. Multivoxel
response patterns are known to be more sensitive to category
information than univariate responses and are thought to reflect
distributed neural representations (22). We scanned all volumes
of each subject using a spherical searchlight kernel (23). Corre-
lations were computed between spatial activation patterns across
voxels in the kernel, at each location in the brain, for each
possible combination of visible and invisible categories. Next we
performed a permutation test at each location to assess whether
the pattern correlation around that location carried visibility
invariant category information. Specifically, we tested whether
within-category visible-invisible correlations were higher than
between-category visible-invisible correlations (SI Methods). This
analysis was performed separately for faces, houses, and non-
sense objects. Visible-invisible face correlations (large green dot)
were significantly higher than all between-category correlations
(small green dots) in a right-lateralized cluster extending across
the right occipitotemporal fusiform cortex, confirming the pres-
ence of a high-level representation of face-category information
that is invariant to stimulus visibility (Fig. 3A; familywise error
rate controlled at P < 0.01). The same cluster emerged when
testing whether visible faces were uniquely correlated with in-
visible faces (large red dot over small red dots, Fig. 3B) and when
testing whether invisible faces were uniquely correlated with
visible faces (large blue dot over small blue dots, Fig. 3C). House
and nonsense categories did not result in visibility invariant
category extraction anywhere. Some may wonder how monocu-
larly presented faces are able to penetrate into high-level visual
cortex when their constituent elements seem to be fused at lower
levels. This topic is covered in more detail in SI Discussion.
To further confirm that visibility invariant face-category ex-

traction was specific to high-level visual cortex and not driven by
low level visual information, we attempted to classify the multi-
voxel patterns of the visible object categories using the invisible
category patterns and vice versa in two regions of interest
(ROIs): (i) left and right ventral occipitotemporal cortex (VOT)
(24) and (ii) Brodmann area 17 (BA17) (Fig. S4; SI Methods).
VOT comprises a set of object-, face- (17), and place-selective
(18) regions bounded by the fusiform gyrus and the para-
hippocampal gyrus. BA17 (early visual cortex) is known to be
sensitive to low-level image features but insensitive to category
information (24). Fig. 3D shows that only the right VOT con-
tained multivoxel activation patterns that allowed categorization
of invisible faces using visible faces (permutation test: P =
0.0004) and vice versa (P = 0.0012), confirming that the visible-
invisible pattern overlap is specific to high-level (right-lateral-
ized) object-selective cortex and specific to faces.
These results show that visible and invisible faces produce and

share univariate and multivariate category-selective responses.
Central to our research question, we wanted to determine what is
required in addition to category tuning to achieve perception. We
speculated that object perception critically depends on sustained
spatiotemporal integration during figure–ground processing. To
isolate regions putatively involved in figure–ground processing, we
contrasted all stimuli (visible and invisible combined) containing
a texture-defined surface with textures that do not contain

a surface (houses, faces, and nonsense objects > homogenous;
Figs. S1C and S2A). This contrast activated a large cluster of areas
in the ventral and dorsal visual pathways corresponding to regions
that have been implicated in object (24) and figure–ground pro-
cessing (11) (Fig. 4A; cluster creation threshold, Z > 2.3; cluster-
corrected probability, P < 0.05). We divided this cluster into four
atlas-defined ROIs, based on the functional significance of these
regions during object processing (Methods): (i) activation in the
superior lateral occipital cortex (dorsal foci), (ii) activation in the
inferior lateral occipital cortex (LOC), (iii) VOT, and (iv) BA17.
To investigate whether visible and invisible objects contributed

equally to the figure–ground signal, we estimated percent BOLD
signal changes in functional data that were not used during ROI
selection (Methods). A three-way ANOVA revealed main effects
of figure–ground processing (faces, houses, and nonsense objects
vs. homogenous textures: F1,15 = 15.02, P = 0.001), larger re-
sponses to visible than to invisible stimuli (F1,15 = 54.78, P < 10−5),
and response strength differentiation across all regions of in-
terest (FFA, VOT, LOC, dorsal foci, BA17), with the largest
responses in early visual cortex (BA17) weakening along the
posterior-anterior dimension (F4,12 = 23.00, P < 10−4, see Fig. S5
for responses to all conditions in all ROIs). Strikingly, although
we showed that face-selective responses in our FFA ROI are
invariant to stimulus visibility, there was a strong interaction
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trolling the familywise error rate. Brains are shown atMNI coordinates: x= 41,
y = −46, z = −25. (D) Pattern classification of multivoxel responses to visible
categories using responses to invisible categories and vice versa (error bars,
±SEM) in VOT and BA17.
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effect between stimulus visibility and the figure–ground response
(F1,15 = 43.96, P < 10−5), with figure–ground responses occurring
only for visible objects. Fig. 4B shows figure–ground responses to
visible and invisible objects in the four ROIs and in the FFA.
Two-tailed paired t tests confirmed that visible objects strongly
modulated figure–ground signals in each of the ROIs: VOT (t15 =
5.99, P < 10−4), LOC (t15 = 5.78, P < 10−4), dorsal foci (t15 = 5.23,
P < 0.001), and BA17 (t15 = 4.33, P = 0.001), as well as in the
FFA (t15 = 5.84, P < 10−4), whereas invisible stimuli produced no
significant figure–ground response in any of these areas in either
direction (all P > 0.1). Note that BA17 seems to show a negative
invisible figure–ground and face-ground responses (Fig. 4 B and
C), but these effects are not significant (figure–ground: t15 =
−1.75, P = 0.1; face-ground: t15 = −1.51, P = 0.153). A whole-
brain analysis using all runs from the dataset showed no figure–
ground responses to invisible objects anywhere (cluster creation
threshold, Z > 1.6; cluster-corrected probability, P < 0.05).
The fact that these figure–ground signals occur only when

viewing visible objects might be taken as a first indication that
face perception is more strongly related to figure–ground pro-
cessing than to face-category tuning. When inspecting the face-
specific figure–ground contrast (faces > homogenous screens;
Fig. 4C), the result is nearly identical, although invisible faces did
activate the FFA more than homogenous textures (FFA: t15 =
2.73, P = 0.032). This finding is unsurprising, given that the face-
ground contrast not only captures a figure–ground relationship
but also a face-selective response. This invisible face-ground
response is not significantly different from the face-selective re-
sponse in the FFA (t15 = −0.309, P = 0.762; Fig. 2B), suggesting
that it reflects a face-selective rather than a figure–ground re-
sponse. Interestingly, the visible face-ground response is about
five times larger than the visible face-selective response,
showing the large contribution of the object-ground relation-
ship to the overall response. Separate face-ground, object-
ground, and house-ground ROIs and their corresponding fig-
ure–ground profiles can be found in Fig. S6.

To further investigate the presence of invisible face-ground
signals, we performed a whole-brain conjunction analysis of visible
and invisible face-ground responses, looking for voxels that were
jointly activated by visible face-ground and invisible face-ground
contrasts (P < 0.01 in both contrasts, uncorrected). This analysis
turned up a small bilateral cluster in the FFA/VOT only (peak
activations—left: x = −34, y = −60, z = −26; right: x = 36, y = −40,
z = −30), but no activations anywhere else. Together, these
results show that visible objects cause widespread figure–ground
modulation across the visual cortex, whereas invisible objects do
not, suggesting that faces that do not elicit a figure–ground re-
sponse across the visual cortex still evoke category-selective
responses in the FFA. See SI Discussion for a more detailed ac-
count of how this might work.
Crucially, we wanted to know whether consciously segregated

objects uniquely display markers of neuronal integration (14).
Although information integration is difficult to quantify in prac-
tice (25), educated guesses can be made with respect to the types
of neural activity that could reflect it. For example, information
integration across spatially separated sets of neurons might be
coded through neural synchrony (12) or concurrent response
enhancement (10). Such mechanisms would manifest as power
changes in the time-frequency domain of the EEG or through
increased functional connectivity between areas as measured with
fMRI (26). To test this hypothesis, we collected EEGs using the
same experimental protocol that was used during the fMRI ex-
periment. t tests showed that subjects from both experiments
performed the same across all behavioral measures (see Fig. S7
for categorization responses during the EEG experiment). To
increase spatial resolution and to filter out deep sources, we
generated a scalp current source density (CSD) estimate of the
EEG using spherical splines (27). Evoked responses (ERPs) were
obtained by averaging the CSD waveforms from stimulus onset
onward. We isolated figure–ground responses by subtracting the
ERP to homogenous textures from ERPs to stimuli containing
a texture-defined surface (faces, houses, and nonsense objects
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LOC, and BA17 were selected. Shown is the averaged response from two datasets, each obtained from a split half procedure (Methods). MNI coordinates: x =
33, y = −81, z = 3. (B) Figure–ground modulation and (C) face-ground modulation (error bars, ±SEM) during the first functional runs. (D) The evoked figure–
ground EEG response to visible and invisible stimuli at electrode Oz, low-pass filtered at 20 Hz for illustration purposes. Thick lines indicate cluster-corrected
significance. (E) Topographic distributions of the figure–ground signal evoked by invisible (Upper) and visible (Lower) figures. Thick electrodes indicate
cluster-corrected significance. (F) Induced EEG responses to figure–ground modulation. (Left) Time frequency representations of the figure–ground signal at
electrodes P3, PO3, PO7, P4, PO4, and P08 of bilateral occipitotemporal cortex. (Right) Topographic distribution of significant clusters, indicated by the dashed
lines in the time-frequency distribution on the left (only present in the visible condition).
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minus homogenous textures), separately for the visible and the
invisible conditions (Fig. 4D). Fig. 4E shows the topographic
distribution of these figure–ground responses over time. Cluster-
based permutation testing (Methods) revealed a negative cluster
over midline occipital electrodes during the 80- to 125-ms interval
for both visible (P = 0.004) and invisible conditions (P = 0.002).
Beyond 125 ms, only visible figures evoked a sustained negative
response compared with homogenous textures (P < 0.001), ac-
companied by a positive response spreading into the temporo-
parietal cortex (left cluster: P = 0.004; right cluster P = 0.22).
Together, these data suggest that visible figure–ground responses
are widespread across visual cortex (Fig. 4B) and persistent in
time, whereas the invisible figure–ground signal is focal in space
(Fig. 4C) and transient in time (Fig. 4 D and E). We also tested
for category-selective responses in the EEG signal, but neither
visible nor invisible faces evoked N170 or other face-selective
responses. See SI Discussion for further discussion of this finding.
To investigate the presence of neural synchrony in visible and

invisible figure–ground responses, we performed a power analysis
of the time-frequency spectrum (Fig. 4F). Changes in the EEG
power spectrum that are not phase-locked to stimulus onset (in-
duced) are more likely to reflect changes in neural synchrony,
whereas changes that are phase-locked to stimulus onset (evoked)
are more likely to reflect transient afferent activity (28). Therefore,
we further isolated the induced response by subtracting the average
ERP to each condition from its respective single-trial responses
before performing a power spectrum analysis (SI Methods). A
cluster-based permutation test did not reveal power changes in the
time-frequency signal for invisible textures containing a figure
compared with homogenous textures, suggesting that the invisible
figure–ground response was indeed driven by the evoked portion of
the signal. Visible figures, however, exhibited a strong power de-
crease in the low beta band (12–20 Hz) between 250 and 1,000 ms
(cluster-level P < 0.001), as well as power increases in the high
gamma band (50–80 Hz) at 400–1,000 ms (cluster-level P < 0.012)
and in the theta band (4–6 Hz) between 150 and 700 ms (cluster-
level P < 0.001), with a topographic distribution over the bilateral
occipitotemporal cortex (Fig. 4F). These changes in the time-fre-
quency spectrum show that the processing of visible, but not in-
visible, figures results in sustained oscillatory (de)synchronization
of cell assemblies (28), providing a mechanism by which neurons
may label shared surface and boundary elements of the figure–
ground display (29). The face-ground response profile was virtually
identical, although the face-ground gamma responses were weaker
and did not reach statistical significance (Fig. S8). For a more in-
depth treatment of functions that may be associated with this
spectral fingerprint, see SI Discussion.
To probe whether the induced changes in the time-frequency

spectrum of the visible figure–background response coincide with
increased functional connectivity across the visual cortex, we took
the bilateral FFA as a seed region and performed a psychophysi-
ological interaction (PPI) analysis on the fMRI data (30) (Meth-
ods). Responses to visible faces in the FFA were associated with
stronger functional connectivity with early visual areas than
responses to invisible faces (Fig. 5), an effect that cannot be at-
tributed to differences in response amplitude between visible and
invisible faces (SI Discussion). This finding suggests that the
processing of visible faces results in stronger intercortical in-
tegration than the processing of invisible faces and that this in-
tegrative process takes place between higher and lower visual
areas on a multisecond timescale. Separate PPI analyses of visible
and invisible face-ground processing showed that this effect was
not an additive effect for visible over invisible faces, but was
a qualitative effect. FFA activity to visible faces had increased
functional connectivity with the same cortical areas compared
with homogenous textures, but invisible faces showed no increase
in functional connectivity with these areas compared with ho-
mogenous textures. These results provide topographically specific
evidence for the locus of information integration across visual
areas during the processing of visible faces.

Discussion
Summarizing, just like visible faces, invisible faces generate cate-
gory-specific responses but do not generate responses that contain
the neural markers of cortico-cortical integration that manifest in
the putative figure–ground signals of visible objects. From this, we
conclude that traditional theories on human perception may be
mistaken in their notion that figure–ground processing is a neces-
sary precursor to object categorization (3–5). We suggest that face
category extraction can be achieved through feedforward compu-
tations, whereas conscious representations require large-scale
neuronal integration through recurrent interactions in visual cor-
tex. Importantly, we combined visible and invisible conditions in all
contrasts that were used for ROI selection. This procedure pref-
erentially targets voxels that are selective in both the visible and
invisible contrast, if they exist. We do not claim that all voxels that
are face selective for visible faces should also be face selective for
invisible faces or the other way around. However, because only
visible objects generated markers of neuronal integration, these
seem to be a better indicator of perceptual organization than
category extraction itself. Further note that we only observed
category-selective responses to faces. A lack of task relevance to
the objects during the task may have resulted in a lack of category-
selective responses to other categories (31). Indeed, others have
observed category-selective responses to invisible task-relevant
categories other than faces (1). Alternatively, invisible category-
selective responses do not depend on task relevance but on domain
specificity of the regions involved (17, 18). If this is the case, our
result might not generalize to other stimulus categories, even un-
der conditions of task relevance. SI Discussion contains a more in-
depth treatment of this issue.
Finally, it might be argued that the markers of neuronal in-

tegration we observed are partially caused by selective attention.
We observed markers of neuronal integration despite the fact
that our subjects performed a distractor task during scanning in
which attentional resources were directed elsewhere. Indeed,
evidence suggests that perceptual organization does not depend
on attention, but rather provides the structure on which it
operates (32). However, even if the visible objects grabbed at-
tention involuntarily, our conclusions remain unchanged. We do
not claim that the effects of neuronal integration we observed
must be caused by some specific process, but rather that (i) none
of the effects of neuronal integration that we observed seems to
be required for face-category tuning, and (ii) correlates of neu-
ronal integration are a better marker for perceptual organization
and conscious perception than face-category tuning. We suggest
that going from face-category tuning to neuronal integration
across the visual cortex marks the transition from unconscious to
conscious face representations.

Methods
Subjects. Thirty-eight subjects (18 fMRI, 3 males; 20 EEG, 4 males) viewed
texture stimuli in a single-session experiment. Four subjects (two EEG subjects)
were excluded because of artifacts or hardware. All subjects were healthy
adults with normal vision. All provided written informed consent. The re-
search was approved by the ethical committee of the Psychology De-
partment of the University of Amsterdam.

L                    R Brodmann Area 17 (BA17)

Seed Fusiform Face Area (FFA)

Increased functional connectivity
(visible faces > invisible faces)

Fig. 5. Increased PPI with FFA activity when viewing visible compared with
invisible faces. Ventral and medial renderings of the regions in the cortex
that show increased functional connectivity with the FFA when subjects are
viewing visible faces compared with when they are viewing invisible faces
(Z > 1.6, corrected P < 0.05). The regions showing increased functional
connectivity are indicated in purple. In the right hemisphere, this cluster runs
ventrally from the right FFA through large parts of extrastriate cortex to
BA17. In the left hemisphere, the cluster is confined to BA17 and BA18.
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Equipment. Stimuli were presented at 800 × 600 resolution (16.9° × 12.7°
visual angle) at a rate of 60 Hz. Images for the left and the right eye were
sent through differently polarized filters while subjects viewed the screen
using correspondingly polarized glasses.

Experimental Procedure. All subjects participated in a short training session.
Subsequently, subjects performed the experimental task, during which fMRI
or EEG imaging data were acquired (see SI Methods for detailed acquisition
parameters). Directly after fMRI/EEG acquisition, subjects performed the
control task to establish stimulus visibility.

fMRI Analysis.Using the Oxford Centre for Functional MRI of the Brain (FMRIB)
Software Library (FSL), functional data were motion corrected, slice-time
aligned, temporally filtered with a high-pass filter (35 s), and spatially filtered
using a Gaussian envelope (univariate analyses: 5 mm; multivoxel analyses: 2
mm). Data were spatially normalized to MNI space using FMRIB’s Nonlinear
Image Registration Tool (FNIRT). All ROI analyses were performed using a split
half procedure. Each trial was pseudorandomly assigned to one of two
datasets, each containing exactly half of the data. Subsequently, one dataset
was used to draw ROIs, exporting responses in those ROIs from the other
dataset, and the same procedure was repeated after switching the datasets
used for ROI selection and export. Finally, the exported data were averaged
and used for statistical testing (Fig. S3). Whole-brain searchlight analyses
were performed on the entire dataset using custom code in Matlab (Math-
works). For each subject and each run, a general linear model was created. A
predictor convolved with a standard HRF modeled each condition. Single
subject parameter estimates were generated by combining runs using a fixed-
effects higher-level analysis. Individual subject statistics were combined using
FMRIB’s Local Analysis of Mixed Effects (FLAME1) for univariate and PPI
analyses, correcting for multiple comparisons using cluster thresholding.
Multivoxel analyses were combined across subjects using FMRIB’s randomize
function for nonparametric permutation testing (33), correcting for multiple
comparisons using threshold-free cluster enhancement (TCFE) (34).

Functional Connectivity Analysis. A nine-column design matrix was con-
structed: (i) a regressor for the contrast of interest, e.g., visible vs. invisible
faces, convolved with the HRF; (ii) a time series regressor containing the time
course of FFA activation; (iii) an interaction regressor containing the in-
teraction term between 1 and 2, and (iv–ix) HRF-convolved regressors for the
other six stimulus types: visible and invisible houses, nonsense objects, and
homogenous screens. The regression coefficient of the interaction term
gives a measure of increased functional connectivity with the FFA for visible
compared with invisible faces (30).

EEG Analysis. The datawere preprocessed using the Brain Vision Analyzerwith
a high-pass filter (0.5 Hz), a notch filter (50 Hz), and segmented into (−300,
1,300) millisecond periods. Segments containing transients exceeding±200 μV
were removed before ocular artifact correction. Finally, segments containing
transients exceeding ±50 μV were removed, and a CSD transformation was
applied to obtain reference-free data. All subsequent analyses were per-
formed in Matlab with the FieldTrip toolbox (35) (Radboud University). Dif-
ferences between conditions were assessed using cluster-based permutation
testing (36).

ERPs.We visualized three time bins based on previously established properties
of the ERP during the processing of figure–ground displays (37): 0–80ms (does
not differentiate between figure and no-figure textures), 80–125 ms (first
figure–ground response but does not correlate with perception), and 125–
250 ms (first figure–ground response to correlate with perception). We per-
formed a permutation test over each averaged bin to establish clusters of
electrodes exhibiting an evoked response in that time window.
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SI Discussion
If Category Tuning Is Invariant to Stimulus Visibility, Why Do Many
Studies Report a Relationship Between Category Tuning and Perception?
Many rivalry studies show that neural object representations follow
the perceived stimulus (1, 2), suggesting that category tuning and
visibility are intertwined. However, the apparent correlation be-
tween object representation and visibility during rivalrymay be a side
effect of neural competition. During rivalry, objects are presented in
the same location. Because they occupy the same retinotopic space,
it is often suggested that ambiguity is resolved by suppressing
neural representations originating from the nondominant ob-
ject and/or eye (3). Indeed, evidence suggests that information
about a suppressed stimulus is able to survive beyond area V1 (4)
and that category information is sometimes retained in ventral (5)
and parietal (6) cortex. These findings indicate that information is
not completely absent when a stimulus is invisible but rather is
suppressed to a degree that detecting it has become difficult.
This interpretation may also explain the apparent contradic-

tion between binocular rivalry and dichoptic fusion studies with
respect to the presence of category-selective responses to in-
visible stimuli. As in binocular rivalry, objects are perceptually
invisible during dichoptic fusion. However, rather than causing
competition at the level of the object representation and/or eye,
image elements are perceptually fused instead of engaging in
competition. There is no competition at the object level, as there
is only one object in the scene. Indeed, in dichoptic fusion
studies, object representations are invariably identified quite
easily (7, 8), despite stimulus invisibility.
Importantly, not all objects, visible or invisible, evoke category

tuning. There are many reasons why an object does or does not
elicit a category specific response. Some objects, such as faces,may
evoke so much bottom-up activation that they have a strong
tendency to result in category tuning, even when invisible and
unattended (9) or task irrelevant (10). In other instances, selective
attention may work to overcome competition between objects by
biasing some objects to be processed over others (11, 12). At-
tention has been shown to bias the processing of invisible stimuli
(13), even when these belong to high-level categories (14). Finally,
task relevance of the object category that is being viewed is known
to boost category tuning, even when the object itself is not spa-
tially attended (15). The resolution of competition between object
representations will often result in the co-occurrence of category
tuning and conscious vision, which may lead to the misguided
belief that consciousness and category tuning are critically related.
However, evidence suggests that the (in)visibility of an object is
not the factor that determines whether a category-specific re-
sponse occurs. More likely, bottom-up sensory-driven mecha-
nisms and top–down attentional influences bias the processing of
some objects over others, leading some objects to evoke category
tuning and others not. However, category specific responses are
not impervious to the phenomenal status of an object. A visible
object may be more likely to fall prey to the biases and selection
mechanisms of the attentional system than an invisible object and
may even result in more extensive category selective responses.
The point is, however, that visibility is not critically involved in
generating category selectivity or vice versa.

How Does Monocularly Presented Category Information Reach High-
Level Visual Cortex When Its Constituent Elements Are Fused at Lower
Levels?Alargenumberof cells in early visual cortex aremonocular,
meaning that they retain information about the eye of origin. In
macaques, ocular dominance columns are well segregated, and

virtually all cells in layer 4Cof areaV1 respondexclusively to either
the right eye or the left eye (16). In higher visual areas, such as
object-selective cortex, cells are thought to be mostly binocular,
meaning that these neurons respond to input from both eyes.
Although it has been established previously that perceptually
fused monocular information can penetrate into the object se-
lective cortex (7), somemay wonder how this might work. The first
thing to note is that even in monkey inferotemporal cortex, about
half the neurons show ocular dominance, meaning that they are
preferentially tuned to either the left or the right eye (17). Ap-
parently, substantial information about eye of origin is retained
even in high-level visual cortex.
Moreover, even though the Gabor elements in this study are

perceptually fused, and thus do not engage in interocular com-
petition at a perceptual level, one should be cautious in assuming
thatallof theunderlying informationmust thereforealsobe fusedat
the neural level. Hybrid models of binocular rivalry, such as that by
Tong et al. (3) (see figure 2 in their paper) outline the progression
from eye-based to pattern-based representations in visual cortex.
There is a parallel progression from neurons representing low-
level stimulus characteristics to abstract object properties, such as
object category, in the high-level visual cortex (18). Evidence
suggests that such abstract (e.g., viewpoint invariant) information
is already computed during the first feedforward sweep (19), but
little is known about the way in which this transformation occurs.
However, it would likely require intermediate stages where the
tuning properties become unstuck from the low-level veridical
stimulus representation.
Formonocularcategory informationtopenetrate into theobject-

selectivecortex, theonly requirementwouldbe thatmonocularcells
project onto binocular cells that carry such intermediate stage
information. These binocular cells could receive input from
monocular cells and respond to abstract feature conjunctions at the
neural level, even though these feature conjunctions are not visible
perceptually. Although monocular information may be lost at that
point, this does not mean that there are no neural responses that
represent information that is present in both eyes respectively. The
hypothesis would be that during dichoptic fusion, neurons from
different ocular columns ultimately project onto a single higher-
orderpattern. If pathways fromboth columnsproject onto the same
higher-order pattern, there is no reason to assume that the in-
termediateandhigher-order representationsare lostat themoment
that monocular information is lost, even if these higher-order
representations are not visible. Bear in mind that none of the
higher-order representations are in competition with each other
during dichoptic fusion, as the same object is presented to the left
and right eye.
In support of this idea, the dissociation of perceptually visible

information and neural tuning responses is a property that is
abundantly present throughout the visual cortex and beyond. For
example, the orientation of invisible line elements can be decoded
fromV1 responses (20), and the meaning of perceptually invisible
words is processed up to the level of semantic understanding (21).

Could Our Results Reflect Low-Level Feature Selectivity Instead of
Category Tuning? Our stimulus categories were constructed in
such a way that they contain both contour and feature similarities.
For example, although lacking a clear semantic interpretation,
nonsense objects contained similarities with faces and houses;
they contain local Gabor configurations that resemble mouths
and contours that resembled houses or faces. Houses also con-
tained features that resemble eyes or mouths. Nevertheless, we
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only find visibility invariant category responses for faces and not
for nonsense objects and houses, indicating that these activations
are caused by the configuration as a whole and not by the fea-
tures that make up the configuration. Moreover, we looked at
the visible-invisible overlap between multivoxel activations in
Brodmann area 17 (BA17) (Fig. 3D), which is known to be in-
volved in the processing of low-level stimulus characteristics. If
the similarities were caused by the propagation of low-level stim-
ulus features, one would expect this to result in above chance
classification in BA17, but no above chance classification was
found in early visual cortex. Finally, the face-selective activations
we found were specific to the fusiform face area (FFA) and
ventral occipitotemporal cortex (VOT). Several studies have
shown that these regions are not selective for local contours or
features (22–24).

How Does Object Categorization Work When There Is No Figure–
Ground Segregation? How Are the Grouping Mechanisms During
Category Extraction Different from Those Needed for Perceptual
Organization? At first glance, it may seem puzzling how an ob-
ject can be categorized without being segregated from the rest of
the image before categorization (25, 26). A theoretical account of
how this might work is outlined in the incremental grouping
theory by Roelfsema and colleagues (27, 28). According to this
theory, image features are initially grouped and classified in feed-
forward base groupings, causing complex tuning properties in high
visual areas. These base groupings are computed rapidly because
they reflect the selectivity of feedforward connections, but they
do not reflect perceptual organization, as evidenced by the fact
that putative correlates of these groupings also occur for objects
and shapes that cannot be perceived (29, 30). Moreover, base
groupings are hard-wired and therefore limited in the number of
feature combinations that can be represented (although there is
evidence that viewpoint invariant input can be categorized dur-
ing the first feedforward sweep; ref. 19). Therefore, a flexible
grouping mechanism called incremental grouping is required.
During incremental grouping, base groupings are used to guide
a selection process, which depends on horizontal and recurrent
interactions. In this selection process, the responses of neurons
coding features that are bound in perception are enhanced, ef-
fecting figure–ground segregation and conscious perception.
Incremental grouping is flexible and therefore provides the dy-
namic mechanism for perceptual organization of the wide range
of visual input with which we are confronted every day. We hy-
pothesize that in this study, both invisible and visible faces are
detected and categorized in feedforward base groupings, whereas
only visible faces are grouped incrementally during a prolonged
integration phase.

Why Are There No Face-Selective Responses in the EEG Signal? The
EEG signal contained no classical N170 (N200) or other face-
selective components (31), either in the visible or in the invisible
face-selective contrasts. This result may be surprising, given that
it has often been suggested that the N170 reflects a mandatory
component of face processing that is not attenuated by task-re-
lated factors such as attention (32) and is largely unaffected by
the mode of image presentation, such as schematic line drawings
of faces (33).
However, these notions have recently been challenged in

studies that show large influences of attention and perceptual
load on the N170 (34–36). A 2009 report by Sreenivasan and
colleagues (36) showed that the modulatory role of attention on
face processing interacts with the discriminability of the face
stimulus, with N170 responses to suboptimal face presentations
benefiting from attention, whereas easily discriminable faces are
already at peak. Moreover, a 2009 study from Mohamed and
colleagues (34) showed that conditions of high perceptual load
can lead to a concomitant face-N170 reduction and house-N170

increase, to the point where face selectivity is all but abolished.
During our experiment, subjects had to judge whether an ellipse
virtually hovered in front or behind the stimulus screen, resulting
from a seven-pixel offset of the ellipse presented in the left
compared with the right eye (SI Methods). This was a perceptu-
ally challenging task because of the small retinal disparity used to
create the illusion. In addition, our stimuli were not contrast-
defined as schematic face stimuli usually are, but were second-
order defined by the orientation of Gabor patches. Together,
these factors may have created one of the most unfavorable
modes of presentation imaginable for eliciting a face-selective
N170 response. The fact that we still find face-selective re-
sponses in the FFA suggests that the N170 EEG response is not
merely a reflection of face-selective responses in the FFA. In-
deed, source reconstructions of the N170 effect have implicated
many cortical regions, including the occipital face area (OFA),
the FFA, and the posterior temporal sulcus (pSTS), but also
distributed sources across the anterior fusiform gyrus together
with activations in a parieto-temporal-occipital network (see ref.
37 for a review).

What Does the Spectral Fingerprint of Conscious Figure–Ground
Segregation Mean? Figure–ground segregation is thought to re-
sult from the neuronal labeling of image elements as belonging to a
surface (surface segregation) or to the border of a surface (border-
ownership). Single-unit (38–40) and functional MRI (fMRI) (41,
42) reports indicate the involvement of V1 and V2 cells, of which
the receptive field size provides the acuity to perform this labeling
operation with sufficient spatial detail. Others have stressed the
involvement of higher-order areas of which the receptive field
size and tuning properties are large enough to capture entire ob-
jects (43, 44). Physiologically constrained models of figure–ground
segregation solve this apparent paradox by suggesting that feed-
forward computations achieve initial tuning to proto-object or
base groupings through lateral inhibition, whereas feedback con-
nections select or enhance neural responses carrying spatially
precise surface (45) and/or border-ownership information (46).
Feedback provides the means for integrating and binding in-
formation carried by distant neurons with different tuning prop-
erties and different receptive field sizes. Most recently, the idea
that surface selection is guided by higher visual areas through
feedback has been confirmed in studies using frequency tagging for
figure and background (47). The binding of cells carrying same-
surface and/or same-border-owner information can either be
coded through covarying response enhancement (38, 39, 48),
neural synchrony (49–51), or both. Indeed, we observed stimulus-
induced (nonevoked) power changes in the time-frequency do-
main of the EEG for visible objects only (Fig. 4). Specifically,
visible objects induced topologically specific increases in the high
gamma (50–80 Hz) and theta bands (4–6 Hz) and a strong power
decrease in the low-beta band (12–20 Hz) over the bilateral occi-
pitotemporal cortex.
Although it is difficult to attribute specific functional properties

to modulations in certain power bands, some speculation is in
order. There is a widespread notion that different frequency
bands reflect different spatial scales in cortical synchronization
(52). Low-frequency modulations are often linked to long-dis-
tance oscillatory interactions, whereas high-frequency modu-
lations are thought to reflect local interactions (53, 54). A recent
hypothesis is that the spectral properties within certain brain
regions are not only informative with respect to the distance over
which communication between brain areas takes place but that
these can be mapped onto different cognitive functions (55).
Specifically, these authors propose that gamma band oscillations
emerge during the encoding of information during local inter-
actions, whereas beta band synchronization is involved in long-
distance integrative cognitive functions such as top–down control
and decision-making.
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Consistent with this idea, induced gamma band oscillations are
often linked to the binding of feature elements (56, 57). For
example, induced gamma has been associated with feature
binding of Kanisza elements to illusory triangles (58) and with
other examples of gestalt perception (59). Moreover, evidence
indicates that perceptual grouping is correlated with activity in
the high-gamma range (60) and that gamma is linked to the
spatial location where figure–ground segregation takes place
(61). These findings all provide clues that gamma band activity in
the visual cortex plays a role during feature integration (50) and
figure–ground organization (27). Such findings are somewhat
clouded by the fact that gamma band oscillations in the visual
cortex have also been related to top–down attention (62–64).
However, attentional selection is known to be mediated by long-
range control of the prefrontal cortex over the visual cortex (65),
which is typically marked by low-frequency oscillations (55, 65).
A more parsimonious account of attention-related gamma band
modulation in visual cortex is therefore that it is a reflection of
top–down interactions with local integrative processes in the
sensory cortex (66), rather than a reflection of attentional se-
lection itself.
The role of beta oscillations is not as well delineated. Although

low-frequency oscillations, particularly in the beta band and in the
prefrontal and parietal cortex, have been linked to long-range
cognitive integrative functions, their role is less specific than that
of gamma during local integration and encoding (55). In-
terestingly, an increase of gamma band oscillations as a result of
visual stimulation often occurs concurrently with low-frequency
suppression. For example, Kinsey and colleagues (61) found beta
suppression during object processing and figure–ground segre-
gation, concurrently with an increase in the high gamma range.
However, unlike the increase in gamma, beta band suppression
was largely independent of the spatial location of the target,
leading them to speculate that it is a general effect of attention.
Event-related (non–phase-locked) desynchronization is caused
by small patches of neurons or neuronal assemblies working in
a relative independent or desynchronized manner as a result of
stimulus presentation. Pfurtscheller and Lopes da Silva (57)
point out that occipital event-related desynchronization in the
low beta band is an electrophysiological marker of increased
cellular excitability during which processing of sensory informa-
tion is enhanced. As such, it may be related to cortical reeval-
uation of visual input. A purely speculative hypothesis is that the
desynchronization of beta oscillations we observed is functionally
related to the breaking up of homogenously organized visual
input as a result of stimulus presentation.
Last, theta band oscillations have been linked to information

encoding in the hippocampus (67). Intracortical recordings in
rodents suggest that theta is involved in mediating hippocampo-
cortical feedback loops and that it may be engaged in shaping the
phase of cortical gamma band activity (68). Possibly, this con-
stitutes the mechanism by which information in spatially wide-
spread cortical assemblies is transferred to the associative
networks of the hippocampus. In EEG, memory-related cross-
frequency coupling between theta and gamma has been shown
mostly at frontal sites (69), but at least one study reported that
gamma-theta cross-frequency coupling at posterior recording
sites is correlated with short-term memory performance (70).
Although little is known about the relationship between con-
sciousness and memory encoding, an intriguing possibility may
be that only consciously perceived objects result in memory en-
coding, whereas invisible objects do not.

Could Differences in the Functional Connectivity Results Be Secondary
to Differences in Response Amplitude Between the Conditions in the
Experiment? When assessing functional connectivity in resting
state analyses, differences in functional connectivity can be driven
either by changes in connectivity between the nodes of the net-

work or simply by changes in activity within the network, without
changes in connectivity. The latter is caused by the fact that
changes in the signal-to-noise ratio (SNR) can bring about dif-
ferences in the correlation between two signals. As a result,
simple changes in activity can bring about artificial changes in
functional connectivity (71), which could be considered worrying,
given that there were large amplitude differences between visible
and invisible faces. However, the psychophysiological interaction
(PPI) analysis we applied does not have this problem, because it
separately models these changes in activation. In our analysis,
the functional connectivity effect is defined as a visibility-specific
change in the relationship between the FFA and other brain
areas, over and above what can be explained by the main effect
of the visible-invisible face contrast. As a result, the SNR issue
does not apply in our PPI analysis, and we can be confident that
the functional connectivity we observed is not caused by differ-
ences in signal strength between visible and invisible faces (72).
Additionally, it might be considered surprising that we found

large amplitude differences between conditions in BA17 (the
anatomical equivalent of functionally defined V1). Neurons in
this area have small receptive fields that have traditionally been
found to respond only to simple stimulus characteristics such as
line orientation (16). Estimates of V1 receptive field size in
macaques are ∼0.25° in the fovea and less than 1° even at size-
able eccentricities (73). Estimates of early visual receptive field
size in humans using subdural electrodes also point to (much)
smaller than 1° sizes (74). As the Gabor elements in this study
subtended a visual angle comparable to the receptive field size of
V1 neurons (0.58°) and conditions were balanced out at this level
(both monocularly and binocularly and both within the visible
conditions and within the invisible conditions), such differences
are not to be expected in BA17 when only considering feedfor-
ward tuning responses. It is therefore unlikely that the large
amplitude differences for the different conditions in early visual
areas are caused by bottom up factors. More likely, the differ-
ences in response amplitude in early visual areas emerged as
a result of recurrent interactions with neurons that have re-
ceptive field sizes of sufficient size to signal the global organi-
zation of the stimulus (27, 38).

Do These Results Generalize to Category Selectivity in General or Are
They Specific to Faces?The results of our study only show category-
selective responses for visible and invisible faces but not for
categories other than faces. Hence, one may wonder whether this
result can be generalized to other stimulus categories. Faces are
intrinsically relevant to the human visual system, giving them
priority over other stimuli even when not spatially attended (9)
and even when task irrelevant (10). Other object categories have
shown category selectivity when made task relevant (75), even
when presented in cluttered scenes that are not spatially at-
tended (15). Therefore, it may be that objects from other cate-
gories will show visibility-invariant category selectivity once they
are made task relevant, as in Moutoussis and Zeki (7). However,
this is not an open and shut case that follows from our data.
Indeed, the mechanisms behind face processing have been the
subject of heated debate. On one end of the spectrum is the
position that face processing is always different from processing
other object categories, also referred to as domain specificity,
a hypothesis championed by Kanwisher and colleagues (76). On
the other end of the spectrum is the hypothesis that visual pro-
cessing of faces only seems special because people have greater
expertise in recognizing faces than in performing within-class
discrimination of other object classes, also known as the exper-
tise hypothesis by Gauthier and colleagues (77). Naturally,
whether one or the other is true might impact the interpretation
of our results. If faces are special (domain specificity), it may be
that they are unconsciously processed, even though invisible
objects for which no domain specific module exists never elicit
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similar category-selective responses. On the other hand, it may
be that sufficient expertise with an object category and/or task
relevance while processing an object category is sufficient to
generate category-selective responses, even when the object is
invisible. Whether our results can be extrapolated from faces to
other categories and viewing conditions, for example, by making
the object category being viewed task relevant, is an issue for
future research.

SI Methods
Stimuli. Texture stimuli were generated on a 28 × 22 matrix of
oriented 2DGabor elements. Objects were constructed using a 45°
orientation difference between elements representing the figure
and elements representing the background (Fig. 1A). Each stim-
ulus instance (Fig. 1B) was created using all combinations of ori-
entations (22.5°, 67.5°, 112.5°, and 157.5°) containing a 45°
difference. Consequently, each oriented Gabor element would
occur equally often in each location of the visual field for each
condition, both on a monocular and binocular level, balancing out
local physical stimulation across conditions (Figs. S1 and S2).Mask
screens consisted of Gabor elements of which half were randomly
rotated by 0° and the other half were rotated by 90°. The element in
the one eye was always matched by an orthogonally oriented ele-
ment in the other eye, resulting in a dichoptically fused matrix of
plus-like Gabor elements. Illusory in-front-behind depth percep-
tion was created using a small retinal disparity (0.14°) between
ellipses (15.45° × 11.76°) in the left and the right eye. The disparity
was small enough to make depth detection a difficult task when
viewing stimuli with both eyes and impossible to do monocularly.

Stimulation Protocol.A red fixation dot was present throughout the
experiment. Each 1,800-ms trial (Fig. S1A) started with a 167-ms
gray screen. Subsequently, a 250-ms stimulus sequence was
presented four times in succession to maximize signal strength
(50-ms mask screen, 67-ms gray screen, 83-ms object screen, 50-
ms gray screen). Target ellipses of the in-front-behind task were
visible during the first 1,533 ms of a trial.
fMRI sessions contained three runs (three subjects had a four-

run session); EEG sessions contained six blocks. A run/block
contained 32 visible and invisible instances of the four stimulus
types (256 trials) in random order. fMRI runs started and ended
with a 16-s fixation-only period and contained a pseudorandom
intertrial interval (ITI) of 0, 1.8, or 3.6 s, which was optimized for
hemodynamic response function (HRF) deconvolution. fMRI
image acquisition was not locked to stimulus onset. EEG blocks
contained a random ITI between 300 and 800 ms to preclude
coincidental phase-stimulus relationships. After imaging, subjects
were presented with an identical 256 trial run/block during which
they performed the control task.

fMRI Acquisition Parameters. Data were acquired on a Philips 3T
Intera scanner using the following parameters for anatomical [T1
turbo field echo sequence; 182 coronal slices; flip angle (FA), 8°;
echo time (TE), 4.6 ms; repetition time (TR), 9.7 s; slice thick-
ness, 1.2 mm; field of view (FOV), 256 × 256 mm; in-plane voxel
resolution, 1 × 1 mm] and functional data [T2*-weighted se-
quence; 35 coronal slices; FA, 90°; TE, 28 ms; TR, 2.3 s; slice
thickness, 3 mm; FOV, 220 × 220 mm; in-plane voxel resolution,
2.8 × 2.8 mm].

Regions of Interest.Regions of interest (ROIs) were selected using
functional data from a split half procedure and anatomical criteria
obtained from their known involvement in face processing (FFA)
(76), category selectivity (VOT) (18), object selectivity, and fig-
ure–ground processing [inferior lateral occipital cortex (LOC)
and dorsal foci in the lateral occipital cortex] (18), as well as
figure–ground processing and low-level vision (BA17) (16, 38,
39). FFA voxels responded more to faces than to houses and

objects, at an uncorrected threshold of Z > 2.3, forming con-
tiguous clusters located within the atlas-defined occipitotemporal
fusiform cortex. To verify whether these clusters correspond to
the functionally defined FFA, their location was verified using
a classical FFA localizer containing photographs of faces and
other objects. All other areas were defined as clusters of voxels
responding more to stimuli containing a figure–ground relation-
ship (faces, houses, and nonsense objects) than to homogenous
textures (thresholded at Z > 2.3 at a corrected cluster significance
threshold of P < 0.05) within their corresponding atlas-defined
regions. BA17 voxels were further constrained to have >50%
probability of being part of BA17, as defined by the Juelich
Histological Atlas.

FFA Localizer. The blocked-design FFA localizer contained pho-
tographs of isolated faces and other objects (houses, bottles, cats,
chairs, scissors), as well as phase-scrambled images. Each block
had a duration of 16 s, containing eight images that were shown
for 1 s with 1-s intervals. Subjects had to indicate whether the
object was a repeat of an object they had just seen or not. The
localizer contained 16 stimulus blocks (4 face blocks, 4 house
blocks, 4 blocks containing other objects, and 4 blocks containing
phase-scrambled images), with 8-s rest periods in between. It
started and ended with a 16-s baseline period. The FFA was
localized by contrasting blocks containing images of faces with
blocks containing images of houses and other objects.

Univariate Analyses. Individual subject parameter estimates were
exported using a split half procedure in which data export andROI
selection were carried out on independent selections (halfs) of the
entire dataset. Parameters estimates were exported for each
subject, condition, and ROI and transformed into percent signal
change. During export, the average percent signal change across
all voxels in each ROI was calculated by weighting individual voxel
values according to the relative contribution of those voxels to the
ROI based on the ROI’s Z values. The same procedure was
carried out twice, switching around datasets used for ROI se-
lection and for data export, thus making sure that neither of the
two datasets suffered from the nonindependence error (78). The
two resulting datasets were averaged before statistical testing.

Multivoxel Pattern Analyses. Single-subject voxelwise t values for
each condition were used as input images, combining all runs from
each subject. Subject’s images were normalized by subtracting the
average response across visible and invisible conditions from the
response to the individual categories in each voxel (75). Searchlight
kernel response patterns (kernel radius: 10mm) to each of the visible
categories were correlated with response patterns to each of the
invisible categories at all voxel locations in the brain. This procedure
resulted in nine correlations (Fig. 3 A–C, Left) for each subject at
each voxel location. Before statistical testing, all correlations were
Fisher-transformed using 0.5 × ln[(1 + r)/(1 − r)]. Within-category
correlations had matching categories (e.g., visible face with invisible
face), whereas between-category correlations were nonmatching
(e.g., visible face with invisible house). For each category, a permu-
tation test assessed whether the within-category correlation was (i)
higher than all between-category correlations (Fig. 3A); (ii) higher
than invisible between-category correlations (Fig. 3B); and (iii)
higher than visible between-category correlations (Fig. 3C). This test
was performed for all voxels, correcting for multiple comparisons by
controlling the familywise error rate on threshold-free cluster–en-
hanced (TFCE) images (79). Pattern classification within ROIs was
done by determining for each subject whether the within-category
correlation was higher than the between-category correlations
(classification success) or not (classification miss).

EEG Acquisition. EEGs were acquired on a 48-channel BioSemi
Active Two system at a sample rate of 256 Hz.
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Spectral Analysis. Induced responses were isolated by subtracting
the condition-specific average evoked response (ERP) waveform
from each trial segment. Time-frequency representations (TFRs)
were calculated for each trial. For the low frequencies (2–30 Hz),
a sliding time window of ΔT = 0.5 s was used, and the data in
each time window were multiplied with a Hanning taper. For the
high-frequency band (20–100 Hz), we applied a multitaper ap-
proach (80) using a sliding time window of ΔT = 0.4 s and seven
orthogonal Slepian tapers, resulting in a frequency smoothing
filter of 20 Hz. The difference in power between figure–ground
versus homogenous textures across trials was quantified using
a Z value for each subject, reducing the contribution of subjects

with large variance. Z values were tested against zero at a group
level using cluster-based permutation testing across all dimen-
sions (frequency, electrode, time), separately for the visible and
the invisible conditions. This analysis yielded significant results
only in the visible condition in three frequency bands: theta (4–6
Hz), low-beta (12–20 Hz), and gamma (50–80 Hz). Cluster-based
permutation tests were subsequently performed on the mean
TFR Z values in these frequency bands, now clustering over time
points and electrode sites only. TFRs were visualized over in-
structively pooled electrodes and in topographical maps of the
resulting time windows.
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Fig. S1. Stimulus timing and schematics of stimulus and contrast construction. (A) Schematic depiction of the timeline of a trial. A trial lasted 1,800 ms. Four
250-ms repetitions of a stimulus sequence contained gray screens (Gray), homogenous array of fused plus-like elements (Mask Gabor; SI Methods), and textures
of Gabor patches containing an object or a homogenous texture (Object Gabor). (B) The four oriented Gabor patches used for the construction of objects,
schematically represented by lines in the left and right eye of Fig. 1A. Gabor elements had luminance features that roughly correspond to the receptive field
structure of V1 simple cells and a size comparable to that of the receptive field size of V1 neurons (0.58°). (C) Simplified example of a monocular figure–
background contrast in the experiment. For presentation purposes, the Gabor patches used in the experiment (as in B) were replaced with line elements. In
all conditions, all locations on the screen were stimulated equally often by each oriented Gabor element. Hence, local physical stimulation at the level of
a Gabor patch was on average the same for all stimulus categories (faces, houses, objects, and homogenous screens). (D) Simplified example of a monocular
face-selective contrast. As for the figure–background contrast, local physical stimulation was balanced out at the level of a Gabor patch in all category-se-
lective contrasts.
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a. Dichoptic figure-background contrast

b. Dichoptic face-selective contrast

Fig. S2. Simplified examples of dichoptic figure–background and face-selective contrasts (visible and invisible). (A) Simplified example of a figure–background
contrast in the experiment for visible (Left) and invisible (Right) stimuli. Shown are the fused images that subjects would perceive when input from the left and
right eye was combined (Fig.1A). Visible images were created by combining panels 1 and 4 from Fig. S1 C and D (panel 1 in the left and panel 4 in the right eye
and vice versa) and panels 2 and 3 (idem). Invisible images were created by combining panels 1 and 2 (left eye/right eye and vice versa) and panels 3 and 4
(idem). Although invisible images would not contain segregable objects when fused, they still contained objects at the level of the individual eyes. As was done
at a monocular level, dichoptic local physical stimulation was balanced out at the level of the fused individual Gabor patches in the visible and invisible figure–
background contrasts. (B) Simplified example of a face-selective contrast. As for the figure–background contrast, local physical stimulation was balanced out at
the level of fused Gabor patches in all category-selective contrasts.
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Fig. S3. Split half procedure for ROI selection. ROI selection was performed using a split half procedure ensuring independence of data used for ROI selection
and data used for statistical testing. Each trial was pseudorandomly assigned to one of two datasets, each dataset containing half of the data. Subsequently,
one dataset was used to draw ROIs, exporting responses in those ROIs from the other dataset, repeating the same procedure after switching the datasets used
for ROI selection and export. Finally, the exported data from both datasets were averaged and used for statistical testing. An independent FFA mapper
containing isolated natural images of faces, houses, and objects was used to verify that FFA ROIs were located in the same regions that are involved in generic
face-selective processing. (A) FFA ROIs from datasets 1 and 2 (thresholded at Z > 1.6 for visualization purposes) and the FFA mapper containing natural images
(thresholded at Z > 2.3). ROIs are in close proximity and partially overlapping. (B) Exported responses on each of the stimulus categories in the visible and
invisible conditions from dataset 2 in the ROI that was obtained using dataset 1. The difference between the blue bar (faces) and the purple bar (houses and
objects) signifies the face-selective contrast. (C) Exported responses from dataset 1 in the ROI that was obtained using dataset 2. (D) Averaged responses from
dataset 1 (C) and dataset 2 (B). (E) Averaged responses in the natural image ROI from datasets 1 and 2. Although the main effect of face selectivity in invisible
and visible conditions is still visibly present in the natural image FFA, the statistical significance of the effects reported in the main text depend on ROI selection
using the split half procedure rather than using a generic FFA localizer that uses photographs.
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Ventral occipitotemporal 
cortex (VOT)

Brodmann Area 17 (BA17)

Fig. S4. Medial and ventral renderings of the VOT and BA17. VOT is known to be sensitive to object category information and was defined here as those
voxels in the anatomically constrained VOT responding more strongly to textures containing objects than to homogenous textures. BA17 is insensitive to
category information but exhibits tuning to low-level image features. It was defined as voxels having an atlas-defined probability of more than 50% of
belonging to BA17, as well as responding more strongly to textures containing objects than to homogenous textures.
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Fig. S5. Estimates of percent signal change . Responses to the four stimulus types (faces, houses, nonsense objects, and homogenous) in the two visibility
conditions (visible, invisible) across the five regions of interest (FFA, VOT, LOC, dorsal foci, and BA17).
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Fig. S6. Object-ground ROIs and the corresponding visible and invisible object-ground responses for each of the three stimulus categories. (A) Face-ground
ROI. (B) Face-ground response profile for visible and invisible faces. (C) House-ground ROI. (D) House-ground response-profile for visible and invisible houses.
(E) Nonsense-object ROI. (F) Nonsense object-ground profile for visible and invisible nonsense objects. As in the other figures, each of the ROIs is an average of
two ROIs (thresholded at Z > 2.3) obtained from the split half procedure, whereas the object-ground response profile data were the averaged exported data
resulting from that same procedure. Note that there are small differences between B and Fig. 4C, especially in the amount of face-ground modulation in BA17.
This finding may be surprising, as both are face-ground profiles so they should show the same responses. However, Fig. 4C shows data from the figure–ground
ROIs rather than the face-ground ROIs. As the face-ground ROIs are based on less data (faces > homogenous) than the figure ground ROIs (faces, houses, and
objects > homogenous), the latter has a higher SNR, which might have resulted in a more stable selection of face-ground selective voxels across the split half
procedure. This procedure may have disproportionally impacted BA17 given the relatively few voxels that respond to the figure–ground contrast in that region
compared with the other regions.
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Fig. S7. Behavioral data of stimulus visibility in the EEG experiment. Stimulus classification during the postscanning control task for the invisible (Left) and
visible conditions (Right). Each graph represents a stimulus type, showing the mean response percentage (±SEM) to that stimulus type for each response. For
each stimulus type, a paired t test of the hits against false alarms determined whether that category was identified above chance level in that condition (N.S.P >
0.05; ***P < 10−13), confirming that performance on each of the invisible categories was at chance. Task performance on ellipse localization during the control
task was the same as during EEG acquisition (mean hit rate control = 0.90 vs. EEG = 0.93, F1,15 = 1.561, P = 0.228), confirming that stereoscopic viewing
conditions between the experimental and control runs were comparable.
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Fig. S8. Face-ground responses. (A) The evoked face-ground EEG response to visible and invisible stimuli at electrode Oz. Thick lines indicate cluster corrected
significance at P < 0.05. (B) Topographic distributions of the face-ground signal evoked by invisible (Upper) and visible (Lower) stimuli. Thick electrodes indicate
significant time-electrode clusters. (C) Induced EEG responses to face-ground modulation. (Left) Time frequency representations of the face-ground signal at
electrodes P3, PO3, PO7, P4, PO4, and P08 of the bilateral occipitotemporal cortex. (Right) Topographic distribution of the frequency bands that were outlined
in the time frequency panels.
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