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Abstract

Periodically arranged atoms are the fundamental building blocks of solids, and determine the mechanical, thermal, and electric properties of a material. Thus, it is no surprise that lattice vibrations (phonons) govern a number of exciting phenomena such as spin transport in thermal gradients, phase transitions and superconductivity. In this thesis, we take advantage of phonons as a novel and specific pathway to drive ultrafast processes in solids. By direct excitation with intense, ultrashort THz electric-field transients, high frequency phonons in insulating solids are accessed on their intrinsic time- and energy-scales, while avoiding parasitic electronic processes. These studies were enabled by the design and implementation of a high-field THz source, which allows for phase-sensitive pump-probe experiments over multiple time scales: from femto- to microseconds.

This work provides new insights into the coupling between the lattice and magnetic ordering, which is of central relevance for rapid data processing and information storage in future technological applications. Furthermore, fundamental dynamic processes such as magnetization switching and transport of spin angular momentum require an understanding of the way spins interact with oscillations of the crystal lattice. In order to gain such fundamental insights we investigate pure spin-lattice coupling by resonant excitation of infrared-active phonon modes of the textbook ferrimagnetic insulator Yttrium Iron Garnet. Remarkably, two distinctive time scales for phonon-magnon equilibration are revealed. A surprisingly rapid change of magnetic order with a time constant of $\sim 1$ ps is found to be driven by phonon-induced fluctuations of the exchange coupling, which leads to a sublattice demagnetization under the constraint of conserved total spin angular momentum. The resulting metastable state persists for nanoseconds until the spin angular momentum is released to the lattice via weaker coupling mechanisms. The experimental observations can be reproduced by atomistic spin-dynamics simulations. These findings have important implications for contemporary research fields like the spin Seebeck effect, antiferromagnetic spintronics and ultrafast magnetization switching.

In contrast, phonon modes with vanishing electric dipole moments were so far excluded from such direct THz excitation. In this thesis, a novel type of light-matter interaction is presented that enables coherent-phonon excitation via non-resonant two-photon absorption of intense THz fields. This second-order nonlinear process is the so far neglected up-conversion counterpart of stimulated Raman scattering. Here, it is demonstrated by the coherent control of the 40 THz Raman-active optical phonon in diamond via the sum frequency of two intense terahertz field components. Remarkably, the CEP of the driving pulse is directly imprinted on the lattice vibration. This study opens up a novel pathway to the phase-sensitive coherent control of phonons that were previously inaccessible by THz radiation. Furthermore, new prospects in vibrational and magnon spectroscopy, lattice trajectory control and laser machining emerge from this work.

In conclusion, this thesis demonstrates that phonons are a key component for controlling ultrafast processes in solids.
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1 Introduction

Technological progress has always relied on the growing understanding of dynamical processes in nature. Nowadays, the gain of knowledge is especially important in terms of processes occurring on microscopic length scales and on fast time scales. Therefrom resulting examples of technological advances, like digital electronics and data storage technology are based on solids such as semiconductors and magnetic metals. For instance, bit memories in the form of field-effect transistors (FETs) in random-access memories (RAMs) \cite{Sbi11} or magnetic islands, representing single bits in hard-disk drives, have reached very small, nanometer dimensions \cite{Sto07}. At the same time, the demand for higher operation speed, increased data rates and lower power consumption has grown drastically. Consequently, future information technology will aim for data processing on the picosecond (1 ps = $10^{-12}$ s) time scale and likely has to rely on novel information carriers. First devices, such as wireless local area networks (WLAN) \cite{Fed10}, fiber telecommunication schemes \cite{Hil11} and FETs \cite{dA11} are gradually approaching bandwidths on the THz ($10^{12}$ Hz) scale. Accordingly, one of the main goals of contemporary research is the exploration of material control on ultrafast time scales, that is, on the order of femto- ($10^{-15}$) and picoseconds.

Equally important, from a basic research point of view, most elementary excitations of solids occur on THz energy- and time scales. The photon energy of the THz radiation (4 meV at 1 THz) is resonant to lattice vibrations (phonons), collective spin waves (magnons), Cooper pairs in high-temperature superconductors and internal excitations of bound electron-hole pairs (excitons). The interaction of these excitations (quasiparticles) bears a large number of fundamental physical questions which are crucial for the basic understanding of fascinating phenomena in correlated systems: insulator-metal transitions \cite{Wal13, May15}, charge density wave order \cite{Hub14} or high-temperature superconductivity \cite{Pas10}, to name a few. The oscillation period ($\sim$ 1 ps) of a THz wave is on equal timescale as e.g. charge carrier scattering, electron-phonon equilibration and structural transitions. Therefore, coupled phenomena in the THz spectral region are highly relevant for state-of-the-art condensed-matter science.

Since general characteristics of solids, such as mechanical, thermal and electric properties, are to a large extent determined by the lattice structure \cite{Ash05}, lattice vibrations provide a promising and fundamental way for observation and dynamical control of solid-state properties. Examples such as phase transitions \cite{Sta71, Ash05} or superconductivity \cite{Ega07, Ben12, Pas14} indicate that phonons might be the novel key players for steering ultrafast solid-state processes. Despite this widely known role of vibrational excitations \cite{Sat15, Fra12}, only few recent studies have begun to use the lattice degree of freedoms to actively pilot these dynamics \cite{Rin07, Fau11, Kim12b, Liu12}.

In this thesis, new methods to control and probe insulating solids by selectively exciting lattice vibrations are developed and investigated. These methods offer the central benefit
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of avoiding unwanted parasitic excitation of other, electronic degrees of freedom and, therefore, provide more specific excitation channels. Accordingly, this approach reduces the complexity of subsequent relaxation processes in order to potentially enable better understanding of the underlying elementary mechanisms. In the first study, we use this methodology to gain new insights into the fundamental mechanisms of spin-lattice coupling by resonant excitation of infrared (IR)-active phonon modes. The resulting knowledge gain encourages future phonon-driven studies. However, such studies are only feasible if the phonon modes of interest exhibit a non-vanishing electric dipole moment. For the case of IR-inactive yet Raman-active phonons, in a second study, we look for a novel excitation scheme, which allows strong THz fields to couple nonlinearly to these vibrational modes. This new light-matter interaction mechanism should be also extendable to other Raman modes such as magnons or plasma oscillations (plasmons). In the following paragraphs, the high-field THz source is briefly reviewed. Then the scope of the two main studies will be introduced, followed by further developments and the structure of this thesis at hand.

Development of a table top high field THz source

The scientific achievements of this thesis require a unique THz source, that combines high intensity, short pulse durations and flexible tunability. Further, CEP-stability and a precisely synchronized fs probe laser are necessary in order to control and observe coherent effects. Even for contemporary free electron laser (FEL) THz sources these requisites are challenging [Gre16]. Therefore, within this thesis a table top THz sources was developed and implemented that meets all these crucial demands. It is based on a nonlinear difference frequency mixing scheme to provide ultrashort intense THz fields, which are tunable over several frequency octaves ranging from 10 THz up to the mid infrared (MIR) above 60 THz [Sel08a]. In this way, field strength of around 50 MV/cm are easily reached, which already start to compete with the atomic field gradient of \( \sim 1 \text{ V/Å} \) in solids and therefore offer the ability of nonlinear light matter interactions at THz frequencies [Sel08a].

Synchronized 8 fs probe pulses enable the phase resolved detection of transient sample properties in a pump-probe scheme. With extensive noise studies, even leading to a redesign of parts of the commercial laser amplifier, the timing jitter between THz-pump field and visible probe pulse could be pushed below 1 fs. The table top high-field THz source developed within this thesis, will also be a versatile and unique state of the art tool for a number of future studies.

Ultrafast phonon driven magnetization dynamics

Despite the aforementioned advances in data processing, the storing speed of data still lags behind, creating an ultrafast technology gap [Kir10]. To approach faster magnetic data storage devices, the change of magnetic order has to be understood and controlled on ultrafast time scales [Sta14]. Therefore, the leading scientific question in this study is: how does magnetic order couple to strongly driven optical phonons? What are the ultimate time scales and microscopic coupling mechanisms? Are there different speed limits for energy and angular momentum transfer? Answers to these questions may help iden-
tify the highly debated role of the lattice during laser induced ultrafast demagnetization [Bea96, Koo10, Kir10]. Novel excitation channels of spin degrees of freedom, especially spin transport and spin waves (magnons), provide also the basis for potential spintronic [Bad10] and magnonic devices [Chu15, Ser10].

To address these questions, we make use of our direct lattice-pump/spin-probe technique to investigate spin-lattice coupling of magnetic insulators over multiple time scales, from ultrafast (femtoseconds) to slow (milliseconds). As model system, we choose the textbook ferrimagnetic insulator Yttrium Iron Garnet (YIG) [Che93a] which is a highly relevant material in the fields of magnonics [Ser10] and spin caloritronics [Bau12] owing to the very long lifetime of its long-wavelength magnons [Spe62, Hun10].

The results of this study demonstrate the manipulation of magnetic order via high-frequency optical phonons, even on ultrafast time scales. Further, we reveal that the model ferrimagnet YIG exhibits two extremely different time scales of phonon-magnon coupling: The initial energy transfer, found to be mediated by lattice-induced fluctuations of exchange coupling, occurs on a picosecond timescale. The angular-momentum equilibration between lattice and spins is 5 orders of magnitude slower and takes place on 100 ns time scales. In between these two time scales, we observe a novel long-lived quasi-equilibrium state of the magnetic order, in which the spin system is rearranged under the constraint of constant total spin.

**Terahertz two-photon absorption generates a coherent phonon**

The first study of this thesis demonstrates the potential of intense phonon excitation in order to trigger and understand ultrafast phenomena. In previous studies, even phase transitions were successfully initiated by phonon stimuli [Kim12b, Rin07]. However, in all these studies, the primarily excited phonons were strongly infrared-active, a prerequisite that is only fulfilled for a subset of lattice vibrations [Ash05]. But what if key phonon modes are not directly accessible by light excitation, due to a lack of electric dipole moment? How can we excite infrared-forbidden yet Raman-active phonons while keeping the advantages of THz excitation? Is it at all possible to launch coherent lattice excitations with photon energies below the fundamental phonon resonance?

In this study, we look for a novel non-linear excitation mechanism for Raman active modes using intense phase-stable THz pump pulses [Sel08a]. Exemplarily, we employ the archetypical reference system of many Raman studies, the \( F_{2g} \)-mode of diamond [Ram56, Sol70, Ish06]. We find a so far overlooked mechanism for driving coherent lattice vibrations via non-resonant two-photon THz absorption, which can be conveniently described in the framework of stimulated Raman excitation (SRS) [Mer97, Gri08]. Additionally, the phase of the phonon motion can be directly controlled by the carrier-envelope phase (CEP) of the pump pulse. This universal approach enables THz coherent control of Raman-active modes including phonons [Dek00], magnons [Kal08] and plasmons [Arm04], without parasitic electronic excitations [Cho90, Rif07].
Further developments

For the aforementioned results, a number of new tools, methods and models were developed and will be presented within this thesis. For example, a novel data-acquisition scheme for time-resolved pump-probe studies spanning 12 orders of magnitude in time (from femtoseconds to microseconds) was developed. This large range allows for the observation of very different time scales of spin-lattice coupling. Further, the demonstration of phonon phase control requires the design of a unique, drift-free THz CEP-modulation technique, which is clocked to the laser repetition rate.

For a microscopic understanding of ultrafast lattice-spin coupling, a theoretical model was elaborated in cooperation with leading theoreticians in the field, namely J. Baker, P. Maldonado and P. M. Oppeneer. In contrast, the phenomenological model of sum-frequency stimulated Raman excitation will be presented on the basis of a simple damped harmonic oscillator and classical light-matter interaction.

The work of this thesis also included the design and implementation of free-electron-laser (FEL) experiments at the large scale facilities FHI FEL, FELBE and FLASH which was done in close collaboration with A. Paarmann, M. Gensch and I. Radu, respectively.

Thesis structure

This thesis is organized as follows. First, in chapter 2, a brief introduction to the theoretical treatment of a solid is given, by starting with the division into three subsystems: lattice, spins and electron orbital degree of freedoms. The description of the ground state and collective excitations (phonons and magnons) also includes interactions with the other degrees of freedom and an incident ultrashort laser pulse (section 3). For electrons, interaction with a strong laser pulse far away from resonances (i.e. transparent media) is discussed phenomenologically, leading to the field of nonlinear optics. For the lattice degrees of freedom, we distinguish between direct driving (1-wave interaction) of coherent phonons (IR-active phonons) and excitations by non-resonant 2-wave interaction, namely stimulated Raman effects. In the case of spins, a number of different direct and indirect coupling mechanisms in transparent and opaque media are discussed. In chapter 4, the experimental methods including the high-field THz source are reviewed in detail. The two main studies of this thesis are presented in chapter 5 (Ultrafast phonon driven magnetization dynamics) and in chapter 6 (Terahertz two-photon absorption generates a coherent phonon). Finally, chapter 7 concludes this thesis.

In summary, this thesis unveils a novel light-phonon coupling mechanism that enables the coherent control of Raman active phonons via nonlinear excitation with intense THz fields. Further, in insulating model ferrimagnets, we find an ultrafast phonon-spin coupling mechanism that quenches the magnetic order on ultrafast time scales and leads to a metastable magnetically ordered state that persists over hundreds of nanoseconds. This allows for a temporal disentanglement of the energy and angular momentum transfer between phonons and spins. Therefore, this work demonstrates novel routes to controlling matter via THz-field driven phonons.
2 Theoretical background

2.1 Subsystems of solids

The scope of this chapter is the introduction and summary of concepts that describe the fundamental excitations of condensed matter and their interaction (mainly chapter 3). The theoretical background of these concepts is useful for the understanding of the novel results presented in chapter 5 and 6. It is also a helpful background to understand the experimental techniques (chapter 4) developed for obtaining these results.

Contemporary physics describes the world that we are living in as interacting many body systems. Even force fields are mostly described in terms of exchange particles. This holds true since the dawn of quantum physics in the early 20th century [Ein05, Hei25, Dir81], ranging from fundamental quantum field theory [Fey49] to the most recent discovery of the Higgs-boson [Cha12], which completes the standard model of particle physics.

In this work, the general interest focuses mostly on phenomena in the solid state. In terms of applications, solid state matter systems are the most promising systems, because they surround us in our everyday life and ensure feasibility and durability. To predict and exactly describe the behavior and temporal evolution of a solid, it is necessary to solve the corresponding many body Schrödinger equation:

\[
i\hbar \frac{\partial}{\partial t} |\psi_N\rangle = \hat{H}_N |\psi_N\rangle,
\]

where \(|\psi_N\rangle\) is a state in a \(N\)-body Hilbert Space. The \(N\)-body Hilbert Space is a product space of all single particle states basis vectors:

\[
\mathcal{H}_N = \mathcal{H}_1^{(1)} \otimes \mathcal{H}_1^{(2)} \otimes \ldots \otimes \mathcal{H}_1^{(N)}
\]

with \(\mathcal{H}_1^{(i)}\) being single particle Hilbert space of the \(i\)th particle. For identical particles in quantum mechanics (e.g. electrons), numbering of particles makes only sense, if permutation symmetry or anti-symmetry is fulfilled [Nol05]. This is an obvious requirement as a physically measured quantity (= expectation value of an observable) must not change upon permutation of indistinguishable particles.

In general it is unfeasible to find solutions to the full many body Schrödinger’s equation. Therefore the real challenge is to find physical reasonable approximations and models to solve such many problems\(^1\).

To model a solid state material, the following assumptions in order to get a reasonable approximation are common:

The solid state system is decoupled into subsystems and the interaction of those subsystems in introduced afterwards a perturbation. The first subsystem are lattice ions, which consist of a positively charged atom nucleus and core electrons. The core electrons mostly

---

\(^1\)Quote attributed to Albert Einstein: “Everything should be made as simple as possible, but not simpler.”
occupy fully filled shells and therefore have no big influence on material properties \cite{Ash05}. The second subsystem consists of valence electrons, which mostly occupy partially filled "outer" shells. Hence, they are dominantly responsible for electric and magnetic properties of the solid.

The Hilbert Space of all states of a solid state material can be consequently expressed by a product space of the two sub spaces for lattice ions $\mathcal{H}_{\text{lat}}^N$ (including core electrons) and valence electrons $\mathcal{H}_e$. In the subchapter Spins & Magnetism (section 2.3), it will be shown, that it is reasonable to subdivide the electronic degrees of freedom in orbital degrees and spin degrees of freedom. Therefore, the main framework of this thesis is based on the many particle product space

$$\mathcal{H}_N = \mathcal{H}_{\text{orbit}}^N \otimes \mathcal{H}_{\text{spin}}^N \otimes \mathcal{H}_{\text{lat}}^N,$$  \hspace{1cm} (2.3)

which is depicted in the most important schematic of this work in figure 2.1. Thus the following ansatz for the $N$-body Hamiltonian $H^{(N)}$ is justified:

$$H^{(N)} = H_{\text{lat}}^{(N)} + H_{e}^{(N)} + H_{e-\text{lat}}^{(N)}.$$  \hspace{1cm} (2.4)

Here the $H_e^{(N)}$ contains both valence electron orbital and spin degrees of freedom. The interaction between the ion lattice and valence electrons is summarized by $H_{e-\text{lat}}^{(N)}$. This chapter is subdivided as follows:
For the ionic part of the Hamiltonian $H_{\text{lat}}$, the assumption is made that the ions move in
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a homogenous sea of electrons (section Phonons 2.2) [Ash05]. The valence electron part of the Hamiltonian $H_e$, is separated with the assumption that the ions are stationary, corresponding to a stiff lattice [Ash05]. Further, nuclear spin contributions are assumed to be negligible. This leads to the description of spin order and fundamental magnetic models in section 2.3.

The question leading to the main topic of this work is: How does the interaction between the lattice and the spin subsystem evolve? How can we study their interaction dynamics separately? And can their excitations couple on fundamental time scales? Accordingly, the perturbation of both system by an external light field has to be understood. The principles of these light-matter interactions and state of the art studies are summarized in the next chapter 3.

2.2.1 Harmonic approximation

The binding forces that determine the equilibrium positions of the ions in the lattice can be caused by several physical mechanisms (mostly coulomb forces). On the other hand, the interaction between two ions can be mostly described by a pair potential $V_i (|\mathbf{R} - \mathbf{R}'|)$ as qualitatively depicted in figure 2.2a. Nevertheless, a pair potential is not required for the harmonic approximation. For small elongations around the equilibrium distance $R_i^{(0)}$, the potential $V_i$ can be approximated as parabolic and thus is similar to an harmonic oscillator. Usually, this is justified as motions of the ions normally do not exceed 5% of
the lattice distance \cite{Nol05}.

To describe the motion around the equilibrium lattice site $R_i^{(0)}$, we make use of a generalized index $i$, counting over $N$ Bravais lattice sites \cite{Ash05,Kit66} with $p$ atoms in three independent directions $(x,y,z)$ each \cite{Nol05}. Accordingly, all ion positions are defined by

$$x_i(t) = R_i^{(0)} + u_i(t) \quad \text{with} \quad i = (\{N\}, \{p\}, \{x,y,z\}). \quad (2.6)$$

The Taylor expansion for small elongations $u_i(t)$ around the equilibrium position $R_i^{(0)}$ ($\iff u_i = 0$) leads to

$$V(x_i) = V_0 + \sum_i \varphi_i^{(1)} u_i + \frac{1}{2} \sum_{i,j} \varphi_{ij}^{(2)} u_i u_j + \mathcal{O}(u^3). \quad (2.7)$$

Here the harmonic approximation means that all terms of the order $\mathcal{O}(u^3)$ or higher will be neglected. $V_0 = V(\{R_i^{(0)}\})$ corresponds to static lattice bonds ($H_{\text{ion-ion}}^{(0)}$) and $\varphi_i^{(1)} = \frac{\partial V}{\partial x_i}$ is required to be zero, because of the local minimum of $V$ at $u_i = 0$. The Matrix

$$\varphi_{ij}^{(2)} = \frac{\partial^2 V}{\partial x_i \partial x_j} \bigg|_{u_i=0} \quad (2.8)$$

can be seen as atomic force constant. Consequently $\varphi_{ij}^{(2)} u_j$ is the force on ion $i$, when ion $j$ moves along a certain direction. The direction of the force and the direction of the

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig2_2.png}
\caption{Pair interaction potential and phonon dispersion. a, Coulomb pair interaction potential $V_i$ for the $i$th ion with equilibrium distance $R_i^{(0)}$. For small distances $|R-R'|$ the Lennard-Jones potential can be approximated as a harmonic potential. This is the origin of the commonly justified harmonic approximation. b, Prototypical phonon dispersion of Diamond along the $\Delta$-direction. The circles are experimental data measured by inelastic neutron scattering \cite{War67}, whereas the solid lines for optic (red) and acoustic phonons (blue) are calculated by an adiabatic bond charge model \cite{Web77}.}
\end{figure}
elongation is included in the indices $i$ and $j$, respectively. With this force, the equation of motion represents a set of $3pN$ coupled harmonic oscillators, describing a collective motion [Nol05]. In order to lower the complexity, advantage of the discrete translational symmetry of the lattice is taken. In this way the number of eigenvalues reduces to $3p$, which are then characterized by a wavevector $\mathbf{q}$ and a band index $r$. Therefore, the corresponding eigenfunctions $u_i(t)$ can be written as [Nol05]:

$$u_i(t) = \frac{\hat{u}_i}{\sqrt{M_i}} e^{i(q \cdot R_i^{(0)} - \omega_r(q)t)}.$$  

This eigenfunction is a discrete Bloch wave [Ash05, Nol05] and corresponds to a Fourier transformation from real space ($x, t$) to reciprocal space ($q, \omega$). Therefore the $3p$ eigenvalues are wavevector $\mathbf{q}$ dependent and can be seen as dispersion curves $\omega_r(|\mathbf{q}|)$ in the first Brillouin zone with $r = 1, 2, 3 \ldots 3p$ branches. This very general result leads to $3p$ acoustic branches ($\omega(q=0) = 0$) and $3(p-1)$ optical branches ($\omega(q=0) \neq 0$) [Ash05]. A prototypical phonon dispersion, in this case for diamond, is shown in figure 2.2 b.

In the final step, a new set of orthonormal eigenfunctions $Q_r(q, t)$ can be found from linear superpositions of the eigenfunctions $u_i(t)$, which diagonalizes the force matrix $\varphi_{ij}^{(2)}$ [Nol05]. These new motion coordinates are called normal coordinates $Q_r(q, t)$. Apparently, every oscillation along such a normal coordinate is decoupled from other coordinates and thus can be described with the equation of motion for an (undamped) harmonic oscillator:

$$\ddot{Q}_r(q, t) + \omega_r^2(q) Q_r(q, t) = 0.$$  

The picture of classical harmonic oscillators along the normal coordinates (phonon modes) is most of the time sufficient to even describe novel nonlinear coupling phenomena like presented in chapter 6.

The particular difference between optic and acoustic modes can be depicted very understandable for the case of a linear two-atomic chain model ($p = 2$). In the long wavelength limit ($q \to 0$), it can be shown that for optic phonons the two types of atoms vibrate out of phase (figure 2.3 a), whereas in the case of acoustic phonons they oscillate nearly in phase (figure 2.3 b). This is also where their name stems from: As the wavelength of visible light is much larger than the lattice spacing, the previous limiting case for $q \to 0$ hast to be considered. The optic modes may exhibit electric dipoles in polar lattices, whereas the electrical dipole moment nearly vanishes for acoustic phonons. Therefore, light can only couple directly to specific optical phonons.

Taking the description of vibrational modes back to 3 dimensions, longitudinal and transverse oscillation directions have to be distinguished. The longitudinal modes usually exhibit higher frequencies, because their planes of charges vibrating against each other can be pictorially seen as distance modulated parallel plane capacitors.
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Figure 2.3.: Linear two-atomic chain model. Long wavelength limit: a, for optic phonons \(q \to \pi/2a\), two species of atoms vibrate out of phase, whereas b, for acoustic phonons they move nearly in phase. c, d, In the short wavelength limit \(q \to \pi/2a\), optic and acoustic modes only differ by the mass difference of the two different types of atoms [Ash05].

2.2.2 Quantized lattice vibrations

In order to make the transformation from a classical harmonic oscillator to a quantum-mechanical oscillator, a many body Hamiltonian in second quantization is required. The second quantization describes a many body system by creation and annihilation of quasiparticles, whose energy correspond to the quantized excitations of the system [Ash05, Nol05]. This is also derived for the second quantization of spin waves in section 2.3.6, which leads analogously to the quasi particle magnon.

As it was shown in the previous section 2.2.1, lattice vibrations can be described in the harmonic approximation as uncoupled harmonic oscillators after transformation to normal coordinates \(Q_r(q)\). Therefore it is possible to define for each oscillator \(Q_r(q)\) a canonical momentum \(\Pi_r(q)\). Both classical variables \(Q_r(q)\) and \(\Pi_r(q)\) can be quantized as operators. It can be further shown (see e.g. the textbook by W. Nolting [Nol05]), that this approach leads to the following annihilation operator \(b_{qr}\) and creation \(b_{qr}^\dagger\) operator for
2.2. Phonons

Lattice excitations of the $r$th mode with wavevector $\mathbf{q}$ [NoI05]:

$$
\begin{align*}
    b_{\mathbf{q}r} & = \frac{1}{\sqrt{2\hbar\omega_r(\mathbf{q})}} \left( \omega_r(\mathbf{q}) Q_r(\mathbf{q}) + i \Pi_r^\dagger(\mathbf{q}) \right), \\
    b_{\mathbf{q}r}^\dagger & = \frac{1}{\sqrt{2\hbar\omega_r(\mathbf{q})}} \left( \omega_r(\mathbf{q}) Q_r(\mathbf{q})^\dagger - i \Pi_r(\mathbf{q}) \right).
\end{align*}
$$

(2.11) (2.12)

Here obviously, the expectation value of $\langle b_{\mathbf{q}r} + b_{\mathbf{q}r}^\dagger \rangle$ corresponds to the classical amplitude $Q_r(\mathbf{q})^2$. These operators fulfill the characteristic Bose operator commutation relations:

$$
\begin{align*}
    \left[ b_{\mathbf{q}r}, b_{\mathbf{q}'r'}^\dagger \right] & = \delta_{\mathbf{qq}'} \delta_{rr'}, \\
    \left[ b_{\mathbf{q}r}, b_{\mathbf{q}'r'} \right] & = \left[ b_{\mathbf{q}r}^\dagger, b_{\mathbf{q}'r'}^\dagger \right] = 0.
\end{align*}
$$

(2.13) (2.14)

With these commutation relations the Hamiltonian for quantized oscillations of the ion lattice can be expressed by creation and annihilation operators [NoI05]:

$$
H_{ph} = \sum_{\mathbf{q}r} \hbar\omega_r(\mathbf{q}) \left( b_{\mathbf{q}r}^\dagger b_{\mathbf{q}r} + \frac{1}{2} \right).
$$

(2.15)

Obviously, the energy of the ion lattice consists of the sum of excitations of 3$pN$ uncoupled oscillators, but the ground state energy of each mode is $\hbar\omega_r(\mathbf{q})/2$ and not zero. The energy of each oscillator is accordingly given by its occupation number $\langle \hat{n}_{\mathbf{q},r} \rangle = \langle b_{\mathbf{q}r}^\dagger b_{\mathbf{q}r} \rangle$ and the energy quantum $\hbar\omega_r(\mathbf{q})$.

In conclusion, the energy of the excited lattice $H_{ph}$ is given by $\{\langle \hat{n}_{\mathbf{q},r} \rangle\}$ quasi particles, which represent the lattice vibrations along the normal coordinates $Q(\{r\}, \{\mathbf{q}\})$. These quasi particles with energies $\hbar\omega_r(\mathbf{q})$ are called phonons. Every change in lattice energy is equivalent to creation or annihilation of phonons.

The bosonic nature of the excitations allows every oscillation state to be occupied by an arbitrary occupation number. This of course only holds true, if the amplitude $\langle b_{\mathbf{q}r} + b_{\mathbf{q}r}^\dagger \rangle$ does not exceed the harmonic approximation limit. Otherwise anharmonic coupling phenomena have to be included [Mil87, Has02, Foe11a].

2.2.3 Coherent phonons

In the previous section 2.2.2 it has been derived that phonons are bosons and therefore obey Bose-Einstein-statistics. Accordingly, a finite number of phonon states are already occupied at finite temperatures. These phonons are usually called thermal phonons as their distribution is dictated by the Bose-function [NoI05]:

$$
\langle \hat{n}_{\mathbf{q},r} \rangle (T) = \frac{1}{\exp \left( \frac{\hbar\omega_r(\mathbf{q})}{k_B T} \right) - 1},
$$

(2.16)

\[ \text{Please note: } Q_r^\dagger(-\mathbf{q}) = Q_r(\mathbf{q}) \text{ and } \Pi_r^\dagger(-\mathbf{q}) = \Pi_r(\mathbf{q}) \]
where \( k_B \) is the Boltzmann factor.

The thermal phonon occupation is not necessarily a coherent state, meaning that there is only an occupation of states \( \langle n_{q,r} \rangle \), but no correlation between these states of harmonic oscillators \[\text{Muk99}\]. This leads to a vanishing of the classical amplitude \( Q_r(q) \propto \langle b_{q,r} + b^\dagger_{-q,r} \rangle = 0 \).

In contrast, a coherent phonon is a distinctively different non-equilibrium state of the structure of the ion lattice. It is a transient state and therefore it cannot be described by a Bose-distribution \[\text{Nol05}\]. In this case of coherent phonons, ions oscillate in-phase along a certain direction of the crystal and keep their special coherence on a macroscopic length scale (larger than a unit cell). This in-phase collective motion therefore quantum-mechanically exhibits correlations between phonon states, leading to a non-vanishing classical amplitude \( Q_r(q) \propto \langle b_{q,r} + b^\dagger_{-q,r} \rangle \neq 0 \) \[\text{Muk99}\] (in the following the wavevector \( q \) and branch \( r \) indices will be suppressed).

Accordingly, the amplitude \( Q \) fulfills the classical equation of motion and therefore can still be adequately described in the framework of a damped harmonic oscillator with an external driving force \( F(t) \) (see section \( \text{6.5} \)). Hence, the isolated motion along a normal coordinate \( Q(t) \) is conveniently described by the fundamental equation of motion \[\text{Kuz94, Mer97}\]:

\[
\frac{\partial^2 Q(t)}{\partial t^2} + 2\gamma \frac{\partial Q(t)}{\partial t} + \omega_r^2 Q(t) = \frac{F(t)}{m^*} \tag{2.17}
\]

with the phenomenological damping constant \( \gamma \), reduced mass \( m^* \) and eigenfrequency \( \omega_r \).

In chapter \( \text{3} \) the interaction of a solid state material with a light field will be introduced. There, different kind of driving forces \( F(t) \) will be discussed. In principle one has to distinguish between direct forces like a resonant electric field \( E(\omega_0) \) coupling to IR-active optical phonons, and indirect forces like in the case of impulsive or displacive Raman excitations, which are mediated by electron-phonon coupling \( H_{e-ph} \).

In the case of anharmonic coupling, the driving force \( F(t) \) can also stem from other excited phonons, for example from the rectified electric field of a polar (IR-active) phonon. This would correspond to a driving force proportional to \( Q_{IR}^2 \), where \( Q_{IR} \) is the amplitude of the initial IR-active phonon \[\text{Sub14}\]. In this case, there is obviously a phonon-phonon coupling, so the harmonic approximation of non-interacting phonons is not justified anymore. Therefore this processes have to be described by anharmonic potentials. Thus this effect is called anharmonic Raman scattering and could be recently experimentally observed by making use of the advent of strong table top THz sources \[\text{Foe11a}\].

### 2.3 Spins and magnetic order

After the last section, where mainly the decoupled lattice subsystem was described, we come back to fundamental the \( N \)-Body-Hamiltonian \( H^{(N)} \) of equation \( \text{2.4} \). In this section, it will be shown that a further separation of the valence electron Hamiltonian \( H_e^{(N)} \) into a spin degree and electron orbit degree of freedom, as shown in the central figure \( \text{2.1} \), is reasonable. Here, the focus lies on the spin part to establish the theoretical background for the novel results concerning spin manipulation and ultrafast coupling of the magnetic
order in chapter 5.

The background of magnetism is approached as follows: In the first section 2.3.1, the relativistic treatment of a single free electron (Dirac equation) already results in an additional degree of freedom, the spin, which also exhibits a magnetic moment. Afterwards a central potential is introduced, e.g. stemming from an ion core in a solid state compound (section 2.3.2). This directly leads to the finding that the electron orbital momentum $l$ and the spin degree of freedom $s$ are directly coupled (section 2.3.3).

In the following section 2.3.4, the transition from a single particle to collective effects is performed. In the quantum mechanical description this leads to the exchange interaction and thus to a Heisenberg model of the spin lattice. This model is the basis for the description of magnetic order, e.g. ferro-, ferri- oder antiferro-magnetic order. Finally in section 2.3.6, we make the transition from the unperturbed spin ordered ground state to excited states, which corresponds to spin wave (magnon) excitations.

### 2.3.1 Dirac equation

The relativistic treatment of a free electron leads to a magnetic moment of a spin, spin orbit coupling and further relativistic effects. Thus, the starting point for the theoretical background of spins is the energy of a free relativistic classic particle with mass $m$:

$$E^2 = c^2 p^2 + m^2 c^4,$$

(2.18)

where $p = \gamma v$ is the relativistic mechanical momentum with $\gamma = (1 - v^2/c^2)^{-1/2}$ and light velocity $c$. Applying Schrödinger’s correspondence rule [Nol13, Nol15] to the co-variant four momentum operator yields

$$p_\mu = \left( \frac{E}{c \gamma m v} \right) \rightarrow \imath \hbar \partial_\mu = \imath \hbar \left( \frac{1}{c \gamma m} \frac{\partial}{\partial t} - \nabla \right).$$

(2.19)

Plugging $p_\mu$ into equation 2.18 leads to the relativistic generalization of the Schrödinger equation:

$$\left( \Delta - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} - \frac{m^2 c^2}{\hbar^2} \right) \psi = 0.$$

(2.20)

This so called *Klein-Gordon equation* is a differential equation of second order in time $t$, whereas the initial non-relativistic Schrödinger equation contains only first order derivatives. A factorization of equation 2.20 leads to solely first order derivatives in every factor and finally yields the *Dirac equation* for a free particle [Nol09]:

$$\left( \imath \hbar \frac{\partial}{\partial t} - c \alpha \cdot \mathbf{p} - \beta m c^2 \right) \psi = 0.$$

(2.21)

Accordingly, the Dirac Hamiltonian of a free particle can be written in simplified notation:

$$H_D^{(0)} = c \alpha \cdot \mathbf{p} + \beta m c^2$$

(2.22)
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with the 4x4-matrices $\hat{\alpha}$ and $\hat{\beta}$ that are defined by Pauli’s spin matrices $\sigma = (\sigma_x, \sigma_y, \sigma_z)$ and the 2x2-unity matrix $I_2$:

$$\hat{\alpha} = \begin{pmatrix} 0 & \sigma_x \\ \sigma_x & 0 \end{pmatrix}; \quad \hat{\beta} = \begin{pmatrix} I_2 & 0 \\ 0 & -I_2 \end{pmatrix}. \quad (2.23)$$

The solutions for $H_D^{(0)}$ are determined by the energy eigenvalues $\pm E_p$ and by a new quantum number, called spin: $\pm \hbar/2$. In the following section it will be concluded that the spin operator $\hat{s}$ fulfills the properties of an angular momentum operator and thus leads to a spin magnetic moment.

2.3.2 Additional angular momentum: spin

For the next step towards more realistic conditions, an additional charged nucleus is considered. The presence of an external electro-magnetic field manifests itself in an additional contribution to the four momentum

$$p_\mu \rightarrow p_\mu + eA_\mu$$

with $A_\mu = \begin{pmatrix} A, \frac{1}{c}\phi \end{pmatrix}$

(2.24)

Where $A_\mu$ is the electromagnetic four potential. Thus the Hamiltonian for a Dirac particle in an electromagnetic field can be directly derived from equation 2.22:

$$H_D = c\hat{\alpha} \cdot (p + eA) + \hat{\beta}mc^2 - e\phi. \quad (2.25)$$

In a central potential $V(r)$ the total angular momentum has to be conserved. In quantum mechanics that means that the operator $l = r \times p$ has to commute with the Hamiltonian. Simplifying the Hamiltonian above (equation 2.25) by assuming only a central potential $V(r)$, results in:

$$H_D^{(V)} = c\hat{\alpha} \cdot p + \hat{\beta}mc^2 - V(r). \quad (2.26)$$

From this it can be remarkably seen that the commutator $[l, H_D^{(V)}]_\pm \neq 0$ and thus the orbital momentum is not conserved anymore in a field of a central force. This violates classical mechanics conservation laws. Thus Dirac proposed an additional intrinsic angular momentum (spin) according to the following spin operator $\hat{s}$:

$$\hat{s} := \frac{\hbar}{2} \hat{\sigma} = \frac{\hbar}{2} \begin{pmatrix} \sigma_x & 0 \\ 0 & \sigma_x \end{pmatrix} \quad (2.27)$$

Calculating the commutation of the spin operator with $H_D^{(V)}$, directs to the intriguing result:

$$[l, H_D^{(V)}]_\pm = -[\hat{s}, H_D^{(V)}]_\pm \neq 0 \quad (2.28)$$

In conclusion, neither $\hat{s}$ nor $l$ commutes with $H_D^{(V)}$. Likewise, the spin operator acts similar to an angular momentum operator. It can be shown that the observable spin obeys
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the algebraic properties of a quantum-mechanical angular momentum [Nol15]. From the commutator relations 2.28, it can be directly seen that total angular momentum \( j = l + s \) is a conserved quantity in a central field. This finding already suggests the coupling of the spin degree of freedom with the orbital momentum of valence electrons.

2.3.3 Spin-orbit coupling & Zeeman interaction

In order to identify further contributions in the Dirac Hamiltonian and to define a concrete spin-orbit-coupling Hamiltonian, a simplification by a reasonable approximation has to be considered. Therefore, the central potential \( \phi \) is kept, but terms second order in \( v/c \) are neglected to approach the non-relativistic limit. Thereupon, the four dimensional state vector (or double spinor)

\[
\psi = \begin{pmatrix}
\psi_1 \\
\psi_2 \\
\psi_3 \\
\psi_4
\end{pmatrix} = \begin{pmatrix}
\psi_+ \\
0
\end{pmatrix} + \begin{pmatrix}
0 \\
\psi_-
\end{pmatrix}
\]

(2.29)
of Dirac’s equation is reduced to a two dimensional state vector (spinor), where every dimension represents a certain spin direction. The expansion in \( v/c \) leads to a suppression of the \( \psi^− \) component and while accounting for the right normalization of the single spinor state \( \psi^+ \), finally the known Pauli-Hamiltonian with relativistic corrections can be derived [Nol09]:

\[
H_p = \frac{p^2}{2m} - \frac{p^4}{8m^4c^2} - e\phi + \frac{i\hbar e}{4m^2c^2} (\nabla\phi \cdot \mathbf{p}) + H_{SO} + H_Z,
\]

(2.30)

where \( T \) is the non-relativistic kinetic energy, \( T_{rel} \) is the first relativistic correction to the kinetic energy, \( H_C \) is just the coulomb central potential and \( H_{Darwin} \) is the so called Darwin term, which is a purely relativistic correction to the electronic motion (also known as zitterbewegung[Hes90]).

The additional \( H_{SO} \) term is a contribution that can be identified as spin-orbit coupling Hamiltonian [Nol09]

\[
H_{SO} = \frac{-e}{2m^2c^2} \left[ \frac{\nabla\phi \times \mathbf{p}}{r \times \mathbf{p}} \cdot \mathbf{s} \right] := \lambda \cdot \mathbf{s}.
\]

(2.31)

The cross product \( \nabla\phi \times \mathbf{p} \) clearly has the structure of an orbital momentum \( r \times \mathbf{p} \). Thus the spin orbit Hamiltonian can be expressed as a direct \( 1 \cdot \mathbf{s} \) coupling with an effective spin orbit coupling parameter \( \lambda \). For a single nucleus with \( Z^* \) protons \( \lambda \) is simply given by [Nol09]:

\[
\lambda = \frac{1}{8\pi\varepsilon_0 m^2c^2} \frac{Z^*e^2}{r^3}.
\]

(2.32)

The same correct result for \( H_{SO} \) can be equivalently obtained by a pictorial view of the effective field \( \mathbf{B}_{eff} \) caused by the moving ion in the rest frame of the electron (see figure 2.4 a). Accordingly, this effective field experienced by the electron can be written as
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Figure 2.4.: Spin-orbit coupling. a, Pictorial classical view of SOC. In the restframe of the orbiting electron, the positively charged nucleus induces an effective magnetic field \( B_{\text{eff}} \propto v \times E \) due to Faraday’s law of induction, which then interacts with the electron spin. b, In the presence of strong SOC the total angular momentum \( J = L + S \) is a conserved observable and \( m_l \) and \( m_s \) are no good quantum numbers anymore.

\[ B_{\text{eff}} = -\frac{1}{c^2}v \times E, \text{ if } v \ll c. \] By accounting for the quantum mechanically correct correspondence principle this leads to the expression 2.31 [Nol09].

Further, because orbital momentum \( l \) and spin \( s \) do no longer commute with the Hamiltonian in presence of SOC, \( m_l \) and \( m_s \) are no good quantum numbers anymore. On the other hand, the total angular momentum \( j = l + s \) (depicted in figure 2.4 b) is a conserved observable [Nol09] and therefore a new set of quantum numbers is necessary in order to describe a single particle system in the presence of SOC:

\[ |l, s, m_l, m_s \rangle \rightarrow |j, m_j, l, s \rangle. \] (2.33)

Coming back to the Pauli-Hamiltonian (equation 2.30), if an external magnetic field \( B_0 \) is applied, a further contribution proportional to the magnetic field appears. For weak external fields \( \mu_B B_0 \ll \lambda_{\text{SOC}} \), that means SOC is not lifted by the external field \( B_0 \), Zeeman term \( H_Z \) can be easily added to the Pauli Hamiltonian:

\[ H_Z = -\frac{\mu_B}{\hbar} (l + 2s) \cdot B_0 \] (2.34)

Further corrections stemming from nuclear effects, e.g. like the nuclear quadrupole field can be added as well. Taking into account the nuclear spin, leads to three more hyperfine interactions: orbital-, dipolar- and contact- hyperfine interaction [Nol09].

2.3.4 Exchange coupling & Heisenberg model

In order to describe magnetic order of condensed matter adequately, the description of many particle effects including the quantum mechanical character of their wavefunctions is required. Therefore the starting point of this section is the transition from the single particle Hamiltonian of the previous sections to the direct interaction of two spin-\( \frac{1}{2} \) particles (electrons).
As a reminder of Pauli’s principle: A wave function of a spin-$\frac{1}{2}$ particle is always antisymmetric with respect to particle exchange. Accordingly, a many body wavefunction of spin-$\frac{1}{2}$ particles has to be also constructed by fully antisymmetric wavefunctions.

First, a two electron system is considered neglecting their spin-spin magnetic dipole interaction. Thus the two particle wavefunction for a spin independent Hamiltonian can be written as a product state between a two-particle space part $\langle q \rangle$ and two-particle spin part $\langle S; m_S \rangle$:

$$|\psi\rangle = \frac{|\psi\rangle^{(\pm)}}{\sqrt{2}}$$

Here the superscript "$(-)$" has to be antisymmetric, which is indicated by the final wavefunction $|\psi\rangle^{(-)}$ has to be antisymmetric, which is indicated by the superscript "$(-)$". Obviously, the symmetry of the spin part determines the symmetry of the corresponding space part and vice versa. Consequently, the two possible wavefunctions build up a singlet $|\psi_1\rangle$ and triplet $|\psi_2\rangle$ state, respectively:

$$|\psi_1\rangle = |q\rangle^{(+)}\left(|\uparrow\downarrow\rangle - |\downarrow\uparrow\rangle\right) / \sqrt{2} \quad (2.36)$$

$$|\psi_2\rangle = |q\rangle^{(-)}\left(|\downarrow\downarrow\rangle + |\uparrow\uparrow\rangle\right) / \sqrt{2} \quad (2.37)$$

Here the arrows depict the configurations for the spin part of $|\psi_1\rangle$ and $|\psi_2\rangle$ being $|0; 0\rangle$ and $|1; m_S\rangle$ with $m_S = (-1, 0, 1)$, respectively. So overall, the wavefunctions exhibit 4 eigensolutions, with two energy eigenvalues $E_{\pm}$ of the spin independent Hamiltonian

$$H |q\rangle^{\pm} = E_{\pm} |q\rangle^{\pm} \quad (2.38)$$

If $E_+ \neq E_-$, it means that the degeneracy of the singlet and triplet state is lifted. Thus a certain spin ordering is energetically preferred, which reduces the electron-electron Coulomb interaction. That is equivalent to a spontaneous magnetic order.

Moreover, it should be possible to create an equivalent Hamiltonian $\tilde{H}$ that only acts on the spin part of the wave function and that has the same energy eigenvalues $E_{\pm}$ as $H$:

$$\tilde{H} |0; 0\rangle = E_+ |0; 0\rangle$$

$$\tilde{H} |1; m_S\rangle = E_- |1; m_S\rangle \quad (2.39)$$

It can be easily seen that these eigenequations are satisfied by the so called molecular Heisenberg model Hamiltonian [NoI09]:

$$\tilde{H} = J_0 - J_{12} \mathbf{S}_1 \cdot \mathbf{S}_2 \quad \text{with} \quad J_{12} = \frac{1}{\hbar^2} \left( E_+ - E_- \right), \quad (2.41)$$

leading to the important result: Even for spin independent Hamiltonians, Coulomb interaction and Pauli’s principle lead to spin interactions and thus magnetic effects. This interaction between the spins stems from the symmetry of the wavefunction under particle exchange and is therefore called exchange interaction. The strength and sign of the exchange interaction is given by the exchange constant $J_{12}$. If $J_{12} > 0$, parallel spin alignment is energetically favored and thus leads to ferromagnetism. If $J_{12} < 0$, the antiparallel
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spin ordering in the ground state is called antiferromagnetism.

It can be shown that this model Hamiltonian is even justified for two ions with one electron each [Nol09]. In this so called Heitler-London Model [Hei27] all Coulomb interactions between all four particles (2 cores, 2 electrons) are considered. It is assumed that the electrons are close enough so that the wavefunctions overlap, but not too close to avoid polar states (meaning that "every electron sticks to its dedicated core ion"). This model is therefore justified for insulators and leads also to an effective exchange Hamiltonian identical to equation 2.41.

Therefrom, it is postulated, that the Heitler-London Hamiltonian for two single valence electron atoms can be generalized to \( N \) multi-electron atoms (Heisenberg Model):

\[
H = - \sum_{i,j} J_{ij} \mathbf{S}_i \cdot \mathbf{S}_j \tag{2.42}
\]

It is important to keep in mind that the coupling constant \( J_{ij} \) is only a parameter of the model and is thus strongly dependent on the assumptions (see assumptions above for the Heitler-London-Model) and boundary conditions (e.g. which wavefunctions are considered). Quantitatively, \( J_{ij} \) needs to be determined by ab-initio calculations or by experiments. Further the coupling can be also mediated by other diamagnetic ions (e.g. oxygen) like in MnO (Mn-O-Mn) or Yttrium Iron Garnet (Fe-O-Fe, see figure 5.2) [Nol09]. This indirect exchange coupling is called super exchange. The interpretation of the coupling constant \( J_{ij} \) is in this case obviously completely different, but still results in a Heisenberg-type Hamiltonian.

Complementary, the Heisenberg Hamiltonian can be also derived in first order perturbation theory of the electron-electron Coulomb interaction \((H = H_0 + H_1)\) [Nol09]. With this approach \( J_{ij} \) can be calculated with the exchange matrix element \( \langle \psi | H_1 P^{ij} | \psi \rangle \), where \( P^{ij} \) permutes the \( i \)th and \( j \)th electron.

In this work, the spin excitations of a ferrimagnet are investigated, which can be described as two separate magnetic sublattices coupled via super exchange. Therefore the most general Heisenberg Hamiltonian for a 2-sublattice magnetically ordered system has to account for intra-sublattice exchange \((J_{ij} \text{ and } J_{\alpha\beta})\) and inter-sublattice exchange \( J_{i\alpha} \):

\[
H = - \sum_n \left( \sum_{ij} J_{ij} \mathbf{S}_i \cdot \mathbf{S}_j + 2 \sum_{i\alpha} J_{i\alpha} \mathbf{S}_i \cdot \mathbf{S}_\alpha + \sum_{\alpha\beta} J_{\alpha\beta} \mathbf{S}_\alpha \cdot \mathbf{S}_\beta \right) \tag{2.43}
\]

Here \( i, j \) and \( \alpha, \beta \) only account for the spins within one unit cell and \( \sum_n \) sums over all unit cells.

2.3.5 Molecular field approximation of the Heisenberg model

One of the most important properties of an ordered spin system, is its temperature dependence, which can be found by a molecular field approximation (MFA) of the Heisenberg
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Hamiltonian including Zeemann term [Nol09]. MFA means that the fluctuation of the mean values are neglected\(^3\). Therefore the impact of all other spins on one single spin can be described by an effective exchange field \(B_e\). Here, the model will be directly generalized to different spin species (e.g. stemming from different atoms or different lattice sites), which can be described by separate spin sublattices that couple to each other (see figure 2.5 a). In case of \(N\) coupled spin lattices, this finally leads to \(N\) coupled transcendental equations for the magnetizations \(M_i(T, B_0)\) of the spin sublattices [Nol09]:

\[
M_i(T, B_0) = M_0^{(i)} B_{S_i} \left( \beta S_i g_J \mu_B \left( B_0 + B_e^{(i)} \right) \right) \quad (i = 1, 2, \ldots N)
\]  

(2.44)

Here \(S_i, g_J\), and \(M_0^{(i)}\) are spin per lattice site, electron spin g-factor and initial magnetization \(M_i(T = 0\, \text{K})\) of the \(i\)th sublattice, respectively. The temperature is hidden in \(\beta = 1/(k_B T)\) and \(B_0\) is the external magnetic field. \(B_{S_i}\) is the Brillouin function with respect to \(S_i\) [Dar67]. All spins couplings are introduced by the exchange fields:

\[
B_e^{(i)} = \mu_0 \sum_j \lambda_{ij} M_j,
\]

(2.45)

where \(\lambda_{ij}\) is the \(N \times N\) molecular field coupling matrix, which defines the intra- (diagonal elements) and inter- (off-diagonal elements) sublattice coupling strengths. The total magnetization is simply given by \(M = \sum_i M_i\). For the work of this thesis, equilibrium solutions of equation 2.45, where found numerically\(^4\) for the prototype 2-sublattice ferrimagnet Yttrium Iron Garnet (YIG). The results based on realistic coupling constants \(\lambda_{ij}\) [Dio09] are shown in figure 2.5 b.

In the easiest case for \(i = 1\), equation 2.45 yields a single spin lattice, equivalent to the phenomenological Weiss model [Kit66, Nol09], which shows a critical temperature \(T_C\) with

---

\(^3\)molecular field approximation: \(A \cdot B \approx A \langle B \rangle + \langle A \rangle B - \langle A \rangle \langle B \rangle\)

\(^4\)Numerically solved with MATLAB’s `fsolve` algorithm.
ferromagnetic order for \( T < T_C \) and paramagnetism for \( T > T_C \) (see small tail in figure 2.5 b). The critical temperature (called Curie temperature for ferromagnets and Néel temperature for anti-ferromagnets) is defined such that \( M(T > T_C, B_0 = 0) \equiv 0 \) holds true.

The critical temperature \( T_C \) is in general determined by the molecular field coupling constants \( \lambda_{ij} \) and can be derived in the \( T \to T_C \) limit. For a two-sublattice ferrimagnet (like investigated in chapter 5) this leads to the critical temperature \([\text{Nol09, Dio09}]\)

\[
T_C = \frac{1}{2} (C_1 \lambda_{11} + C_2 \lambda_{22}) + \frac{1}{2} \sqrt{(C_1 \lambda_{11} - C_2 \lambda_{22})^2 + 4 C_1 C_2 \lambda_{12}^2}
\]

with

\[
C_i = n_i \mu_0 g_i J_i S_i (S_i + 1) \frac{\mu_B^2}{3 k_B} (i = 1, 2),
\]

where \( n_i \) is the spin density of spin sublattice \( i \).

### 2.3.6 Spin waves (magnons)

So far, only ground state properties of magnetically ordered materials without any excitations were considered. Now, the excitations of the Heisenberg ground state \( |0\rangle \) shall be described. As shown in the previous sections, the Heisenberg model describes the magnetically ordered system as a periodic lattice of spins. Consequently, the concepts from lattice excitations (phonons) in section 2.2 can be borrowed here. Along these lines a Hamiltonian for spin excitations (magnons) will be derived by making use of an analogous harmonic approximation (section 2.2.1).

The ground state at temperature \( T = 0 \) K corresponds to the total alignment of all electron spins. In order to look at its perturbation, once again we make use of the lattice periodicity and thus transform all spin operators in reciprocal \( k \)-space \([\text{Nol09}]\):

\[
S^\alpha (k) = \sum_i S_i^\alpha e^{-i k R_i} \quad (\text{with } \alpha = x, y, z, +, -)
\]

The smallest perturbation of the collective spin order is the flip of one single spin. This corresponds to \( S^- (k) |0\rangle \), which is again an eigenstate of the Heisenberg Hamiltonian \( H \). The new state means a reduction of the total magnetic moment of the whole system by \( g J \mu_B \). Therefore the smallest excitation of the Heisenberg ground state can be seen as a spin deflection of angular moment \( 1 \hbar \), which is distributed collectively among all spins. This excitation is called a magnon and can be described as a quasiparticle with integer spin in the framework of second quantization.

The normalized one-magnon state can be written as:

\[
|k\rangle = \frac{1}{\hbar \sqrt{2SN}} S^- (k) |0\rangle,
\]
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which leads to eigenenergies of the one-magnon state in an external magnetic field $B_0$ [Nol09]:

$$ E(k) = E_0(B_0) + \underbrace{gJ \mu_B B_0 + 2 S \hbar^2 (J_0 - J(k))}_{= \hbar \omega(k)}, $$

with the ground state energy of the Heisenberg ferromagnet

$$ E_0(B_0) = -N \hbar^2 J_0 S^2 - NgJ \mu_B B_0 S $$

where the last part is due to the external magnetic field $B_0$.

In a general multi magnon state the excitations can be described by creation operators $a_i^\dagger$ and annihilation operators $a_i$ of magnons analogous to the quantization of phonons (see section 2.2.2). The therefore necessary transformations of the spin operators $S^a$ are given by the Holstein-Primakoff transformation for $S \geq 1/2$ [Hol40, Nol09]:

$$ \frac{1}{\hbar} S_i^z = S - \hat{n}_i $$

$$ \frac{1}{\hbar} S_i^+ = \sqrt{2S} \phi(\hat{n}_i) a_i $$

$$ \frac{1}{\hbar} S_i^- = \sqrt{2S} a_i^\dagger \phi(\hat{n}_i) $$

with the usual occupation number operator $\hat{n}_i = a_i^\dagger a_i$ and the Taylor expansion of $\phi(\hat{n}_i)$ for small magnon numbers $\hat{n}_i$:

$$ \phi(\hat{n}_i) = \sqrt{1 - \frac{\hat{n}_i}{2S}} = 1 - \frac{\hat{n}_i}{4S} - \frac{\hat{n}_i^2}{32S^2} - \frac{\hat{n}_i^3}{128S^3} - \ldots $$

In the following, this expansion shall be considered only up to the linear term in $\hat{n}_i$. Therefore, this corresponds to the harmonic approximation or so called linear spin wave approximation. The annihilation and creation operators in the reciprocal space [Nol05, Nol09]

$$ a_q = \frac{1}{\sqrt{N}} \sum_i e^{-i\mathbf{q} \cdot \mathbf{R}_i} a_i $$

$$ a_q^\dagger = \frac{1}{\sqrt{N}} \sum_i e^{i\mathbf{q} \cdot \mathbf{R}_i} a_i^\dagger $$

fulfill the fundamental commutation relations for Bose operators$^5$. Accordingly, the spin dependent Hamiltonian for a Heisenberg ferromagnet can be written in the linear spin wave approximation as a sum over all magnon occupation numbers:

$$ H_{SW} = E_0(B_0) + \sum_q \hbar \omega_q \overbrace{a_q^\dagger a_q}^{\hat{n}_q} $$

$^5 [a_q, a_q^\dagger] = \delta_{qq'}; [a_q, a_q^\dagger] = [a_q^\dagger, a_q^\dagger] = 0$
Here the spin wave dispersion relation is given by

$$\hbar \omega_q = 2\hbar^2 (J_0 - J(q)) \quad \text{with} \quad J(q) = \frac{1}{N} \sum_{i,j} J_{ij} e^{i\mathbf{q} \cdot (\mathbf{R}_i - \mathbf{R}_j)}$$

Noticeably, this corresponds to only one branch of the magnon dispersion. As soon as there are $N$ distinct spins per spin lattice cell, this will lead to $N$ branches $\hbar \omega_r(q)$ with branch index $r$.

In full analogy to the description of phonons, $H_{SW}$ is obviously a sum of uncoupled harmonic oscillators and therefore the eigenstates of the spin ordered system can be therefore built up by a product of one-magnon-states:

$$|\psi\rangle = \prod_q (a_q^\dagger)^{n_q} |0\rangle,$$

with $n_q$ being the eigenvalues of $\hat{n}_q = a_q^\dagger a_q$.

By using the grand canonical partition function (chemical potential $\mu = 0$ for magnons), it can be confirmed that magnons also obey the Bose-Einstein-statistic and the magnetization of the excited spin system can be calculated [Nol09]:

$$M(T, B_0) = g_J \mu_B S N \left( V \left( 1 - \frac{1}{NS} \sum_q \langle \hat{n}_q \rangle \right) \right).$$

This confirms that the saturation magnetization $M_0 = g_J \mu_B SN/V$ is decreased with every magnon by $g_J \mu_B/V$. So in conclusion a reduction of the magnetization $\Delta M$ in an ordered spin system corresponds to the emission of magnons.

The magnon formalism becomes more sophisticated once there is more than one spin sublattice involved. See for example appendix A.1 for the harmonic approximation of an antiferromagnet. Note also that in the general case of a ferrimagnet, where two opposite sublattice magnetizations have different magnitudes, two distinctive species of magnons exist. The magnons of the dominating sublattice, called ferromagnons, reduce the total magnetization. Whereas the magnons of the opposite sublattice (with smaller magnetization) increase the total magnetization and are thus called antiferromagnons. Nevertheless, the main formalism of this section is still applicable, even in the case of 20 magnon branches in a two-sublattice ferrimagnet, as it is the case for Yttrium iron garnet investigated in chapter 5.
3 Light-matter interaction

So far, the unperturbed Hamiltonian $H_0$ of an arbitrary solid state material system has been discussed by separating its three subsystems and their interactions: the lattice system (section 2.2), spin system (section 2.3) and the electron orbital degrees of freedom (see figure 2.1). Here, in order to investigate or even control the state of matter on ultrafast time scales, the interaction with short laser pulses will be introduced. Therefore, it is necessary to add light-matter interaction to the previous model considerations.

The most important assumption in this case is that the light-matter interaction is only a weak perturbation by the light field. Thus perturbation theory delivers the appropriate ansatz:

$$H = H_0 + \lambda \hat{V}(t).$$

(3.1)

Here $\hat{V}(t)$ can be any interaction Hamiltonian and $\lambda$ is the perturbation parameter, which characterizes the strength of interaction. If $\lambda \hat{V}(t)$ is sufficiently small, the eigenstates of the perturbed system can be expanded with respect to $\lambda$:

$$|\psi\rangle = |\psi\rangle^{(0)} + \lambda |\psi\rangle^{(1)} + \lambda^2 |\psi\rangle^{(2)} + \ldots + \lambda^N |\psi\rangle^{(N)} + \ldots$$

(3.2)

Here, every $|\psi\rangle^{(N)}$ has to be part of a solution of Schrödinger’s equation with interaction energy $\hat{V}$ on the order of $N$. Plugging this ansatz into the Schrödinger equation leads to a set of Schrödinger equations, which can be solved iteratively [Boy08]:

$$i\hbar \frac{\partial}{\partial t} |\psi\rangle^{(0)} = H_0 |\psi\rangle^{(0)}$$

(3.3)

$$i\hbar \frac{\partial}{\partial t} |\psi\rangle^{(N)} = H_0 |\psi\rangle^{(N)} + \hat{V} |\psi\rangle^{(N-1)}.$$ (3.4)

In the following, we specify the interaction Hamiltonians $\hat{V}(t)$ which describe the primary coupling between the subsystems and the electric and magnetic light field component.

In the case of the interaction of an electromagnetic wave with electrons or polar ions, the interaction Hamiltonian $\hat{V}(t)$ is commonly approximated by an electric-dipole interaction term:

$$\hat{V}(t) = - \sum_j \hat{\mu}_j \cdot \mathbf{E}(t).$$

(3.5)

Here, $\hat{\mu}_j$ is the electric dipole operator, neglecting magnetic dipoles or electric multipoles [Boy08, Ash05]. The summation over $j$ takes all electric dipole moments into account, e.g. ionic dipole moments or the electron dipole moments.

On the other hand, in the case of interaction of a light field with the spin degrees of freedom, direct coupling is only possible via a torque of the magnetic-field component of
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the electromagnetic wave (Zeeman coupling) [Sto07, Kam11]:

$$\hat{V}(t) = -\sum_j m_j \cdot B(t) = -\gamma \sum_j S_j \cdot B(t)$$

Here, the summation runs over all spins $j$. By neglecting nuclear spins and orbital momentum contributions, the electron-spin magnetic moments can be directly expressed by the product of the gyromagnetic ratio $\gamma$ and electron spin $S_j$.

The two independent cases of equation 3.5 and 3.6 suggest that light can be used to directly and possibly selectively drive certain degrees of freedom (electron orbit, lattice and spins). In addition to this primary interaction, other degrees of freedom become excited through subsequent (secondary) interaction processes between the subsystems. These indirect couplings make use of the internal interactions of the equilibrium Hamiltonian $H_0$, i.e. spin-lattice coupling, electron-lattice coupling or electron-spin coupling (recall figure 2.1). A further assumption that is made, originates from the focus of this thesis on driving matter by lattice degree of freedoms: The theoretic description in the following sections is mostly restricted to insulators or large band gap semiconductors (i.e. "transparent" media) to exclude resonant effects of the electronic system.

These considerations lead to three sorts of light-matter interactions relevant for the scope of this thesis:

- **Non-resonant interaction with electrons (section 3.1)**
  When using ultrashort strong laser pulses, non-resonant interaction with electronic degrees of freedom can still lead to a response, e.g. effects of nonlinear optics. A sufficient theoretical background for basic non-linear optics will be therefore introduced in section 3.1. This introduction is also helpful for the understanding of the main experimental methods within this thesis (chapter 4).

- **Interaction with phonons (section 3.2)**
  The interaction of short laser pulses with phonons can be either resonant, meaning that the spectrum of the excitation pulse contains the eigenfrequencies of IR-active phonon modes, or non-resonant. The resonant excitation is directly coupled by the dipole moments of polar lattice modes. The non-resonant excitation of coherent phonons can be performed (indirectly) by Raman-excitation. This involves the electronic degrees of freedom by means of second order nonlinear optics and therefore the interaction of two electromagnetic waves. Here we mainly focus on the excitation mechanisms of coherent phonons.

- **Interaction with electron spins (section 3.3)**
  The coupling mechanism for gaining control of the spin degrees of freedom can be either direct or indirect via orbital or lattice degrees of freedom. Like shown in figure 2.1, the three dominating coupling mechanism are Zeeman coupling (direct), Spin-orbit coupling (indirect) and exchange coupling (indirect).

For the description of the interaction with phonons and spins, we will ascend in complexity starting from a one-wave interaction going to a two-wave interaction of the light field.
3.1 Non-resonant interaction with electrons

3.1.1 (Semi-)classical framework

Despite the diversity of the interactions of light with matter summarized in the beginning of chapter 3, a semi-classical description of light-matter interaction is sufficient [GG10, Lou00] to interpret the results of this work. That means that light is treated as a classical electromagnetic wave with quantized energy $\hbar \omega$ in the photon picture. Whereas, the second quantization of the light field [No105, Lou00] is not necessary. Further, for the description of matter a relativistic and quantum mechanical description is required in order to include spin effects in general, such as e.g. exchange interaction or spin-orbit coupling (like explained in section 2.3). In this picture, the interaction of light with matter is fully described by the macroscopic Maxwell equations and the corresponding material equations (see appendix A.3.1). For the work of this thesis, it is sufficient to restrict the following 2 sections to light-electron interactions that do not require transitions between electronic states. These non-resonant interactions mostly lead to nonlinear optics.

3.1.2 Nonlinear polarization

The macroscopic effect of the electric field $\mathbf{E}(t)$ of an electromagnetic wave on a solid state material, can be expressed by a response function. The dielectric polarization $\mathbf{P}(t)$ describes the macroscopic response of the electric dipole moment per unit volume to an applied electric field $\mathbf{E}(t)$. Since the first demonstration of the laser [Mai60] in the year 1960 and the only one year later demonstrated second harmonic generation (SHG) in quartz [Fra61], it is known that the polarization $\mathbf{P}(t)$ can depend nonlinearly on the incident electric field $\mathbf{E}(t)$ for high intensities $I(t) = n\varepsilon_0 c |\mathbf{E}(t)|^2/2$. Therefore, within the perturbative regime, it is common to describe the induced polarization as an expansion in the electric field $\mathbf{E}(t)$:

$$\mathbf{P}(t) = \varepsilon_0 \sum_{i=1}^{\infty} \chi^{(i)}(t) \mathbf{E}^i(t)$$  \hspace{1cm} (3.7)

The proportionality constants $\chi^{(i)}$ are called electric susceptibilities and are tensors of rank $(i + 1)$. The tensor elements of the susceptibilities are given by the structural symmetry properties of the specific material. For example, for inversion symmetric crystals all susceptibilities with even order (i.e. even $i$) are vanishing, because under space inversion ($\mathbf{E} \rightarrow - \mathbf{E}$) the polarization $\mathbf{P}$ has to transform likewise to $- \mathbf{P}$. A good introduction to group theory and its influence on the nonlinear properties is given in [Yu05] and [Boy08], respectively.

All nonlinear effects of visible, NIR and THz pulses utilized and explored within this work can be conveniently described by nonlinear processes up to third order. Thus, the
following expansion of the nonlinear polarization is sufficient:

\[ P_j = \epsilon_0 \left( \sum_{k=1}^{3} \chi^{(1)}_{jk} E_k + \sum_{k,l=1}^{3} \chi^{(2)}_{jkl} E_k E_l + \sum_{k,l,m=1}^{3} \chi^{(3)}_{jklm} E_k E_l E_m \right). \]  \hspace{1cm} (3.8)

These components of the nonlinear polarization act as a source term for light waves with additional frequency components according to the wave equation of optics, given in appendix A.3.2.

3.1.3 Second order nonlinear processes (2-wave interaction)

In the following, parametric processes that stem from interaction of electronic degrees of freedom with a non-resonant short laser pulse are considered. The incident electric field of a light pulse, containing field contributions with angular frequencies \( \omega_j \), is given by:

\[ E(t) = \sum_j A_j e^{-i\omega_j t} + A^*_j e^{i\omega_j t} \]  \hspace{1cm} (3.9)

These electric field components have to be plugged into the second order nonlinear polarization \( P^{(2)} \), given in frequency domain by [Boy08]:

\[ P^{(2)}_i(\omega) = \sum_{j,k=1}^{3} \int_{-\infty}^{\infty} d\omega_1 \int_{-\infty}^{\infty} d\omega_2 \chi^{(2)}_{ijk}(\omega,\omega_1,\omega_2) E_j(\omega_1) E_k(\omega_2) \]  \hspace{1cm} (3.10)

Here, the integrations has to be performed to include all components \( (\omega_1,\omega_2) \) in a broadband laser pulse. Also negative frequencies are introduced, such that \( E_i(-\omega) = E^*_i(\omega) \). It can be directly seen, that the product of two electric fields oscillating with \( \omega_1 \) and \( \omega_2 \) (according to equation 3.9) produce polarizations \( P(\omega) \) with the following frequencies:

\[
\begin{align*}
\omega &= \omega_1 - \omega_2 \quad \text{difference frequency generation (DFG)} \\
\omega &= \omega_1 + \omega_2 \quad \text{sum frequency generation (SFG)} \\
\omega &= 2\omega_{1,2} \quad \text{second harmonic generation (SHG)} \\
\omega &= \omega_{1,2} - \omega_{1,2} = 0 \quad \text{optical rectification (OR)}
\end{align*}
\]

In the photon picture (see figure 3.1), these components can be seen as 3 photon mixing processes, where the initial and final electronic state is the same state (parametric process). The intermediate state is a virtual state, but could be also close to a real state in the resonant case [Boy08]. Which one of the processes dominates the nonlinear frequency conversion is given by the tensor elements and their frequency dependence of the \( \chi^{(2)} \) tensor. An efficient energy conversion can only be obtained by the right phase matching conditions for the respective process. A description of light propagation and phase matching is given in the appendix A.3.
3.2 Lattice control (coherent phonons)

In contrast to the non-resonant interaction with electronic degrees of freedom in nonlinear optics, in this section, the coupling of light to phonon resonances is introduced. This coupling can be either direct via the electric dipole moment of certain phonon modes or indirect via nonlinear optics (non-parametric processes). This discussion is restricted to the interaction with coherent phonons in order to give the theory background for non-equilibrium effects driven by phonons (see results in chapter 6 and 5).

For the sake of simplicity and in order to model the results of chapter 6, a phenomenological model is developed to describe the essential interactions of light with coherent phonons. Therefore, the normal coordinate of a phonon mode is treated as a classical amplitude \( Q(t) \) (see section 2.2.3). In the following, light-matter interaction is introduced in the electric dipole approximation (equation 3.1).

The classical Lagrangian for a single normal coordinate \( Q \) is given by the difference of kinetic Energy \( T \) and generalized potential energy \( U \) [Nol10a]. The additional potential energy \( V \), originating from light matter coupling, is given by the electric dipole moments \( \mu_j \) in the electric field \( E(t) \) (equation 3.5). In the electric dipole approximation (neglecting magnetic dipoles and electric multipoles), the summation over all microscopic dipole moments \( \mu_j \) equals the macroscopic polarization \( P(Q,E) \) [She84]. Here, the macroscopic polarization \( P(Q,E) \) is also depended on the phonon normal coordinate \( Q \), because the ionic dipole moment \( \mu_{ion} \) changes when the lattice distances are modulated by coherent phonons. Accordingly these considerations lead to the scalar Lagrangian:

\[
L = T - U = \frac{1}{2} m \dot{Q}^2 - (V_{eq}(Q) - P(Q,E) \cdot E(t)).
\] (3.11)
Here $V_{eq}$ can be any equilibrium potential. For the further discussion of the results within this thesis, it is sufficient to consider a potential of a (damped) harmonic oscillator. As the external electric field $E$ is assumed to be only a small perturbation, the Polarization $P(Q, E)$ can be approximated by a Taylor expansion in $E$ around $E = 0$:

$$P(Q, E) = P(Q, 0) + \frac{\partial P(Q, 0)}{\partial E}E + O(E^2) = P(Q, 0) + \epsilon_0 \chi(Q) E.$$ (3.12)

In the last step, the definition of the linear susceptibility $\chi = \chi^{(1)}$ from equation 3.7 has been used. Further, the Euler-Lagrange equation \[Nol10a\]

\[
\frac{d}{dt} \left( \frac{\partial L}{\partial \dot{Q}} \right) = \frac{\partial L}{\partial Q}
\] (3.13)

delivers directly the equation of motion:

$$m \ddot{Q} = -\frac{\partial V_{eq}}{\partial Q} + \frac{\partial P(Q, 0)}{\partial Q}E + \epsilon_0 \frac{\partial \chi(Q)}{\partial Q}E^2.$$ (3.14)

Here, both $Q$ and $E$ are functions of time $t$. The first term $-\frac{\partial V_{eq}}{\partial Q}$ is nothing else but the restoring force of the harmonic oscillator, whereas the two other terms depending on $E$ are obviously the external driving forces of the oscillator. Thereupon, the equation of motion 2.17 is reproduced and can be extended under the assumptions of weak perturbation, while neglecting nonlinear effects higher than second order in field $E$:

$$\frac{\partial^2 Q(t)}{\partial t^2} + 2\gamma \frac{\partial Q(t)}{\partial t} + \omega_r^2 Q(t) = \frac{1}{m^*} \left( \frac{\partial P(Q, 0)}{\partial Q}E(t) + \epsilon_0 \frac{\partial \chi^{(1)}(Q)}{\partial Q}(E(t))^2 \right).$$ (3.15)

This simple equation already contains the two principal interactions of an electric field with a specific phonon mode. The first term on the right hand side corresponds to the direct coupling to IR-active modes. The second term describes the nonlinear coupling of the electric field via a Raman-process. In inversion-symmetric materials, the mutual exclusion principle holds true, meaning that the coupling can be either by one or the other type, but not both at the same time (see chapter 2.2). Therefore, these two mechanisms will be discussed separately in the following two sections.

### 3.2.1 Direct phonon driving (1-wave interaction)

The first term on the right hand side of the equation of motion 3.15 is proportional to the gradient of the polarization $P$ along the normal coordinate direction $Q$ (corresponding to an effective charge density). For a single ion elongated along the normal coordinate $R = R_0 + Q$, this reproduces the Coulomb force:

$$F(t) = \frac{\partial \mu_{\text{ion}}(Q, 0)}{\partial Q}E(t) = q_c \frac{\partial (R_0 + Q)}{\partial Q}E(t) = q_c E(t).$$ (3.16)
This force is nonzero only if the unit cell exhibits a change of the macroscopic polarization \( P \) upon ion movements "along" \( \frac{\partial P}{\partial Q} \neq 0 \).

This direct coupling by strong resonant fields, only recently became possible due to advanced high field THz sources \([\text{Ref}03, \text{Heb08, Sel08a, Jun10, Hub15, Car02}]\), like the one developed within the work of this thesis (see chapter 4). The high field CEP-stable THz pulses allow for a phase resolved detection of coherent dynamics caused by the light field (magnetic or electric field). Thus, it is possible to directly observe excited coherent phonons by standard time-domain methods (see schematic in figure 3.3 a).

The advantage of direct excitation, is that the strong THz fields can resonantly excite large amplitudes of IR-active phonons without the excitation of further parasitic effects caused by excess energy that is dumped into the electronic system. Thereupon, the direct excitation of IR-active phonons enables the systematic study of non-equilibrium lattice states and their effect on other degrees of freedom, such as electron spins.

**3.2.2 Raman-coupling (2-wave interaction)**

**Figure 3.2.:** Raman scattering. **a**, Stokes and anti-Stokes Raman scattering in the photon picture. The resonance (e.g. phonon, magnon, etc.) is described by a ground state \(|i\rangle\) and an excited state \(|f\rangle\) (solid lines). Virtual intermediate states \(|s\rangle\) are indicated by broken lines. If light of both frequencies \( \omega_1 \) and \( \omega_2 \) are incident, the Raman scattering process is stimulated and thus occurs with higher probability. **b**, Classical picture of spontaneous Raman scattering. The light wave \( \hbar \omega \) either loses or gains energy upon scattering while absorbing or emitting a excitations respectively.

Coming back to the equation of motion 3.15, the second term on the right hand side describes a driving force that is proportional to the product of two electric fields \( E_i(\omega_i) \) (depicted as blue and green arrow in figure 3.2 a). The tensor \( \frac{\partial \chi_{jk}}{\partial Q} \) is a Raman-tensor,

\(^{1}\)Reminder: \( Q \) is a collective motion of ions that diagonalizes the force matrix of the coupled harmonic oscillators (see section 2.2.1)
which gives the strength of this so called Raman interaction when applying a field $E_jE_k^*$ [Mer97]. Depending on the absorption and lifetime of the excited states, different excitation forces $F(t)$ have to be distinguished (see figure 3.2 a, b). In the model equation 3.15, where no electronic excitation was assumed, the temporal response function of the material is immediate ($\delta(t)$-function). This corresponds to the limiting case of impulsive stimulated Raman scattering (ISRS), which is adequate for transparent media.

![Diagram](image)

**Figure 3.3.: Excitation mechanisms for coherent phonons.** a. Direct (resonant) excitation. The coherent phonon excitation can be described as a resonantly driven harmonic oscillator. Here, the electric field $E(t)$ directly couples to the dipole moment $\partial P/\partial Q(t)$ along the phonon coordinate $Q$. The lower panel shows a simulation of a damped harmonic oscillator with resonance frequency $\nu_{\text{phonon}} = 20 \text{ THz}$ (blue line) driven by an electric field $E(t)$ (red line) similar to the experimental conditions. b, Impulsive stimulated Raman scattering. If a non-resonant light pulse is shorter than an oscillation period it disturbs the phonon potential for a very short time leading to an impulsive start of a coherent phonon oscillation. Lower panel: Simulation with parameters identical to a, except for the visible driving field (red line) c, Displacive excitation. The excitation of real electronic states can lead to a shift in the potential energy surface. Thereby the equilibrium position $Q_0$ shifts to $Q_0^*$, which is revealed in a baseline shift in the coherent phonon signal (broken line) in the lower panel. All other simulation parameters are identical to b.

**Impulsive stimulated Raman scattering (ISRS)**

Like assumed from the beginning of this chapter, when there is no electronic resonance, the intermediate state for stimulated Raman excitation can only by a very short-lived virtual electronic state (broken lines in figure 3.2 a). If additionally both photons $\hbar\omega_1$ and $\hbar\omega_2$ are contained in the same short laser pulse, the force

$$F(t) \propto |E(t)|^2$$

(3.17)
acts instantaneously [Gar96, Mer97]. In this case it is called impulsive force and leads to an oscillation $Q(t) \propto \sin(\omega_r t)$ [Mer97]. The classic analog corresponds to a pendulum that is pushed out of its equilibrium by an infinitesimal short but strong force (see figure 3.3b).

As a model system, the F$_{2g}$-mode ($\hbar \omega_r(q = 0) = 165$ meV) in diamond has been the work horse for many Raman-studies since several decades [Ram56, Lou64, Sol70, Ish06].

In the case of pump-absorbing media (e.g. close to or above-band-gap excitations), the dielectric tensor $\chi(Q)$ is not frequency independent anymore. That leads to a more complex temporal response of $\frac{\partial \chi^{(1)}(Q)}{\partial Q}$. If temporal response can be considered as a step function, this corresponds to the other limiting case called displacive excitation of coherent phonons (DECP).

**Displacive excitation of coherent phonons (DECP)**

If the spectrum of the pump pulse permits electronic transitions (in "opaque materials"), the efficiency of the coherent phonon generation by ISRS can be even enhanced [Zei92, Zij06]. Additionally, a further coherent phonon excitation mechanism can play a role. For materials with strong electron-phonon coupling (see section A.2), the equilibrium position $Q_0$ of a normal mode can change upon the excitation of a long-lived electronic state. With the abrupt change of the equilibrium position ($Q_0 \rightarrow Q'_0$), a coherent phonon is launched. This mechanism was first introduced by Zeiger et al [Che91, Zei92] and is known as displacive excitation of coherent phonons (DECP). Its classic analog is a pendulum which’s mounting point is moved abruptly (see figure 3.3c).

Accordingly, the characteristic signal of a coherent phonon excited by DECP exhibits a steps function after the electronic excitation (see figure 3.3c). The force for DECP can be also semiclassically derived as [Ste02]:

$$F(t) \propto \int_{\infty}^{t} (E(\tau))^2 \, d\tau.$$ (3.18)

This leads to a phonon motion $Q \propto [1 - \cos(\omega_r t)]$ [Mer97]. A typical example for DECP is the A$_{1g}$-mode of bismuth [Zij06]. Other mechanisms that involve the generation of electron-hole pairs can also generate coherent phonons for example by transient screening fields in the depletion layer close to a surface in gallium arsenide [Kuz94, Kuz95] or non-equilibrium Dember fields in tellurium [Dek95].

**Generalization: quantum mechanical description**

Quantum mechanically the Raman tensor is related to the transition matrix element $M_R$ of the electron dipole operator $\hat{V} = -e \mathbf{r} \cdot \mathbf{E}$, where $\mathbf{E}$ is the sum of complex electric fields $\mathbf{E}_i(\omega_i)$. The Raman excitation probability (per unit time per unit volume and per unit energy) is the given by [She84]:

$$\frac{8\pi^3 N \omega_1 \omega_2}{E_1 E_2} \left| \langle f | M | i \rangle \right|^2 \left| \langle \alpha_f | a_2^\dagger a_1 | \alpha_i \rangle \right|^2 g(\hbar \Delta \omega).$$ (3.19)
with
\[ M_R = \sum_s \left[ \frac{e \mathbf{r} \cdot \hat{e}_2 |s\rangle \langle s| e \mathbf{r} \cdot \hat{e}_1}{\hbar (\omega_1 - \omega_{sl})} - \frac{e \mathbf{r} \cdot \hat{e}_1 |s\rangle \langle s| e \mathbf{r} \cdot \hat{e}_2}{\hbar (\omega_2 + \omega_{sl})} \right]. \] (3.20)

This probability factor contains all important processes of the lowest order Raman interaction (see figure 3.2):

The first term in \( M_R \) corresponds to the dipole transition from the unexcited state \(|i\rangle\) to a virtual intermediate state \(|s\rangle\) by absorption of a photon with energy \(\hbar \omega_1\), followed by a dipole transition from \(|s\rangle\) to the excited state \(|f\rangle\) by emitting of a photon with energy \(\hbar \omega_2\). This process requires \(\omega_2 < \omega_1\) and is called Stokes transition. The second term in \( M_R \) describes the dipole transition from the excited state \(|f\rangle\) to \(|s\rangle\) and then the transition to \(|i\rangle\). Here again the \(\hbar \omega_1\) photon is absorbed and an \(\hbar \omega_2\) photon is emitted, which requires \(\omega_2 > \omega_1\). This second process is called anti-Stokes transition. \(\hat{e}_{1,2}\) is the unit vector of the electric field and thus corresponds to the two field polarizations of \(\mathbf{E}(\omega_{1,2})\).

The second probability amplitude \(|\langle \alpha_f | a_2^\dagger a_1 | \alpha_i \rangle|^2\) in equation 3.20 denotes the transition from light state \(|\alpha_i\rangle\) to \(|\alpha_f\rangle\) by annihilation of a \(\hbar \omega_1\) photon and creation of a \(\hbar \omega_2\) photon. This already requires the description of the field states by photon numbers \(n_{1,2}\) (second quantization). Therefore we can write the transition probability:

\[ |\langle \alpha_f | a_2^\dagger a_1 | \alpha_i \rangle|^2 = |\langle n_1 - 1, n_2 + 1 | a_2^\dagger a_1 | n_1, n_2 \rangle|^2 = n_1 (n_2 + 1). \] (3.21)

This equation explains the higher probability for stimulated Raman emission \((n_2 \neq 0)\) compared to spontaneous Raman scattering \((n_2 = 0)\). The term Raman “scattering” stems from the classical description of the inelastic scattering of one photon with one phonon that accurately describes the spontaneous Raman emission (see figure 3.2 b).

The last factor in equation 3.20 \(g(\hbar \Delta \omega)\) accounts for the lineshape of the joint density of states of the \(|i\rangle \rightarrow |f\rangle\) transition.

### 3.2.3 Summary and open questions

In conclusion, in the last decades, the control of coherent phonons became feasible due to the broad availability of ultrashort pulsed visible and NIR lasers (Raman excitation schemes) [Che91, Zei92, Kuz95, Gar96, Dek00, Ish06]. Since very recently, the advent of high-field THz sources [Car02, Rei03, Heb08, Sel08a, Jun10, Hir11, Hub15, Gre16] provides access to direct phonon excitation. This excitation with strong THz fields offers the significant advantage of avoiding excess photon energy and thus prevents parasitic electronic excitations. Hence, the control of solid state phenomena via coherent phonons (such as phase transitions and phonon coupled properties) is state of the art of contemporary research [Foe11b, Rin07, Sub14, Gra16].

But, so far this promising THz excitation approaches are limited only to IR-active phonons. What happens if solely Raman-active phonons have to be controlled? Is it possible to also directly drive them with strong THz fields?

Furthermore, is it in general possible to excite phonons by a nonlinear process from below their fundamental resonance? If yes, what are the coherence and phase properties of such
3.3 Spin control

In chapter 2.3, concepts for describing a magnetically ordered state and its excited states were introduced. Now, the question is addressed, how the spin state can be controlled or manipulated, especially on ultrafast time scales. This is a very important question not only for fundamental science but also for potential technological applications, such as ultrafast data storage devices, spin-transistors or quantum computing devices [Sch08, Ser10, Sta14, Vog14, Chu15].

Therefore, in this section, the focus lies on the parts of the Hamiltonian that can actually change the state of the spin order by means of specific coupling mechanisms to external perturbations. It is still assumed that magnetic dipole-dipole interaction and nuclear effects only play a negligible role. With these assumptions and the description of section 2.3, all spin couplings are summarized by the following Hamiltonian:

$$H = \sum_{i,j} J_{ij} \mathbf{S}_i \cdot \mathbf{S}_j + \lambda \sum_i \left( \frac{\mathbf{v}_i}{c^2} \times \mathbf{E}_i \right) \cdot \mathbf{S}_j - g J \frac{\mu_B}{\hbar} \sum_i \mathbf{B}_0 \cdot \mathbf{S}_i. \quad (3.22)$$

This Hamiltonian arises from the Heisenberg Hamiltonian (section 2.3.4) by including relativistic effects from an electro-static potential (Spin-orbit coupling, eq. 2.31) and an external magnetic field $\mathbf{B}_0$ (Zeeman coupling). Here, the more pictorial expression for SOC is used, where the electric field $\mathbf{E}_i$ of the ion belonging to the $i$th electron and the electron velocity $\mathbf{v}_i$ explicitly shows up due to the effective magnetic field $\mathbf{B}_{SOC} = -\frac{1}{c^2} \mathbf{v}_i \times \mathbf{E}_i$ in the rest frame of the electron.

The three microscopic coupling mechanisms of equation 3.22 can be modulated by a variety of perturbations. In this work, we want to restrict ourselves to effects that can lead to an ultrafast response of the spin system. Thus ultrashort laser pulses are the adequate tools for such kind of perturbations.

In analogy to the phonon control in section 3.2, the most important and state of the art mechanisms for ultrafast spin control will be introduced in the following section. Therefore, it will be distinguished between direct (1-wave) and non-linear (2-wave) interaction scenarios. For each case, the contributions by the different types of coupling will be discussed and linked to excitations in the three subsets of condensed matter (Spin, lattice and electron orbital degrees of freedom) like shown in figure 2.1.
3.3.1 Primary coupling (1-wave interaction)

Magnetic field (Zeeman) coupling

The Zeeman term $H_Z$ is the only interaction, that couples an external field $B_0$ directly to the orientation of the spins without involving electron orbital degrees of freedom or transport phenomena (see equation 3.22). In general, a magnetic field exerts a torque on any magnetic moment $m$ in the material. Therefore, the precession of the macroscopic magnetic moment is usually phenomenologically described by the Landau-Lifshitz-Gilbert (LLG) equation [Sto07]:

$$\frac{\partial \mathbf{m}}{\partial t} = \gamma \mathbf{m} \times \mathbf{B}_j + \frac{\alpha}{|m|} \mathbf{m} \times \frac{\partial \mathbf{m}}{\partial t}$$

(3.23)

Here $\gamma$ is the gyromagnetic ratio [Sto07], $\alpha$ is a damping parameter and $\mathbf{B}_j$ is an external magnetic field $B_0$ or a phenomenological effective field $B_{\text{eff}}$ that can arise from inverse magneto-optic effects (see section 3.3.2). For most scientific cases, a linearization of this differential equation is sufficient and therefore the 1-wave interaction picture is justified.

Zeeman coupling is traditionally used in ferromagnetic resonance (FMR) experiments [Blo30, Pel03, Sto07]. In that case usually a strong static magnetic field $B_0$ is applied together with an weaker AC microwave field $B(\omega) \perp B_0$. The static field $B_0$ causes a macroscopic spin precession around the direction of $B_0$ (see figure 3.4 a). The frequency of this precession is the Larmor frequency $\omega_L = \gamma B_0$ and thus proportional to the gyromagnetic ratio $\gamma$ and static magnetic field. If the microwave field $B(\omega)$ is in resonance with this spin precession, its absorption increases significantly. This method can be applied to investigate coherent magnons and their dephasing times [Bha74, Coc91, Urb01, Hun10, Kur11].

Recently it has been observed that the Zeeman torque is also applicable at THz frequen-

![Figure 3.4: Spin control. a. Typical precession of a magnetic moment $M$ in a static field $B_0$. Here $B(\omega)$ can be any applied AC-field that applies a torque $T = M \times B(\omega)$ on $M$. The precession dynamics and their damping ($\alpha$) are described by the phenomenological Landau-Lifshitz-Gilbert (LLG) equation. b. Change of the spin state via electronic transitions between exchange split states. In the example shown here, the degeneracy of the electronic $p$-state (total spin quantum number $S = 1$) is lifted by an external magnetic field.](image_url)
3.3. Spin control

A strong THz pulse, that covers a magnon resonance frequency, can couple resonantly to this magnon with its magnetic field $\mathbf{B}_{\text{THz}}$. This coherent control of this spin wave was demonstrated by switching the precession of a zone center magnon (q = 0) coherently on and off [Kam11].

Magnetoelectric coupling

In multiferroic materials an electric field $\mathbf{E}$ can lead to a magnetization $\mathbf{M}_i = \sum \alpha_{ij} E_j$ or vice versa, a magnetic field $\mathbf{B}$ can lead to an electric polarization $\mathbf{P}_i = \sum \alpha_{ij} B_j$ [Che07, VA07]. For the lowest order 1-wave interaction process (linear coupling), this requires broken inversion symmetry as $\mathbf{P}$ and $\mathbf{E}$ are odd functions of the space inversion operator, whereas $\mathbf{M}$ and $\mathbf{B}$ behave even under space inversion [Sto07, Che07]. For example spin-cycloid multiferroics, such as TbMnO$_3$, fulfill this requirement and exhibit a strong magnetoelectric coupling. This leads to phenomena like the electromagnon, which corresponds to a spin excitation driven linearly by an THz electric field via magnetoelectric coupling [Kub14]. Here, spin interactions between canted spins on neighboring sites induce the ferroelectric polarization. Hence, the microscopic coupling can be either mediated by spin orbit torque or by modulations of the ferromagnetic exchange constant [Kub14].

3.3.2 Indirect coupling (2-wave interaction)

The description of light-spin coupling phenomena that scale with higher orders of the magnetic or electric field, becomes significantly more complex. Accordingly, mostly only phenomenological models are commonly applied to describe these interactions. Here, we will distinguish between transparent media, in which the excitation takes places far away from electronic resonances, and opaque media, where also electronic absorption effects produce further difficulties.

Transparent media

Equation 3.22 shows that spin-orbit coupling (SOC) can affect the spin state, when the electron orbit ($\rightarrow \mathbf{v}_i$) or the microscopic electric field ($\mathbf{E}_i$) is modified, e.g. by lattice motion. Therefore, SOC can mediate electron orbit-spin coupling as well as spin-lattice coupling, as depicted in figure 2.1, without necessarily exciting of electronic resonances.

Analogous to phonons (section 3.2.2), collective spin wave (magnons) can also be excited by a Raman process. For example, Kalashnikova and co-workers demonstrated the Raman excitation of coherent magnons in the weak ferromagnet FeBO$_3$ [Kal07, Kal08]. Also here one has to distinguish the limiting cases of excitation in transparent (far away from electron resonances) and absorbing media (close to electron resonances), which leads analogously to an impulsive (ISRS) and displacive (DECM, displacive excitation of coherent magnons) phenomenological description, respectively. The complex normal coordinate $Q$ describes the precessional spin motion in this case [Gri08, Kal08].
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Most importantly, the electric-dipole transition matrix elements, describing the Raman process are not able to directly act on the spin state (see section 3.2.2). Therefore, the microscopic mechanism to create coherent magnons in this way has to involve spin-orbit interactions in the excited state [Kal08]. By using the simple magnon Hamiltonian \( H_{\text{mag}} = \Omega_0 Q(t) Q^*(t) \) (with FMR frequency \( \Omega_0 \)) and Raman interaction Hamiltonian \( H_{\text{int}} \propto \chi_{ij} E_i(t) E_j^*(t) \) the general equation of motion can be found [Kal08]:

\[
\frac{dQ}{dt} + i\Omega_0 Q = -i \frac{\partial H_{\text{int}}}{\partial Q^*} \tag{3.24}
\]

Where the right hand side of the equation corresponds to the driving force \( iF(t) \), which is either a delta function or a Heaviside step function in the limiting cases of ISRS or DECM, respectively [Gri08].

Phenomenologically, the action of the magnetic properties of a solid onto a light field are described as magnetooptic effects (see details in section 4.3.2). The most prominent example is the Faraday effect (see also section 4.3.2). Many works have demonstrated that the Raman excitations above can be also described as inverse magnetooptic effect [Per66, vdZ65], in the last 10 years even on ultrafast time scales [Kim05, Kim07, Han06b]. The electric field of circular polarized light \( E \) acting on the magnetization, can be seen as an effective magnetic field \( B_{\text{eff}} \) pointing along the wavevector of the light [Kir10]:

\[
\frac{\partial H_{\text{int}}}{\partial Q} \propto \frac{\partial \chi_{ij}}{\partial Q} (E(\omega) \times E^*(\omega)) \times S. \tag{3.25}
\]

Thus, the effective field \( B_{\text{eff}} \) scales with the magnetooptic constants and therefore the term "inverse magnetooptic effect" arises. A non-vanishing \( \frac{\partial \chi_{ij}}{\partial Q} \) mainly originates from SOC, confirmed by the increased magnetooptic effects in materials containing heavy elements [Ebe96, Sug00]. As can be seen from equation 3.25, the direction of the effective magnetic field \( B_{\text{eff}} \) can be conveniently switched by changing from right- to left-handed circularly polarized light [Pit61, vdZ65, Per66].

Non-linear Zeeman interaction is a further mechanism that does not rely on electronic absorption, but it requires strong magnetic field pulses. This can be already seen by the inherent nonlinearity of equation 3.23. For example, very recently nonlinear Zeeman coupling could be demonstrated in the THz-frequency range by making use of a novel 2D magnetic resonance spectroscopy scheme [Lu16]. Here, the underlying physics are likewise described based on the phenomenological LLG.

Coherent spin dynamics in absorbing media

In an absorbing medium, where secondary or indirect excitations can be related to SOC or exchange split states, the situation becomes more complex. Apparently SOC and exchange interaction can change, when laser induced electronic transitions play a role. Especially if the transition takes place within split states (transitions within the fine structure), the final
state will obviously have a different exchange or SOC energy. This can also lead to a change of magnetic anisotropy. The result is a precessional behavior of the magnetic moments [Kab91, Kir10]. Moreover, these coherent effects can be performed on an instantaneous time scale only limited by the rise time of the exciting laser pulse. Coherent dynamics in absorbing media also include the previously mentioned displacive Raman excitation of magnons (DECM) [Kal08].

**Incoherent spin dynamics in absorbing media**

The underlying microscopic mechanism of incoherent dynamics are even more complex, because they result from a real loss or even switching of magnetic order [Vat92, Koo00, Koo03, Kir10, Rad11, Fri15]. Since the pioneering work of Beaurepaire and co-workers [Bea96], the ultrafast demagnetization caused by absorption of a short laser pulse still rises a number of open research questions. For example, the extremely fast change of magnetic order in a single-magnetic lattice ferromagnet such as nickel, cannot be mediated by solely exchange interaction (see next section 3.3.3). A complex cascade of processes has to be considered, when the excess energy of an absorbed light pulse leads to hot charge carriers. The thermalization of such laser induced hot charge carriers via electron-lattice scattering, may also lead to modulations of the SOC or exchange interaction due to lattice excitations (phonons). In this thermalization case, the incoherent change of total magnetization $\Delta M$ can be phenomenologically described by a change of temperature of the spin system $\Delta T_S$ (e.g. in the MFA of the Heisenberg model, equation 2.44):

$$\Delta M = M(T_0 + \Delta T_S) - M(T_0),$$  \hspace{1cm} (3.26)

with equilibrium temperature $T_0$. To calculate the new spin temperature $T_0 + \Delta T_S$, at least a three temperature model has to be applied, that also includes electron-electron scattering (see next section 3.3.3 about exchange coupling). This three temperature model (3TM, e.g. by Koopmanns et al [Koo05, Bea96]) is only a phenomenological description. Nevertheless, the microscopic 3TM, where spin-flip scattering of electrons with phonons or impurities is due to SOC, is able to explain the variety of demagnetization time scales from $3d$ transition metals (e.g. Ni or Co) to $4f$ rare-earth Gd [Koo10]. But still, the microscopic mechanism and angular momentum transfer is yet not completely understood and under debate [Car08, Bat10, Car11b, Esc13, Esc14]. The timescales of these processes are given by the specific electron-electron, electron-phonon and electron-spin equilibration times. They can range from 50 fs in metals (e.g. in nickel thin films [Bea96, Koo05, Koo00, Hoh97]) up to nanoseconds in dielectrics [Kir10, Han06b].

The microscopic description becomes even more challenging, when more then one magnetic sublattice is involved, such as in antiferromagnets or ferrimagnets. In this case, exchange coupling can play an important role, because the angular momentum transfer between antiparallel sublattices is allowed [Kir13] (see next section 3.3.3). Within this thesis, an experimental approach was developed to simplify the complex cascade of processes. In the experiments in chapter 5, the role of the lattice-spin coupling is investigated isolatedly in a two-sublattice ferrimagnet, while keeping electronic orbital degrees of freedom frozen.
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3.3.3 Properties of exchange coupling

Most obviously exchange coupling is governing exchange split electron bands and thus can require spin flips for certain transitions (see figure 3.4 b). Additionally, as exchange interactions arises from the bare coulomb interaction of electrons, it is also contributing to the spin properties of electron scattering processes. Accordingly, exchange interaction is accountable for a number of spin transport phenomena [Sti02, Ral08, Bat10, Mel11].

On the other hand, it is very important to realize that the pure exchange Hamiltonian \( H_{\text{ex}} \) (equation 3.22) commutes with the total spin operator \( \sum_i S_i \). Therefore the Ehrenfest theorem [Nol13] predicts that the temporal change of the total magnetization in a pure spin magnet \( M \propto \langle \sum_i S_i \rangle \) vanishes:

\[
\frac{d}{dt} \left\langle \sum_i S_i \right\rangle = \frac{1}{\hbar} \left\langle \left[ H_{\text{XC}}, \sum_i S_i \right] \right\rangle + \left\langle \frac{\partial \sum_i S_i}{\partial t} \right\rangle = 0, \tag{3.27}
\]

because \( [H_{\text{XC}}, \sum_i S_i] = 0 \). This is a very fundamental finding, as it forbids exchange mediated demagnetization in pure spin magnets. Nevertheless, angular momenta can be exchanged between different sub-lattices as long as the total spin \( S_{\text{tot}} = \sum_i S_i \) over all spins \( S_i \) in all sub-lattices is conserved [Kir13].

Thereupon, an appealing scenario is the direct modulation of the exchange constant \( J_{ij} \) in equation 3.22. This can be achieved by a change of the overlap of the electron wavefunctions in the unit cell. Thus, in a magnetically ordered solid (e.g. ferromagnet, ferrimagnet or antiferromagnet), the exchange integral can be obviously modulated by phonons\(^2\) [Nol09]. Nevertheless, this scenario allows for spin angular momentum transfer between different magnetic sublattices. This phonon induced modulation of the exchange coupling will be investigated experimentally and modeled numerically in chapter 5.

3.3.4 Summary and open questions

In conclusion, there are several candidates for microscopic processes that can lead to spin-lattice coupling: Exchange interaction, Spin-orbit coupling or even the weaker and thus here neglected spin dipole coupling. Nevertheless, the role of the spin-lattice coupling and flow of angular momentum is still disguised. Therefore in this work, the interaction of lattice excitations with the spin system will be investigated isolately.

In fact, the energy transfer from the spins to the phonons has already been studied intensively by FMR measurements. The dephasing and energy relaxation of a spin wave (excited by FMR) can be due to magnon-magnon scattering but also due to spin-lattice coupling [Kas61, Rue14]. In this way, spin-lattice coupling times even up to some hundreds of nanoseconds were observed in some magnetically ordered insulators [Vit85, Hun10].

\(^2\)This can be already seen from the perturbation Hamiltonian \( H_1 = \frac{\epsilon^2}{\alpha_1 \alpha_2} \left( \frac{1}{r_{1a}} + \frac{1}{r_{1b}} + \frac{1}{r_{2a}} + \frac{1}{r_{2b}} \right) \) of the Heitler-London Model, where \( r_{ij} \) are the distances between ion \( a \& b \) and electrons 1 & 2 [Nol09].
In contrast, the opposite direction of the energy transfer, how excited phonons couple directly to spins has never been studied up to now. This leads to one of the main open research question of this thesis: Can excited phonons solely change the magnetic properties of magnetically ordered material? If yes, what are the time scales? And what are the microscopic mechanisms behind it?

These questions will be tackled and novel answers are found by the research within this thesis in chapter 5.
4 Experimental methods

To access fundamental solid state excitations, such as phonons, magnons, excitons or cooper pairs, resonantly in their unperturbed ground state, intense and stable THz-sources are crucially required. Further, in order to obtain deeper insights into the time evolution of these excitations on ultrafast non-equilibrium time scales, various experiments based on a pump-probe scheme are employed. The principles of a general pump-probe technique is sketched in figure 4.1, which shows the basic ingredients: laser pump pulses, synchronized probe pulses and a detector unit.

Figure 4.1.: Basic pump-probe scheme. After the excitation of the sample by a pump pulse, a synchronized probe pulse (not necessarily co-propagating) experiences the instantaneous properties of the sample. After the transmission through the sample, the modified pump pulse (e.g. intensity, polarization, spectrum) is monitored by a detection unit. Repeating this experiment with different pump-probe delays $t$, the dynamics of the excitation can be observed.

To push the boundaries of fundamental research beyond the pure observation towards the control of fundamental excitations, maybe even to the nonlinear regime, a table top intense and phase stable THz source was developed. Phase stability and fs-time precision combined with high intensities, ensure a reliable THz source tailored to the resonant and non-resonant driving of high frequency phonon modes. The high field THz source, developed within this thesis, is able to bridge several frequency octaves ranging from 10 THz up to the mid infrared (MIR) above 60 THz.

In order to reach these intense THz electric fields, a commercial kHz regenerative laser amplifier is used (section 4.1.2) that feeds two NIR-optical parametric amplifier (OPA) systems (section 4.1.3), which provide the necessary high pulse energies and relative phase stability for the difference frequency generation (DFG) (section 4.2.3).

For the time resolved pump probe studies with sub-femtosecond precision, a synchronized seed-oscillator is used (section 4.1.1). Its ultrashort 8 fs pulses interrogate the transient state of a physical quantity at a precise time delay in relation to the pump pulse arrival. For the observation of magnetization properties, the linear magneto-optic effect in transmission (Faraday effect) or magneto-optical Kerr effect (MOKE) in reflection (section...
4.3.2) is utilized. Also the oscillatory motions of coherent phonons are probed by anisotropic transmission measurements. Further, transient non-equilibrium material properties such as the refractive index or complex conductivity can be extracted by means of transient THz transmittance or reflectance (section 4.3.1).

In this chapter, the experimental techniques and physical approaches that were used in the course of this work are introduced and discussed.

## 4.1 High power kHz-lasersystem

### 4.1.1 MHz oscillator

In order to explore new coupling phenomena between principal excitations of a solid on their fundamental time scales, ultrashort laser pulses are crucially required. Consequently, the beating heart (master clock) of the high field THz-source is an ultrashort pulse laser oscillator (Venteon Pulse One PE) with a repetition rate of 78.77 MHz and a pulse duration of 8 fs. This mode locked oscillator is an archetypical solid state laser that consists of the characteristic laser components: gain medium, cavity and pump energy source (see figure 4.2a).

The gain medium is a Titanium-doped Sapphire crystal Ti:Al$_2$O$_3$ (short Ti:Sapphire). The energy scheme of the Ti$^{3+}$-ions, depicted in figure 4.2b, offers a typical 4 level system (energy levels $L_i$ in the figure) with an absorption band between 370 - 670 nm (corresponding to $L_1 \rightarrow L_4$ transitions) and a homogeneous broadened fluorescence band between 670 - 1070 nm ($L_3 \rightarrow L_2$ transitions), which corresponds to the very broad gain profile that is required for ultrashort pulses [Fer02]. The absorption maximum around 500 nm, can be conveniently matched by a diode-pumped solid-state laser (Coherent Verdi-V6, 532 nm, 6 W). The rapid electron-lattice relaxation [Dem13, Fer02] causes the excited $L_4$-level to decay into the $L_3$-level within about 5 fs and creates the occupation inversion essentially required for stimulated emission [Mil10, Dem13].

Even though the amplification profile of a Ti:Sapphire crystal is extremely broad, the emission bandwidth also depends on the laser cavity design, which favors only certain modes. Here, the cavity is a linear optical resonator with a defined length $l$. This allows for a buildup of a frequency comb of longitudinal modes with an equidistant frequency spacing $\delta \nu = c/2l$.

In order to favor pulsed operation, the phases of these modes have to be locked. Such mode-locking is achieved by modulating a cavity parameter with frequency $\delta \nu$. As active periodic loss control (active Q-switching) [Mil10] is not fast enough for generating such ultrashort laser pulses, here the mode locking scheme relies on an inherent passive mechanism of the Ti:Sapphire gain medium: Ti:Sapphire exhibits non-negligible elements in the

---

1 The frequency offset $\nu_{CEO}$ of the whole comb is given by the relative carrier envelope offset (CEO) in between adjacent pulses (a detailed discussion of carrier envelope phase is given in section 4.2.1).
3rd order nonlinear electric susceptibility $\chi^{(3)}$ (see section 3.1.2). Therefore high intensities can lead to a nonlinear refractive index $n(I) = n_0 + n_2 I$, growing linearly with the intensity $I$ and Kerr coefficient $n_2 = \frac{1}{\varepsilon_0 n_2^0} \chi^{(3)}$. Consequently, an intense Gaussian beam profile leads to a laterally varying refracting index, acting like a transient lens [Fer02, Mil10]. This so-called Kerr lens favors the propagation of the high intensity part of the modes (saturated absorption) also due to self-focusing ($n_2 > 0$), while modes with lower intensities comparatively experience more loss. Accordingly, this leads to a steady state distribution of the cavity modes and their phases. This manifests itself in the ultrashort pulsed operation of the laser oscillator.

In order to shorten the pulse duration as much as possible, a glass wedge pair (DW in figure 4.2a) is inserted into the cavity to fine tune its dispersive properties. Outside the cavity a prism pair and a pair of chirped mirrors pre-compensates for further dispersive losses in the following beam path. In this way pulse durations of about 8 fs are achieved at the sample position. A typical spectrum centered at 750 nm wavelength can be seen in figure 4.2c.

About 25% of the total output power (6 nJ) are used as an ultrashort probe pulse in all experiments within this thesis. The rest is needed to seed a regenerative kHz-amplifier (section 4.1.2) to ensure that the amplifiers, OPAs (section 4.1.3) and finally the resulting THz-pulses (section 4.2.3) are clocked to the MHz oscillator.

A good overview over the generation and application of ultrashort laser pulses is give in [Die06], [Fer02], [Mil10] and [Dem08].
4.1.2 kHz amplifier

To provide the high pulse energies in the NIR that are needed to generate intense THz fields, the oscillator pulse energies have to be amplified by more than a million times ($10^6$) and therefore the repetition rate has to be reduced to 1 kHz. This massive amplification is achieved by a kHz regenerative amplifier (Coherent Legend Elite Duo USP), followed by a single pass amplifier (SPA) and cryogenic amplifier (Cryo-PA).

After the seed pulses from the oscillator have propagated through two Faraday isolators [Chi89], which prevent back reflections into the oscillator, the pulses are stretched in time. This is done by a grating stretcher, which induces a large group velocity dispersion (GVD) $\frac{\partial^2 k}{\partial \omega^2}$ and therefore is able to stretch the formerly femtosecond pulses to the order of 532 nm, 45 W @ 1 kHz, ~150 ns

---

**Figure 4.3.: Regenerative amplifier followed by single pass amplifier (SPA).** Two Faraday isolators (FI1 & FI2) prevent back reflections into the oscillator. The seed pulses (orange) from the oscillator are stretched by a grating stretcher before they enter the regenerative amplifier via reflection on the window of the crystal housing. A waveplate (WP) and the switching of the Pockels cell PC1 allows the propagation through the windows and Ti:Sapphire crystal (Ti:Sa). The Ti:Sapphire crystal is pumped (green) through a dichroic mirror (DCM1). The remaining pump pulse is recycled after the second dichroic mirror (DCM2) and sent back into the Ti:Sapphire crystal. The switching of the second Pockels cell PC2 rotates the polarization again, enabling the out coupling via reflection at the thin film polarizer (RP). In the following SPA, the 800 nm pulses (red) are further amplified by a counter propagating 527 nm pump beam, which has been split off before at the beamsplitter (BS). Overall, output energies up to 10 mJ at a repetition rate of 1 kHz are reached.
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hundreds of picoseconds (typical stretcher designs can be found in [Tre69, Che10, Bac98]). The long pulse duration prevents peak intensities to exceed the damage threshold of the optical components and deters parasitic nonlinear effects in the amplification process.

The regenerative amplifier works similar to the oscillator described in the previous section 4.1.1. In this case again a Ti:Sapphire crystal which’s stimulated emission is seeded by an oscillator pulse (called seed pulse from here on) is used. Therefore, the seed pulse is coupled into a laser cavity with the Ti:Sapphire amplification medium. Subsequently, the pulses are amplified over several roundtrips through the cavity and then actively coupled out. In detail this scheme works like this:

The seed pulse is picked from the oscillator pulse train by a first Pockels cell (PC1) [Mil10], which rotates the polarization to be horizontal (p-polarized), such that a polarizing element (e.g. window or thin film polarizer) allows the seed pulse to enter the cavity. During each roundtrip through the cavity, the pulse is amplified as it propagates through the excited Ti:Sapphire crystal at Brewster angle incidence. The Ti:Sapphire crystal is pumped by an intra-cavity frequency doubled Nd:YLF laser [Rul05] (Coherent Evolution-HE, 527 nm, 45 mJ at 1 kHz repetition rate, ~150 ns pulse duration), which is actively Q-switched in synchronization with the Pockels cells. After the first pass through the crystal, the transmitted pump beam is recycled and used for pumping the crystal from the opposite side (see figure 4.3). Recycling the pump pulse increases the regenerative amplifier output power by about 30%.

A second Pockels cell (PC2) inside the cavity determines the number of roundtrips of the amplified pulse, before it is allowed to leave the cavity. As soon as the PC2 switches, the polarization is rotated by 90° to be vertical (s-polarized) again and therefore a thin film polarizer (RP in figure 4.3) reflects the amplified pulse out of the cavity. The timing of PC2 is optimized to an out coupling right after the specific roundtrip, in which the amplification process enters the saturation regime. Typical output pulse energies around 5.7 mJ are reached. A detailed description of the Pockels effect (or linear electrooptic effect) is given in the section 4.3.1 about electrooptic sampling.

After the regenerative amplifier, the pulse is further amplified by propagating only once through another Ti:Sapphire crystal. This single-pass amplifier (SPA) is pumped by the same Nd:YLF laser in a counter propagating geometry. The two step amplification process leads to uncompressed output pulses with maximum pulse energies of 10 mJ at a repetition rate of 1 kHz and a central wavelength of 800 nm.

The immense power required for multiple nonlinear frequency conversion steps to finally reach high powers in the THz spectral range, is provided by a further SPA. Even though the active medium for amplification is again a Ti:Sapphire crystal, the pulse energies at this stage are very high and therefore the second SPA has to be operated under cryogenic conditions (see figure 4.4). Meaning that the whole amplification process takes place in a closed-cycle helium cryostat (Coherent Cryo-PA) operating at 62 K under a pressure of $10^{-8}$ mbar. This avoids thermal lensing in the crystal [Bac97] and takes advantage of the temperature dependent gain profile [Dan07]. The cryogenic SPA increases the pulse energy to about 18 mJ, which corresponds nearly to a doubling of the pulse energy. The pump energy is provided by a second identical Evolution-HE Nd:YLF laser.
Figure 4.4.: Cryo-amplifier and twin compressor. The single pass amplification takes place in a Ti:Sapphire crystal (Ti:Sa), which is mounted in a closed loop helium cryostat (Cryo). The 527 nm pump beam (green) is provided by a separate frequency doubled Nd:YLF laser. The amplified 800 nm beam (red) is re-collimated by a telescope (CM1 & CM2) and afterwards split by a beamsplitter (BS) in ratio 50:50. The two independent Traecy compressors are identical, each consisting of a grating pair (G1 & G2) and a vertical retroreflector (RR). Each output reaches 7.5 mJ pulse energy at 1 kHz with a pulse duration of about 35 fs.

After re-collimation by a periscope, a 50:50-beamsplitter divides the amplified pulse train equally into two parts (see figure 4.4), which are directed into two independent grating compressors in Traecy configuration [Tre69]. The two compressors, consisting of a pair of parallel gold reflection gratings (1500 grooves per mm) each, recompress the pulses to about 35 fs in order to gain peak powers on the order of 200 GW in each of the two paths. The reason for the splitting and the two independent compressors is the following: as the amplified kHz pulses have to feed two coupled, but not identical OPAs (see section 4.1.3), it is necessary to adjust the pulse duration and dispersion properties independently according to the needs of each OPA. Additionally, this approach minimizes the risk of high intensity damages on the gold gratings. Overall, the kHz amplifier system produces two output beams with more than 7 mJ pulse energy each and a pulse duration of about 35 fs at a central wavelength of 800 nm.

4.1.3 Dual optic parametric amplifier

The generation of high field THz radiation by difference frequency generation (DFG) requires two high intensity laser beams with slightly offset spectra. Ideally, the offset in central frequency $\delta \nu = \nu_{0,A} - \nu_{0,B}$ corresponds to the desired THz central frequency $\nu_{THz}$ (see difference frequency THz generation in section 4.2.3). Consequently, it is important to keep the central wavelengths $\nu_{0,A}$ and $\nu_{0,B}$ independently tunable in order to keep the DFG based THz source flexible in frequency space. A NIR optic parametric amplifier (OPA) satisfies these requirements conveniently together with the additional benefit of lo-
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The principle of parametric amplification and a typical OPA stage are shown in figure 4.5a and 4.5b, respectively. Optical parametric amplification is an \( \chi^{(2)} \)-effect and can therefore be described as a stimulated 3-wave mixing process (see section 3.1.3). A pump photon with frequency \( \omega_p \) and a signal photon with lower frequency \( \omega_s \) mix in a nonlinear medium \( (\chi^{(2)} \neq 0) \). Thereby, an additional signal photon with energy \( h\omega_s \) and a so called idler photon are emitted \( [\text{Boy08}] \). The idler photon with energy \( h\omega_i = h\omega_p - h\omega_s \) accounts for energy conservation (see figure 4.5a). Wave vector conservation must be fulfilled as well.

\[
\begin{align*}
\text{a} & \quad \text{b} \\
\hbar \omega_p & \quad \hbar \omega_s \\
\hbar \omega_s & \quad \hbar \omega_i \\
\end{align*}
\]

Figure 4.5.: Optic parametric amplification. a, Parametric amplification in a two level system: A pump photon with energy \( h\omega_p \) excites the system out of the ground state. Afterwards a weak signal beam with photon energy \( h\omega_s \) stimulates the emission of an additional \( h\omega_s \) photon. Simultaneously, an idler photon \( h\omega_i \) is emitted to fulfill energy and momentum conservation. b, Schematic OPA-stage: The desired amplified frequency \( \omega_s \) is selected by the angle \( \beta \) between pump (red) and seed (yellow) beam and phase matching angle \( \theta \) of the nonlinear crystal (BBO). c, Typical signal spectra used within this thesis.
Figure 4.6: High power dual OPA beam path. Each of the two OPAs (Topas A & Topas B) consists of a first OPA stage, seeded by the same white light continuum (WLC) that is generated in a thin sapphire plate (Sapph), followed by the second OPA stage (Stage 1-2 each). Afterwards each signal beam is used to seed a high power OPA (HE-Stage A & HE-Stage B). In all OPAs stages $\beta$-BaB$_2$O$_4$ (BBO) crystals are used for the nonlinear frequency conversion. This simplified sketch does not account for the actual optical delays or focus conditions.

Therefore wave vector mismatch $\Delta k = k_p - k_s - k_i$ has to be minimized (meaning phase matching optimized) in order to maximize the signal gain in the desired direction. This is usually achieved by optimizing the angle $\beta$ between signal beam and pump beam (non collinear OPA) and the phase matching angle $\theta$ for the birefringent nonlinear crystal (see figure 4.5b).

For the THz source developed in the course of this thesis, a commercial high power dual OPA (Light Conversion Topas Twins) plus two additional high energy (HE)-stages (Light
Conversion Topas HE) are used. The main part of the dual OPA, as schematically sketched in Figure 4.6, consists of two OPAs with two parametric amplification stages each (Topas A1,2 and Topas B1,2) and a shared white light continuum generation (WLG). Each of the two OPAs is followed by a third high power OPA-stage (HE-stage A and HE-stage B). As most of the pump power is used for the amplification in the 3rd high power stage, HE-stage B is pumped separately by the second amplifier output (Output B). The common white light continuum [Cou07] is generated by focusing less than 1% of the input power into a sapphire window and is then divided in equal parts for the two OPAs. Its ultra-broadband spectra are then used as a seed for the parametric amplification in the first OPA stage respectively.

The 6 nonlinear amplification media in the Topas system are $\beta$-BaB$_2$O$_4$ (BBO) crystals, which are generally negative uniaxial birefringent. For the right choice of the angle $\beta$, it is possible to select the amplified signal wavelength with setting of the phase matching angle $\theta$ (at the second and third OPA stages, even a collinear $\beta \equiv 0$ configuration is used). In the Topas system this is done by software driven motorized rotation stages and additional motorized delay stages to account for the time delay between pump and signal pulses. Once all 6 crystal angles and 6 delay positions for several specific wavelengths are recorded to a tuning curve file, it is possible to select arbitrary output wavelengths between 1130 nm - 1600 nm (signal) and 1600 nm - 2500 nm (idler) remotely by software interface.

Most amplification is obtained in the (3rd) high energy (HE) OPA stage, where 70% of the initial input energy is used as a pump beam. A dichroic mirror after the HE OPA stage filters out most of the remaining 800 nm pump beam. Signal and idler beams can be easily separated because of the chosen type-II phase matching [Boy08]. In this case signal and idler waves are polarized perpendicular to each other and therefore can be discriminated efficiently by polarization elements. Typical measured signal spectra are shown in figure 4.5c.

4.2 Table top high field THz generation

4.2.1 Carrier envelope phase stability

In order to control and observe fundamental modes (like phonons, magnons, etc.) via laser pump probe spectroscopy, it is not only crucial to have intense light fields in the right frequency range available. Further these fields have to be carrier envelope phase (CEP) stable to resolve field driven effects or even perform coherent control as demonstrated in chapter 6. Usually pulsed laser sources like the oscillator and amplifier introduced in the previous section 4.1 are not CEP stable per se. The physical reason is the difference in phase velocity $v_{ph} = \omega/k$ and group velocity $v_g = \partial \omega(k)/\partial k$ within the laser resonator. The phase velocity $v_{ph}(\omega_0)$ determines the velocity of a single carrier wave with frequency $\omega_0$, whereas $v_g$ describes the actual velocity of the envelope of the propagating laser pulse. Consequently the CEP changes from shot to shot in the usual case of $v_g \neq v_{ph}(\omega_0)$ in the cavity (see figure 4.7a).
The Fourier transform of such a pulse train with constant repetition rate $\nu_{\text{rep}}$ is a comb structure in frequency space. The frequency comb's equidistant spacing is identical to the repetition rate. The constant CEP shift between two adjacent pulses $\Delta \phi$ is found in the frequency domain as an offset $\nu_0 = -\nu_{\text{rep}} \cdot \Delta \phi / 2\pi$ of the whole frequency comb (see figure 4.7 b). Therefore the frequency comb can be described by only 2 frequencies and a natural number $m$:

$$\nu_m = \nu_0 + m\nu_{\text{rep}}.$$  \hspace{1cm} (4.1)

Such frequency combs gained a lot of attention in the last decade \cite{Hae06} for example due to important applications in high precision metrology \cite{Hol00, Cun03, Ye05}.

The pump-probe scheme used in this work requires phase stability ($\Delta \phi = 0$) of the THz pump pulses, because every pump-probe delay requires a separate pump pulse (no single shot experiments). If CEP stability is not given, coherent field effects average out from shot to shot.

Fortunately, the table top THz generation methods that are used in this present work and introduced in the next sections 4.2.2 and 4.2.3 exhibit inherent CEP stability.

### 4.2.2 Optical rectification

Most modern standard techniques to generate very broadband THz pulses are based on optical rectification (OR) \cite{Ric94}. The source of OR is a second order nonlinear polarization $P^{(2)}_{\text{NL}}$ as described in section 3.1. There, equation 3.9 exhibits non-oscillatory components in the nonlinear polarization $P^{(2)}_{\text{NL}}$, which are thereupon historically referred to as "rectified" components. On the other hand, if short pulses are used instead of two monochromatic waves, graphically spoken the OR component is broadened in frequency space around the former spectral line $\omega = 0$. Thus for short enough pulses the OR contribution expands to cover part of the THz spectral region \cite{Hub00, Kue05}. In frequency space, this corresponds to multiple DFG (see section 3.1.3) processes between pairs of comb lines as schematically sketched by the lower red dots and black spectrum in figure 4.7. As all pairs of mixing photons originate from the same frequency comb, the difference of their phase is always constant. Therefore OR produces inherently phase stable THz pulses.

There are several nonlinear crystals that are commonly used for OR based sources, e.g. semiconductors like ZnTe, GaP or GaSe. Also organic crystals like DAST\textsuperscript{2}, OH1\textsuperscript{3} and DSTMS\textsuperscript{4} show high conversion efficiencies, especially when they are pumped by a NIR pulse \cite{Hau11, Rucl2, Sha15, Vic15}. On the other hand, These organic crystals suffer strongly from heat management problems though, especially when pumped by high power, high repetition rate laser systems.

The material with one of the highest conversion efficiencies is LbNbO\textsubscript{3} (Lithium niobate), which requires a sophisticated type of phase matching (tilted pulse front phase matching) \cite{Heb02, Heb08, Fui11}. The requirement of phase matching is discussed in the appendix.

---

\begin{itemize}
  \item \textsuperscript{2}4-N,N-dimethylamino-4'N'-methyl-stilbazolium tosylate
  \item \textsuperscript{3}2-(3-(4-Hydroxystyrlyl)-5,5-dimethylcyclohex-2-enylidene)malononitrile
  \item \textsuperscript{4}4-N,N-dimethylamino-4'N'-methyl-stilbazolium 2,4,6-trimethylbenzenesulfonate
\end{itemize}
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Figure 4.7.: CEP and optical rectification versus difference frequency THz generation.

- **a.** For a general laser pulse train with repetition rate \( \nu_{\text{rep}} \), the phase between the carrier wave (blue line) and pulse envelope function (grey line) shifts by an arbitrary carrier envelope offset \( \Delta \phi \) from shot to shot. The Fourier transform of such a pulse train exhibits a simple comb structure with frequency lines \( \nu_m = \nu_0 + m\nu_{\text{rep}} \), where \( \nu_0 = -\nu_{\text{rep}} \cdot \Delta \phi / 2\pi \) is the offset frequency caused by the carrier envelope offset \( \Delta \phi \) (figure a, b adapted from [Hae06]).

- **b.** Schematic comparison of two THz generation methods: Optical rectification (OR) and difference frequency generation (DFG). OR mixes two photons from the same pulse (grey spectrum), whereas DFG mixes two photons from two slightly frequency shifted pulses (green and orange spectrum). For higher THz frequencies \( \nu_{\text{THz}} \) less frequency pairs \( (\nu_i, \nu_j) \) can contribute to the mixing in the OR case. In the DFG process, spectra can be tuned such that all photon pairs \( (\nu_i, A, \nu_i, B) \) can contribute to the mixing such that \( \nu_i, A - \nu_i, B = \nu_{\text{THz}} \).

- **c.** THz emitters which are based on charge acceleration by the steep envelope of a pump pulse can also be described in terms of OR. Among these are for example photoconductive switches (also called Auston switches) [Smi89, Bec10, Dre05, Win09] or novel spintronic emitters [Sei16]. The latter are based on charge separation in magnetic fields due to the (inverse) Spin-Hall-Effect (ISHE).

Unfortunately, there is one inherent drawback of optical rectification: The higher the desired frequency \( \nu_{\text{THz}} \) the less comb line pairs \( (\nu_i, \nu_j) \) exist, which can mix to \( \nu_{\text{THz}} = \nu_i - \nu_j \). Thus, the THz conversion efficiency drops rapidly for higher THz frequencies and is therefore limited by the bandwidth of the generation pulse \( \Delta \nu \). To overcome this issue, instead of mixing two photons with frequencies \( (\nu_i, \nu_j) \) within the same pulse, the two

\[ \Delta \tau \cdot \Delta \nu = 0.441 \]

with pulse duration \( \Delta \tau \) and bandwidth \( \Delta \nu \) both FWHM.
initial photons are provided by two separate NIR pulses with slightly offset spectra (see figure 4.7).

### 4.2.3 OPA based difference frequency generation

As already mentioned in the previous section the efficiency of OR drops dramatically when aiming for higher THz frequencies. Hence, in order to obtain both, high THz fields at high THz frequencies, difference frequency mixing between two photons from two different NIR pulses is performed.

The conversion efficiency for a desired THz central frequency $\nu_{\text{THz}}$ rises by 3 orders of magnitude [Sel08a] when, instead of a visible pump pulse, two NIR pulses with a central frequency difference of $\nu_{0,A} - \nu_{0,B} = \nu_{\text{THz}}$ are mixed. This can be descriptively seen in figure 4.7: For OR only frequency pairs $(\nu_i, \nu_j)$ at the low intensity wings of the spectrum can mix to the frequency $\nu_{\text{THz}}$ (black spectrum in figure 4.7). Whereas for two offset NIR spectra ($\nu_{i,A}$ and $\nu_{i,B}$), all frequencies $\nu_{i,B}$ in the pulse with the slightly lower central frequency have a mixing counterpart in the other pulse with frequency $\nu_{j,A} = \nu_{\text{THz}} + \nu_{i,B}$. Therefore in principle all photons are able to contribute to the THz generation process. This leads to a photon conversion efficiency up to 14% [Sel08a].

Difference frequency mixing does not produce CEP-stable pulses per se. It requires further that the two mixing pulses are phase correlated. This means that the CEP may fluctuate from shot to shot, but the relative CEP shift between the two mixing NIR pulses has to be constant, inferring

$$\Delta \phi_A^{(m)} - \Delta \phi_B^{(m)} = \Delta \phi_A^{(n)} - \Delta \phi_B^{(n)}$$

for every arbitrary shot $m$ and $n$. The use of the same 800 nm pump pulse for both OPAs and the seeding by the same white light continuum (which is the main source of phase fluctuations) ensures the previous requirement. Therefore the THz pulses generated via dual OPA based DFG can be regarded as inherently CEP stable as well. In the high field THz generation setup that was developed within this thesis (shown in figure 4.8) the THz CEP can be fixed to any arbitrary value and even modulated with an arbitrary frequency locked to the repetition rate of the kHz amplifier (for details see section 6.3.3). This is done by setting the absolute phase between the two OPA pulses via a piezo controlled optical delay (delay stage in figure 4.8 a).

Like for all frequency conversion processes, the efficiency of the DFG based THz generation crucially dependents on the phase matching conditions. As discussed in more detail in appendix A.3.3, the resulting THz field scales with the phase matching factor:

$$\frac{\exp(i\Delta kd) - 1}{\Delta k} \quad \text{with} \quad \Delta k = k(\omega_1) - k(\omega_2) - k(\omega_{\text{THz}})$$

and $d$ being the effective crystal thickness. To minimize the wave vector mismatch $\Delta k$ the birefringence of the generation crystal GaSe is used. GaSe is a negative uniax-

---

6In reality parasitic effects such as two photon absorptions and saturation effects determined by the Manley-Rowe limit [Boy08] have to be considered
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ial crystal, exhibiting a larger refractive index $n_o(\omega)$ and therefore a larger wavevector $k_o(\omega_2) = n_o(\omega_2) \cdot \frac{2\pi}{c}$ for the ordinary polarized lower frequency NIR beam (NIR B in figure 4.8 a). By rotating the polarization of the higher frequency NIR beam (NIR A) by 90° to an extraordinary polarization, it experiences a lower refractive index $n_e(\omega_1) < n_o(\omega_2)$. This type II phase matching scheme with polarizations $(e,o,e)$ is valid for the frequencies $(\nu_1 > \nu_2 > \nu_{\text{THz}})$ respectively.

Experimentally, a major benefit arises from a collinear phase matching geometry: if the azimuthal angle $\varphi$ is adjusted such that the optical axis is in the plane of incidence, the projection of the extraordinary beam onto the optical axis, and thus $n(\omega_2)$, can be controlled by the tilting angle $\theta$ (see figure 4.8 b). Consequently, the optimized THz emission frequency can be tuned merely by tilting the GaSe crystal in the plane of incidence $\left(\hat{z}, \hat{y}\right)$.

Figure 4.8.: THz Difference frequency generation setup. a, Two orthogonal NIR beams are combined in a polarizing beam splitter cube (pol. BSC) and then collinearly focused in the generation crystal. The temporal overlap is adjusted by delaying NIR B with respect to NIR A (delay stage). A focusing gold mirror (FM) collimates the THz beam. The remaining NIR beams are filtered out by a thin indium tin oxide (ITO) mirror, which is reflective for wavelengths longer than about 5 µm and by a germanium wafer (Ge), which is transparent for wavelengths longer then 1850 nm. b, Type-II phase matching geometry for gallium selenide (GaSe): If the azimuthal angle $\varphi$ is adjusted such that the optical axis is in the plane of incidence, the phase matched difference frequency $\nu_{\text{THz}}$ can be tuned by the tilting angle $\theta$. 
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rotation around the ordinary polarization). This allows for tuning the THz central frequency without changing the beam path and therefore "on screen" control of the generated transient waveform via EOS (see section 4.3.1).

The frequency range of GaSe, the principal nonlinear crystal of this thesis, expands from 10 THz up to 60 THz. With Silver Gallium selenide (AgGaSe$_2$) even frequencies above 80 THz can be reached in the same way [Sel08a].

4.3 Ultrafast optical probing mechanisms

The generation of high intensity THz pulses to create specific excitations in a solid (e.g. phonons, magnons, excitons, cooper pairs, etc ...) was introduced in the previous section 4.2. In order to learn about the temporal evolution of such likely non-equilibrium states of matter, probing mechanisms to trace the dynamics of specific physical quantities like magnetization $\mathbf{M}$ and electric field $\mathbf{E}$ inside the sample are required. Changes in the electric field and magnetic field can both lead macroscopically to perturbations in the electric polarization $\mathbf{P}$, which can be detected as modulation of the (anisotropic) refractive index $n$.

As explained in section 3.1.2, the perturbative response of the instantaneous polarization $\mathbf{P}$ is described by the electric susceptibility $\chi$, which can be also magnetic field dependent due to spin-orbit coupling [Opp01].

Because these dynamics occur on ultrafast time scales, observing them relies on synchronized short pulses from the oscillator (section 4.1.1). In this section the main probing schemes of this thesis and their physical background are introduced.

4.3.1 Electrooptic detection

One of the main advantages of THz-spectroscopy is the ability to detect both amplitude and phase of the electric field within the light pulse, whereas conventional VIS or NIR spectroscopy is commonly restricted to intensity envelopes. Knowledge of amplitude and phase allow the extraction of the complex dielectric function without the use of Kramers-Kronig-relations [Tay11, Zak90, Rub12]. Moreover, electrooptic detection is also applicable for small intensities, because it scales linearly with the electric field. It covers a broad frequency range from sub 100 GHz up to 120 THz (GaSe [Kue04] or even 130 THz (ZnTe [Sel08b]), depending on the choice of the detection crystal type and its thickness.

The linear electrooptic effect, also called Pockels effect, describes the change of refractive index $n$ linearly dependent on the electric field $E$. Accordingly it can be understood as a $\chi^{(2)}$-process with the material dependent electrooptic tensor $r_{ijk} = \chi_{ijk}/n_0^3$ [Yar85]:

$$\frac{1}{n^2}_{ij} = \left(\frac{1}{n_0^2}\right)_{ij} + \sum_{k=1}^{3} r_{ijk} E_k,$$

with unperturbed refractive index $n_0$. The indices $i$ and $j$ can be simplified in a contracted notation depending on the crystal symmetry [Dmi96].

This section is partly based on a description of electrooptic sampling in my Diplom thesis [Mae11].
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Such a variation of the refractive index can be interpreted as a temporary modulation of the detection crystal birefringence, induced by the THz electric field. An ultrashort visible laser pulse co-propagating through the detection crystal therefore experiences a change in polarization depending on the instantaneous strength of the THz field. The retardation between the two orthogonal polarization components of the probe pulse is maximized for a 45° linear polarization with respect to the refractive index ellipsoid axes (see sketch 4.9a). In this case, the induced anisotropic refractive index is directly proportional to the applied THz field \( E_{\text{THz}} \):

\[
\Delta n = E_{\text{THz}} n_0^3 r_{ijk} \quad (4.5)
\]

A Fourier transform delivers the temporal evolution of the refractive index:

\[
\Delta n(z,t) = \int d\omega \ E_{\text{THz}}(\omega) n_0^3(\omega) r_{ijk}(\omega_p;\omega,\omega_{pr} - \omega) \exp \left[ i \left( k(\omega) z - \omega t \right) \right]. \quad (4.6)
\]

However, for short broadband THz pulses the electrooptic modulation of the refractive index is not exactly proportional to the instantaneous electric field, since \( r_{ijk}(\omega) \) weights spectral components of the THz pulse differently. Therefore an additional detector response function has to be considered, which also includes propagation effects from the sample to the detection, in order to calculate the true THz electric field. The convolution of the THz field \( E_{\text{THz}} \) with this response function \( f \) turns into a simple product in the frequency domain. This justifies the simple relation: \( \Delta n(\omega) \propto f(\omega) E_{\text{THz}} \). A detailed calculation of the material specific and thickness dependent response functions \( f(\omega) \) is given in [Kam07].

For the experimental work within this thesis, a simple strategy yields an accurate representation of the pump pulse at the sample position: the THz-field incident onto the sample is measured via EOS at the very same position where later the sample is positioned. Accordingly frequency dependent propagation and focusing effects can be neglected. Further in most cases, central frequencies around 20 THz to 40 THz are detected with a very thin GaSe flake. The highest frequency phonon resonances in GaSe are located at 9 THz [Mad04]. Therefore \( \chi^{(2)} \) and thus \( r_{ijk} \) can be considered nearly frequency independent above 9 THz [Fer94]. Hence \( \Delta n(z,t) \) is proportional to \( E_{\text{THz}}(z,t) \).

Experimentally, we do not access directly \( \Delta n \), but rather the relative phase shift \( \Gamma = \omega_{pr}\Delta nd/c \) of the electric field of the probe pulse (central frequency \( \omega_{pr} \)) between slow and fast polarization axis after the detection crystal thickness \( d \). Therefore EOS provides [Bak98]:

\[
\Gamma(\Delta t) = \frac{2\pi n_0^3 r_{ijk}}{\lambda_{pr}} \int_{-\infty}^{\infty} \int_0^d dt \int_0^d dz \ E_{\text{THz}}(z,t + \Delta t) I_{pr}(z,t) \quad (4.7)
\]

with normalized probe pulse intensity envelope \( I_{pr}(z,t) \) and crystal thickness \( d \). Equation 4.7 demonstrates that different propagation velocities between the THz phase velocity \( v_{ph} \) and the probe pulse group velocity \( v_g \) have to be considered in terms of wavevector mismatch \( \Delta k \). For a detection crystals thickness \( d \) comparable to the coherence length \( L_c = \pi/\Delta k \) of the crystal, the electrooptic tensor is reduced to an effective \( r_{eff} \). Only for detection crystals with \( d \ll L_c \) phase matching can be neglected. By including the spatial integration in equation 4.7 in \( r_{eff} \), \( \Gamma(\Delta t) \) is proportional to a cross correlation between the THz field and the intensity envelope of the probe pulse. Consequently the ratio in
between the oscillation period of THz electric field and probe pulse duration determines the frequency resolution.

**Balanced detection**

The polarization state of the probe pulse is interrogated with a balanced detection scheme, a standard technique to detect small changes in the ellipticity or linear polarization of light, which is sketched in figure 4.9 a. After the probe pulse leaves the electrooptic detection crystal, where it experienced a pump induced birefringence, it propagates through a waveplate followed by a Wollaston prism (WLP). The Wollaston prism spatially separates two orthogonal polarization components of the probe light. Depending on the waveplate, these two components measure either the linear polarization rotation or the ellipticity of the polarization. For a half-wave plate (HWP), the projections of the electric field onto two orthogonal axes are measured on separate photodiodes. For the purpose of electrooptic sampling, the two main axes of the polarization ellipticity are measured by replacing the half-wave plate by a quarter-wave plate (QWP). In order to detect only pump induced changes of the polarization state, the waveplate is oriented such that an unperturbed polarization leads to equal intensities on both diodes. As shown in figure 4.9 a, for example for an initially linear polarized probe beam the fast axis of the QWP has to be rotated by 45° with respect to the initial polarization direction. Consequently, the difference between the two intensities on the photodiodes is zero in the unperturbed case. Ideally, this leads to a cancellation of any intensity fluctuation of the probe beam. Therefore the difference signal of the photodiodes directly measures the change of polari-

![Figure 4.9: Electrooptic sampling and balanced detection. a, The electric field of the THz pulse (red) induces a change of birefringence in the electrooptic sampling crystal (orange refractive index ellipsoid). Therefore a short sampling pulse (blue) experiences a change of polarization while co-propagation with the THz pulse, proportional to the instantaneous THz field \(E_{\text{THz}}(\Delta t)\). The two components of the elliptic polarization are decomposed by a quarter wave plate (QWP) and a Wollaston Prism (WP). The photodiodes (PD1 & PD2) detect the two polarization components separately. Their current difference \(\Delta I\) is then further processed in the data acquisition (see section 4.3.3). b, The variation of the time delay \(\Delta t\) between THz pulse and sampling pulse (blue) enables the phase resolved detection of the THz field (red dots).](image-url)
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zation \( \Gamma \):

\[
\Delta I = \frac{1}{2} \varepsilon_0 c \left( |E_1|^2 - |E_2|^2 \right) = I_0 \sin(\Gamma) .
\] (4.8)

When using a QWP, \( \Gamma \) corresponds to the relative phase retardation in equation 4.7 and thus leads to the measured quantity of electrooptic sampling:

\[
\frac{\Delta I (\Delta t)}{I_0} = \arcsin \left( \frac{2\pi d n_0^3 r_{\text{eff}}}{\lambda_{pr}} \int_{-\infty}^{\infty} dt \ E_{\text{THz}} (t + \Delta t) I_{pr} (t) \right) .
\] (4.9)

For small signals the sine function can be linearized, leading to the simple relation: \( \Delta I/I_0 \approx \Gamma \).

By changing the temporal delay between pump and probe pulse \( \Delta t \) from shot to shot, the electric field of the THz pulse is mapped in amplitude and phase directly in the time domain (see figure 4.9 b).

The electrooptic effect can be also described as a sum frequency- and difference frequency process between the THz-pulse and the broadband probe pulse [Kam06]. In the present work, mainly very thin ZnTe crystals (5 – 15 \( \mu \)m) or GaSe flakes were used in order to prevent non-linear effects in the detection crystals [Sel08a]. A comprehensive list of EOS detection crystals, their nonlinear coefficients and their phase matching conditions can be found in [Wu96] and [Dex07, Wil07].

4.3.2 Magneto-optic detection

Analogous to the previous section, where the electric field within the sample was measured by a linear electrooptic effect (Pockels effect), the magnetization inside magnetically ordered solids (ferromagnets, ferrimagnets, etc.) can be investigated via linear magneto-optic effects. The discovery of the linear magneto-optic effect in transmission, called Faraday effect\(^8\), was the first observation of direct interaction of magnetism and light. The corresponding effect in reflection is called magneto-optical Kerr effect (MOKE) and has been discovered 30 years later\(^9\). The advent of short pulse laser sources, led to a revival of these methods as common probes for ultrafast magnetization dynamics [Bea96, Kim02, Big09, Koo05, Koo10, Kir10].

Both effects change the polarization state of the transmitted (Faraday effect) or reflected (MOKE) light, which can be described as the complex Kerr-angle \( \Phi (M, t) \):

\[
\Phi (M, t) = \theta (M, t) + i \eta (M, t)
\] (4.10)

with linear polarization rotation \( \theta \) and ellipticity defined as \( \eta = \arctan \left( \sqrt{I_+ / I_-} \right) \). Here \( I_+ \) and \( I_- \) denotes right handed and left handed circular polarized part of the intensity, respectively. Linear polarization \( \theta \) and ellipticity \( \eta \) can be expressed by the dielectric tensor \( \varepsilon_{ij}(M, \omega) \). Therefore they are determined, as in the electrooptic effect, by the electric susceptibility \( (\varepsilon_{ij} = 1 + \chi_{ij}) \).

\(^8\)discovered by the English scientist Michael Faraday in 1845
\(^9\)named after the Scottish physicist John Kerr after the discovery in 1875
In this work, primarily transparent thin film samples are electro-magnetically investigated. Therefore the more reliable (due to easier alignment) Faraday effect in transmission is the better probe. It is also more trustworthy to switch between EOS and Faraday measurements, because of the common probe beam path.

Most samples under research in chapter 5 exhibit an easy magnetization axis which is parallel to the surface normal (also called: out of plane magnetization). Accordingly, the dielectric function determining the Faraday effect can be described analogously to the polar magneto-optical Kerr effect (PMOKE) [Ant04]. In PMOKE geometry the magnetization vector \( \mathbf{M} \) is perpendicular to the sample surface and in the plane of incidence. In this case and by assuming \( \mathbf{M} \parallel \hat{z} \), the dielectric tensor can be simplified to:

\[
\epsilon(M, \omega) = \begin{pmatrix}
\epsilon_{xx} & i\epsilon_{xy} & 0 \\
-i\epsilon_{xy} & \epsilon_{xx} & 0 \\
0 & 0 & \epsilon_{zz}
\end{pmatrix}
\text{with } \epsilon_{ij} = \epsilon'_{ij} + i\epsilon''_{ij}. \tag{4.11}
\]

All tensor elements in equation 4.11 may be complex valued and depend on the magnetization, fulfilling the Onsager relations [Bos62, Kle66, Sug00]:

\[
\epsilon_{ij} (-M, \omega) = \epsilon_{ji} (M, \omega). \tag{4.12}
\]

Therefore the diagonal components of the dielectric tensor are even functions of \( M \), while the off diagonal components are odd in \( M \). From this relation it can already be seen that the magnetization \( M \) induces an optical anisotropy in magnetically ordered solids.

The real and imaginary parts of the diagonal tensor element \( \epsilon_{xx} \) are given by \( \epsilon'_{xx} = n^2 - K^2 \) and \( \epsilon''_{xx} = 2nK \), respectively, with real valued refractive index \( n \) and extinction coefficient \( K \).

The different material properties for right (+) and left (−) circular polarized light determine the off diagonal components of the dielectric tensor:

\[
\epsilon_{xy} = \sqrt{\epsilon_0} \left[ (n_+ - n_-) + i(K_+ - K_-) \right]. \tag{4.13}
\]

Accordingly, right and left circular polarized components of a light wave travel with different velocities and absorption losses through the magnetically ordered material. This leads to a rotation of the linear polarization axis and change of the ellipticity, respectively, given by

\[
\begin{align*}
\theta(\omega) &= \frac{\omega}{2c} \cdot \text{Re} \left( \frac{\epsilon_{xy}(\omega)}{\sqrt{\epsilon_0(\omega)}} \right) = \frac{\omega}{2c} (n_+ (\omega) - n_-(\omega)), \\
\eta(\omega) &= \frac{\omega}{2c} \cdot \text{Im} \left( \frac{\epsilon_{xy}(\omega)}{\sqrt{\epsilon_0(\omega)}} \right) = \frac{\omega}{2c} (K_+ (\omega) - K_- (\omega)),
\end{align*} \tag{4.14, 4.15}
\]

per unit length.

The Faraday ellipticity \( \eta(\omega) \) is better known as magnetic circular dichroism (MCD), which is defined by the different absorption coefficients \( \alpha_{\pm}(\omega) \):

\[
\Delta \alpha(\omega) = \alpha_+(\omega) - \alpha_-(\omega) = -\frac{4\eta(\omega)}{d}, \tag{4.16}
\]
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where \( d \) is the probed thickness. It is commonly used for element specific magnetization studies in the x-ray absorption regime [Bar07, Rad11].

As both Faraday rotation and Faraday ellipticity are proportional to the magnetization in the lowest order of \( \mathbf{M} \), the phenomenological Verdet constant is usually introduced to simplify the relation. With Verdet constants \( V_{\text{FR}} \) and \( V_{\text{FE}} \) for rotation and ellipticity, respectively, equation 4.14 and 4.15 are condensed to:

\[
\theta(\omega, t) = d \cdot V_{\text{FR}}(\omega) \hat{k} \cdot \mathbf{M}(t),
\]

(4.17)

\[
\eta(\omega, t) = d \cdot V_{\text{FE}}(\omega) \hat{k} \cdot \mathbf{M}(t),
\]

(4.18)

with the unit wavevector \( \hat{k} \) of the propagating light wave and sample thickness \( d \). The Verdet constants or linear magneto-optic coupling constants can be determined experimentally [Sug00, And76, Han84] or classically modeled (e.g. by the first model of Becquerel [Bec97, Ped90]). Quantum mechanically the Verdet constant depends on various sources, which makes the theoretical treatment much more complex [Hau04]. Multiple reflections, e.g. in a thin film sample, are neglected in the formulas above [Don63, Nie89].

The ultrafast pump induced Faraday signals are detected with the very same balanced detection setup that was introduced in the previous section 4.3.1 for electrooptic sampling. The EOS crystal is replaced by the magnetic sample (see figure 4.9). Furthermore it was precisely taken care to separate magnetic from non-magnetic pump induced effects. Therefore the most general probe signal contains a time dependent Magnetization \( \mathbf{M}(t) \), a time dependent magneto-optic coupling constant \( a(t) \) and a time dependent non-magnetic contribution \( b(t) \):

\[
S(M, t) = a(t)M(t) + b(t)
\]

(4.19)

The non-magnetic component \( b(t) \) is very important because in a realistic experimental setup, the photo diodes can never be balanced completely below the noise floor due to slightly differing temporal response characteristics. A double differential detection scheme was developed to trace the ultrafast time evolution of the real magnetization. Details of the magneto-optic signal analysis for the specific material system are given in section 5.3.3, where equation 4.19 will be used as a starting point.

4.3.3 Data acquisition from fs to ms time scales

In order to measure dynamic effects spanning over more than 12 orders of magnitude in the time domain, two different low noise data acquisition procedures were developed. The goal of both methods is the detection of a pump induced modulation of the difference current of the two photodiodes \( \Delta I = I_1 - I_2 \) due to polarization changes (see figure 4.9). Signals arising from parasitic effects such as intensity fluctuation of the probe pulses or pointing instabilities have to be suppressed as good as possible in order to gain high sensitivity. In the following two subsections both data acquisition methods are introduced briefly.
Ultrashort time scales (sub fs to 100s ps)

For the ultrafast time scales, ranging from 0.1 fs up to 500 ps the time delay between the pump pulse and a single probe pulse is controlled by a high precision motorized delay stage (Newport linear stage GTS 150 + XPS motion controller) that runs in fast scan mode. The stage position is read out synchronized to the kHz-amplifier system for every THz-shot with a precision of 50 nm.

The data acquisition from the balanced photo diode signal $\Delta I$ makes use of the different repetition rates of the THz-pump pulse (1 kHz) and the oscillator probe pulse train (80 MHz). Since only one MHz-probe pulses carries the pump induced signal $\Delta I_j$ (see figure 4.10a) the low frequency noise floor ($< 80$ MHz) and remaining unbalanced static signals can be suppressed by subtraction of the previous $\Delta I_{j-1}$ or succeeding $\Delta I_{j+1}$ probe pulse. This is performed by a passive electronic difference loop, which produces a pulse train of differences between adjacent pulses $\delta_j = \Delta I_j - \Delta I_{j+1}$. The resulting two cleaned up signal pulses $\delta_1 = -\delta_2$ are amplified and then converted separately by a broadband (100 MHz) digitizer Card (NI PXI-5122). Now the signal to noise ratio can be even more improved by a further subtraction of the two digital signals $W_1$ and $W_2$ from one another as depicted in figure 4.10a ($W_2 \approx -W_1$).

With this data acquisition procedure usual signal to noise ratios of $1:10^{-4}$ can be achieved in the setup used for this work.

Long time scales (12.5 ns to 1 ms)

For pump-probe delay times reaching from ns up to 1 ms, it is unfeasible to use modulations of the optical path length. Thereupon a slightly different approach is used. Instead of using every THz shot and a passive difference loop, a chopper running at 500 Hz blocks every second THz-pump pulse (see figure 4.10b). The optical delay between the 500 Hz pump pulse and the 80 MHz probe pulse train stays fixed, but every single probe pulse signal $\Delta I_j$ is sampled and digitized to $A_j$ separately. That means, for every pump pulse the succeeding 80,000 probe pulses are recorded, leading to a time resolution of 12.5 ns given by the oscillator repetition rate. Additionally, the same record array is recorded for the next blocked THz pump pulse ($B_j$ in figure 4.10b) and subtracted from the pump modulated pulse train to get a significant noise reduction. Thousands of full traces can be averaged in a minute easily with this method, because no mechanical delays are used. The acquisition speed is only limited by the onboard memory of the digitizer card (32 MB) and its sampling rate (100 MS/s).
Figure 4.10: Data acquisition schemes. 

**a**, Short time scales: Only one probe pulse $\Delta I_j$ carries the pump induced modulation. The signal propagation through an electronic difference loop with length corresponding to the repetition rate ($v_{\phi}/\nu_{rep}$) results in a pulse train of differences $\delta_j$ between adjacent pulses. $\delta_j$ and $\delta_{j-1}$ are integrated independently and digitized by a broadband digitizer.

**b**, Long time scale: The pump pulses are chopped with 500 Hz. After the fixed arrival of the pump pulse, all 80,000 probe shots are integrated separately ($A_1, A_2, \ldots A_N$). The same array is recorded at the next kHz-trigger signal, when the pump pulse is blocked ($B_1, B_2, \ldots B_N$). The difference between the chopped $B$ and unchopped $A$ arrays ideally yields the background free pump induced signal.
5 Ultrafast phonon driven magnetization dynamics

The control of elementary excitations in condensed matter on their natural time- and length scales is one of the major goals in contemporary science. Not only charge carriers or lattice dynamics but also spin degrees of freedom are of great interest (see figure 5.1). For instance, electron spins in spintronic materials are a environmental friendly and promising alternative to conventional electronics and will serve as key players in future information processing [Bad10, Sta14, Chu15]. Central dynamic effects such as magnetization switching [Kir10, Kub14, Fri15, Atx14] and transport of spin angular momentum [Uch08, Ada13, Ser10] require a fundamental understanding of the way spins interact with oscillations of the crystal lattice. However, despite its paramount importance, spin-phonon coupling in magnetically ordered solids is mostly discussed in phenomenological terms [Gur96] while leaving the precise microscopic processes unaddressed.

Within this thesis, an extensive study focusing on ultrafast pure spin-lattice coupling has been conducted together with the development of a novel experimental scheme based on resonant phonon excitation. A purely phonon driven ultrafast change of the magnetic order is found in the textbook ferrimagnetic insulator Yttrium Iron Garnet (YIG). These dynamics proceed on the timescale of 1 ps, several orders of magnitude faster than previously known spin lattice coupling times in the same material [Spe62, Vit85, Hun10]. The coupling mechanism is microscopically modeled by phonon-modulated super-exchange interaction between the two magnetic sublattices, thereby providing a scheme for ultrafast energy transfer from the lattice to the spin system under the constraint of conserved spin angular momentum. We find a much slower additional decay of magnetic order with a time constant of 100 ns, assigned to angular momentum transfer from the spin system to the lattice.

This chapter is based on the publication Ultrafast phonon driven magnetization dynamics in preparation by Mährlein et al. (2016) [Mae16b].

5.1 Motivation

The crystal lattice of a solid has a massive impact on the orbital dynamics of the electrons. Lattice vibrations strongly modify properties such as electrical conductivity and can even cause insulator-to-metal transitions [Rin07]. The subtle interplay of phonons and electron spins (see figure 5.1) can lead to similarly important phenomena as illustrated by three examples. First, the colossal magnetoresistance is found in oxides that show a huge change of electrical resistivity upon applying a static magnetic field. Lattice distortions are thought to play a central role for this effect [Tok00].

Second, another current hot topic in fundamental research towards spin-based information processing (spintronics) is the spin Seebeck effect. In analogy to the Seebeck effect [Geb55], the spin Seebeck effect describes how a spin current is generated in a magnetic
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Figure 5.1.: Experimental principle. A THz pump pulse (red pulse) resonantly and exclusively excites optical phonons of a ferrimagnet. The resulting impact on the sample magnetization is monitored by the Faraday rotation $\theta(t)$ of a subsequently arriving femtosecond probe pulse (green pulse). By using a ferrimagnetic electric insulator, the electron orbital degrees of freedom are frozen out (indicated by red crosses).

material in response to a temperature gradient. [Uch08, Uch14, Ada13, Ros14]. Notably, this effect occurs in magnetic insulators where it produces a pure spin current without any transport of charges. The applications of the spin Seebeck effect could lead to the production of spin-voltage sources, which are crucial for the development of spintronic devices [Wol01, Cha07]. Here, the role of temperature dependent lattice properties and the applicability at THz-frequencies are still open research questions.

Third, one of the most advancing fields in magnetism in the last two decades is ultrafast magnetization switching [Kir10, Kub14, Fri15, Atx14]. Since the pioneering work by Bepure and co-workers [Bea96], ultrafast spin dynamics has been observed in metals and insulators by using ultrashort visible or NIR pump pulses [Hue98, Big09, Kim02, Gui02, Kir10, Rad11]. However, the roles of orbital, spin and lattice degree of freedom, as sketched in figure 5.1, could not be fully disentangled and are still under debate.

In general, phenomenological models have provided deeper insights into macroscopic interactions of magnetization and lattice [Koo10], but the microscopic origin of spin-phonon coupling in the processes mentioned above remains an intriguing problem.

The novel approach of this thesis makes use of the latest advances in THz photonics (see chapter 4). The presented generic scheme directly probes spin-lattice coupling on the time scale of elementary scattering processes. As shown by figure 5.1, an incident intense ultrashort THz pump pulse selectively excites the crystal lattice by resonantly driving infrared-active transverse-optical (TO) phonons. The complexity of the subsequent process is significantly reduced by investigating electronic insulators in which the electron
5.2 Sample system: iron garnets

Magnetically ordered garnets are ideal material systems for a variety of magnetic phenomena in theory and experiments [Che93b, And64, Sol62, Agr13, Kum67, Ser10]. Here, the ferrimagnetic insulators yttrium iron garnet $\text{Y}_3\text{Fe}_5\text{O}_{12}$ (YIG) and bismuth/gallium-substituted YIG (BiGa:YIG)$^1$ are chosen. YIG is a model magnetic system for spin dynamics and transport in insulators in numerous studies [Uch14, Ros14, Ser10, Gur96, Kur11, Deb15]. Its electronic band gap (2.85 eV) exceeds the THz pump photon energy (20 THz $\approx$ 85 meV) by more than one order of magnitude. Furthermore, magnetic $\text{Fe}^{3+}$ ions at a- and d-sites in the unit cell (see figure 5.2) comprise two inequivalent, ferromagnetic sublattices that couple antiferromagnetically, resulting in nonzero net magnetization below the Curie temperature $T_C$. YIG and doped YIG accordingly fulfills the requirements of a spin ordered large bandgap insulator at room temperature.

5.2.1 Lattice structure

Figure 5.2: Part of the unit cell of ferrimagnetic YIG. Magnetic $\text{Fe}^{3+}$ ions at tetrahedral d-sites and octahedral a-sites comprise the spin sublattices of the ferrimagnet. The Y ion is located in a dodecahedral oxygen surrounding and does not contribute to the magnetic properties. The two magnetic sublattices (indicated by green arrows) are established by 12 d-site $\text{Fe}^{3+}$ atomic spins ($S_d = 5/2$) and the 8 a-site $\text{Fe}^{3+}$ atomic spins ($S_a = 5/2$) per unit cell.

The most common natural garnet contains calcium instead of yttrium and aluminum and silicon instead of iron ($\text{Ca}_3\text{Al}_1\text{Si}_3\text{O}_{12}$) [Che93a]. Garnets grow in a typical bcc structure with a space group of $\text{O}_{12}$ and a lattice constant of 12.4 Å. YIG cannot be found in nature and therefore has to be grown with special techniques such as liquid-phase epitaxy or chemical transport reaction [Che93a]. Generally, the garnet unit cell is centrosymmetric,

$^1$The substitution with Bismuth ions increases the magnetooptic coupling constants and therefore vastly improves the signal to noise ratio of magnetooptic probing techniques. Gallium substitution dilutes the d-iron sites and therefore reduces the Curie temperature.
but the inversion symmetry can be broken during epitaxial growth process [Han06a].

The typical garnet structure contains two inequivalent iron sites, which are defined by the coordination of the surrounding oxygen atoms. Summing up over the whole unit cell this leads to eight octahedral sites (a-sites) and twelve tetrahedral sites (d-sites) both occupied by Fe$^{3+}$ ions. The unit cell can be subdivided into fundamental formula units; part of it shown in figure 5.2. The large unit cell enables the substitution of ions by a wide variety of cations. For instance, the dodecahedral Yttrium sites can be partly occupied or even completely substituted by nearly all rare earth ions. In this work, a substitution with Bi$^+$ ions is exploited, which increases the magneto-optic activity (see sample properties in section 5.3.2).

### 5.2.2 Absorption spectrum

![Absorption spectrum](image)

**Figure 5.3:** Absorption spectrum of YIG. Above the electronic bandgap ($E_g = 2.85$ eV), charge transfer transitions lead to an increased absorption. Crystal field transitions can still absorb electromagnetic radiation even below the electronic band gap down to a photon energy of about 1 eV. From roughly 100 meV to 1 eV, in the so called transparency window, no measurable absorption can be found. For photon energies below 100 meV, the absorption increases abruptly due to the onset of IR-active phonon resonances (figure taken from [Han06a]).

The schematic absorption spectrum of Yttrium iron garnet is shown in figure 5.3. The optical properties are mostly governed by the large electronic Bandgap of 2.85 eV, that provides the dominant contribution to the absorption at the high frequency end of the visible spectrum, spreading to UV-frequencies. However, even below the band gap, so called crystal-field transitions lead to minor but non-negligible absorption. These transitions are caused by the lifting of the degeneracy of the iron $d$-orbitals due to the octahedral and tetrahedral oxygen ligand field [Pap62, Vie75].

Below 1.5 $\mu$m down to approximately 10 $\mu$m ($\approx 30$ THz) there is no absorption ($\alpha \ll 0.03$ cm$^{-1}$) [Win81, Hof92]. This frequency range is usually called transparency window. At the low frequency end of the transparency window (< 30 THz), absorption increases suddenly due to IR-active phonons. It is important to note that in the THz range linear absorption solely arises from phonon absorption.
5.2. Sample system: iron garnets

Due to the vast number of 80 atoms in the unit cell, the phonon bandstructure is up to now too complicated to be fully resolved by means of experimental methods. Therefore, for this work, P. Maldonado and P.M. Oppeneer calculated the full phonon bandstructure and its element-resolved phonon density of states (DOS) by using an ab-initio approach [Mal16]. They first calculated the electronic structure within the density-functional theory (DFT) framework in order to obtain the electronic ground state properties [Kre96]. Afterwards they obtained the ground state lattice geometry by a finite-displacement method [Tog09] while a DFT method was employed to calculate the interatomic force constants. These calculations were performed using supercells with 2x2x2 primitive cells (640 atoms). For a detailed description of these ab-initio studies please refer to the supplementary material of our common paper [Mae16b].

The ab-initio results for the 240 phonon dispersion branches along the high-symmetry lines are shown in figure 5.4a. The blue lines indicate infrared (IR)-active phonon modes, which have been identified by symmetry considerations. They are accompanied by
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a nonzero electric dipole moment and can be resonantly excited by IR light near the Γ-point. The IR-active TO modes in the range from 16 to 20 THz are of particular interest for understanding the nature of the resonant THz excitation. Below 16 THz, a phononic bandgap is clearly visible. For better visibility, in figure 5.4 b, only the IR-active phonon modes are shown. The density of states for all phonon modes is displayed in figure 5.4 c. A closer analysis of the phonon DOS shows that the 3 double degenerate IR-active phonon modes above the phonon bandgap correspond to dipolar Fe-O stretch vibrations at the tetrahedral Fe-site [Hof92]. These are the coherent lattice modes that are mainly excited by intense THz pump fields with central frequencies around 20 THz.

5.2.4 Magnetic order and magnon dispersion

![Magnon dispersion of YIG](image)

Figure 5.5.: Magnon dispersion of YIG. Atomistic spin dynamics simulation (see section 5.7.2) by J. Barker et. al yields all 12 ferromagnetic (red lines) and all 8 antiferromagnetic magnon branches (blue lines) for several equilibrium temperatures $T_0$. The dashed lines mark the energy $k_B T$. Figure taken from [Bar16].

The fundamental magnetic properties of YIG are determined by the Fe$^{3+}$ ions and the surrounding oxygen ions. The coordination of the oxygen ions at the two distinct iron sites (octahedral a-sites and tetrahedral d-sites) influence the electronic configuration and mediate the superexchange interaction between the iron ions at both sites. Each of the Fe$^{3+}$ ions is in a $3d^5$ electronic configuration and carries a magnetic moment of $5 \mu_B$. Due to the antiferromagnetic coupling via superexchange, each of the two lattice sites builds up a magnetic sublattice with opposite magnetic orientation. Due to the 3:2 number ratio of d- and a-iron ions, the two sublattices cannot compensate each other and thus cause a ferrimagnetic order below the curie temperature $T_C$ [Che93a]. The Curie temperature for pure YIG is usually found around 560 K [Che93a]. Substituting the tetrahedral (d-site) with nonmagnetic Ga$^{3+}$ leads to a lowering of the Curie temperature $T_C$ and a reduction of the net magnetization.

The strong exchange interaction between the nearest neighbor a-site Fe$^{3+}$-ions and d-site Fe$^{3+}$-ions is determined by the exchange constant $J_{ad} = -3.45 \text{ meV}$. All other exchange contributions are much weaker (e.g. $J_{dd} = -1.15 \text{ meV}$ and $J_{aa} = -0.33 \text{ meV}$) [Che93a]. The total magnetic moment of a unit cell is $10 \mu_B$. 
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The calculated magnon spectrum of YIG is shown in figure 5.5. In principle, the zero temperature magnon dispersion \( \omega_r(q) \) can be calculated by diagonalizing the Hamiltonian of the non-interacting magnon system [Che93a]. The resulting number of 20 branches arises due to the 20 magnetic iron sites in the YIG magnetic primitive unit cell. While 8 branches describe antiferromagnetic modes, the other 12 branches have ferromagnetic character. Excitation of an antiferromagnetic/ferromagnetic magnon increases/decreases the YIG magnetization by one Bohr magneton, respectively [Rub12]. Figure 5.5 shows the ferromagnetic (red) and antiferromagnetic (blue) magnon branches for different temperatures calculated via atomistic spin dynamics by J. Barker and G. Bauer [Bar16]. At room temperature the magnon branches are broadened so much, that they nearly offer a full overlap with the phonon bandstructure (see figure 5.4) and therefore generally enable magnon phonon coupling.

5.3 Experimental details

5.3.1 Experimental setup

The schematic of the pump-probe experiment is shown in figure 5.6a. An intense THz pump pulse (center frequency \( \sim 21 \) THz, pulse energy \( 3 - 10 \mu J \), pulse duration \( \sim 200 \) fs), generated by the tabletop high field source (introduced in section 4.2), resonantly excites the Brillouin center TO-phonons above the phonon bandgap (\( > 16 \) THz). Thereupon, the instantaneous magnetic state of the sample is determined by a subsequent synchronized 8 fs optical probe pulse (repetition rate 80 MHz, center wavelength 750 nm, pulse energy 1 nJ) measuring the magnetooptical Faraday effect (see section 4.3.2). The actual physical quantities probed by the magneto-optical signal \( S(t) \) are discussed in section 5.3.3. In order to distinguish non-magnetic and magnetic contributions, Faraday ellipticity \( \eta(t) \), Faraday rotation \( \theta(t) \) and isotropic transmission change \( \Delta T_r \) is measured. By changing the pump-probe delay \( t \) with a high precision motorized stage, the magnetization dynamics are monitored over a large range of pump-probe delays up to 500 ps. The pump-probe range up to milliseconds is covered by the advanced long time-scale data acquisition method (see section 4.3.3). Additionally, after every 5th full delay cycle the sign of the external magnetic field \( B_0 \) is switched.

The detailed experimental setup is shown in figure 5.6b. The THz-pump pulse and the ultrashort probe pulse are always collinearly incident onto the sample. The sample orientation is adjusted such that the external magnetic field has sufficient projection on the easy magnetization axis to saturate the magnetization \( M \). Simultaneously, the projection of the magnetization \( M \) along the propagation direction of the probe pulse \( \hat{k} \) should be optimized in order to get most the Faraday signal \( \theta \propto M \cdot \hat{k} \) (see section 4.3.2). This leads to an angle of incidence (AOI) of 0° and about 45° for BiGa:YIG (easy axis out-of-plane) and pure YIG (easy axis in-plane) respectively. Faraday rotation (FR) and Faraday ellipticity (FE) are measured using a balanced detection scheme with a half-waveplate (HWP)

\(^3\)Institute for Materials Research, Tohoku University, Sendai 980-8577, Japan
or quarter-waveplate (QWP) respectively. Further details of the beam path are described in section 6.3.2.

![Experimental details](image)

**Figure 5.6.:** Experimental details. **a,** Experimental scheme of THz pump/magnetooptical probe spectroscopy. The sample’s out of plane magnetization is saturated by an external static magnetic field $B_{\text{ext}}$. The magnetization dynamics induced by the THz pump pulse are monitored by the Faraday ellipticity $\eta(t)$ and Faraday rotation $\theta(t)$ of the transmitted pump pulse, which is delayed by a time $t$. **b,** Experimental setup. Pump and probe beam copropagate, focused by the same off-axis parabolic mirror, with an angle of incidence of 0° or 45° for out-of-plane or in-plane easy axis, respectively. The resulting probe beam polarization is resolved by a balanced detection scheme.
5.3. Experimental details

5.3.2 Sample details

The iron garnet films were grown by liquid-phase epitaxy on gadolinium gallium garnet Gd$_3$Ga$_5$O$_{12}$ (GGG) substrates by the group of R.V. Pisarev\textsuperscript{4}. To prevent pump absorption by the substrate, several iron-garnet films are transferred on diamond windows after mechanically removing the GGG substrate. Test measurements confirm that GGG pump absorption is irrelevant to the ultrafast dynamics. Mostly two types of garnet samples were studied: pure yttrium iron garnet Y$_3$Fe$_5$O$_{12}$ (YIG) and bismuth/gallium-substituted iron garnet Bi$_x$Y$_{3-x}$Ga$_y$Fe$_{5-y}$O$_{60}$ ($x = 1.53$, $y = 1.33$, BiGa:YIG) with, respectively, a Curie temperature of 545 K and 398 K, and in-plane and out-of-plane magnetic anisotropy. Film thicknesses cover a range from 7 to 20 $\mu$m. Chemical composition of the garnet films was determined by X-ray fluorescence measurements by A. Kalashnikova\textsuperscript{4}. Substitution of Y by Bi in the BiGa:YIG sample enhances the magnetooptical Faraday effect by one order of magnitude \cite{Han81, Han84} in the visible frequency range. Typical hysteresis loops obtained by measuring the static Faraday rotation of the probe beam are shown in figure 5.7.

THz absorption spectra (such as that of BiGa:YIG later shown in figure 5.9 a) are obtained by combined reflection and transmission measurements with a broadband THz time-domain spectrometer \cite{Rub12}. The maximum absorption occurs at 21 THz (see figure 5.9 a), which is 2 THz above the highest-frequency TO($\Gamma$)-phonon resonance \cite{Hof92} because absorption strength and low reflectance have optimum values at this frequency (restrahlen band effect). As mentioned before, absorption in this frequency range solely arises from TO phonons \cite{Hof92}, because Fe$^{3+}$ crystal-field excitations and electronic charge transfer transitions appear at much higher frequencies (see figure 5.3).

5.3.3 Signal Analysis

All investigated pump-probe signals, such as transmission $\Delta T_\pm(t)$, Faraday ellipticity $\Delta \eta_\pm(t)$ and Faraday rotation $\Delta \theta_\pm(t)$ are traced for opposite external magnetic fields $\pm B_0$ in every measurement. To analyze these signals, we recall that magnetization and magnetooptical coupling induce an optical anisotropy in the sample which results in an elliptical polarization of the initially linearly polarized probe pulse (Faraday effect). Up to the linear order in magnetization, the Faraday rotation $\theta$ (and likewise the ellipticity $\eta$) of the probe’s outgoing polarization is a weighted average \cite{Han84} of the magnetization of the two sublattices $m = a, d$, that is,

$$\theta = \sum (a_m M_m) d + b. \quad (5.1)$$

Here, $a_m$ are the local magnetooptic coupling constants of YIG, $M_m = \hat{k}_{pr} \cdot M_m$ is the magnetization of sublattice $m$ projected on the propagation-direction unit vector $\hat{k}_{pr}$ of the probe beam, $d$ is the sample thickness, and $b$ is an offset arising from any magnetization-independent optical anisotropy. The angular brackets $\langle \cdot \rangle$ denote averaging over the probed
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sample volume.

5.4 Results: equilibrium measurements

5.4.1 Static Hysteresis at room temperature

In order to understand complex phonon-induced magnetization dynamics, the unperturbed equilibrium state of the magnetically ordered system has to be investigated first. Therefore magnetooptic measurements as described in section 5.3 are applied.

Figure 5.7 shows the static magnetization \( M \) of both YIG and BiGa:YIG samples dependent on the external static magnetic field \( B_0 \). This total static magnetization \( M \) is measured via the linear Faraday rotation \( \theta \) as a function of the external magnetic field \( B_0 \) (see equation 5.1). \( M(B_0) \) shows a typical hysteresis behavior [Han06b] (see figure 5.7). Saturation along the easy magnetization axis is already achieved by applying a static magnetic field \( |B_0| > 5 \) mT. By using an electromagnetic coil, these field strengths can be reached easily and remotely controlled by variation of the coil current.

The spatial homogeneity of the magnetic saturation was verified by polarization micro-

![Polarization micrographs](image)

Figure 5.7.: Measurement of the static magnetization. Lower panel, Hysteresis loops of YIG and BiGa:YIG samples measured by the Faraday effect. The magnetooptic signals show clearly opposite sign and magnetic saturation for static fields \( |B_0| \geq 5 \) mT. Upper panels, Faraday rotation micrographs of the BiGa:YIG sample taken at three points of the loop. The sample exhibits a single domain state in magnetic saturation (state 1 and 3).
graphs (figure 5.7, upper panels). The micrographs were taken in a crossed polarizer-analyzer geometry [Car11a, Dil58]. For magnetic saturation (|B₀| > 5 mT), a homogeneous single-domain state is confirmed, indicated by the polarization micrograph in state 1 and 3 in figure 5.7. For the unsaturated case (state 2), a typical mixed domain state is observed [Wan16, Dil58, Eno75].

As mentioned before (section 5.3.2), the Bismuth substituted sample exhibits an increased magnetooptic effect, which manifests in an enhanced Faraday rotation of nearly ±15 rad (≈ ±859°) per mm sample thickness. This is in agreement with similarly Bi-substituted YIG samples [Han06b]. Pure YIG shows one order of less signal magnitude, which makes the observation of small transient magnetization changes challenging (section 5.5.6). Additionally the sign of the static signal is flipped in pure YIG compared to BiGa:YIG.

In equilibrium, the magnetooptic factors aₘ are constant throughout the probed magnetic volume, resulting in θ = ∑ aₘ ⟨Mₘ⟩ according to equation 5.1. The different sign of the Faraday rotation for YIG and BiGa:YIG arises from their different magnetooptic constants at the probing wavelength around 800 nm due to the Bi-doping [Han84]. While Mₐ approximately equals −1.5Mₐ for both materials in magnetic saturation, aₐMₐ ≈ −0.9aₐMₐ in YIG differs from aₐMₐ ≈ −2.3aₐMₐ in BiGa:YIG [Han84]. Therefore, in YIG, the Faraday signal is dominated by a-sublattice contributions, whereas in BiGa:YIG the signal stems mostly from the magnetic d-sublattice.

For all following experimental series, full static hysteresis loops were measured in order to calibrate the static Faraday signals θ₀ = θ(B₀ < −10 mT) − θ(B₀ > 10 mT).

5.4.2 Temperature dependence of the equilibrium Faraday rotation

One of the most important properties of a magnetization state is its temperature dependence because magnetic phenomena are directly related to spin order effects and their phase transitions. To vary the equilibrium temperature T₀, the sample was glued onto a copper ring with a high thermal conductivity glue. Afterwards, the copper ring was mounted on a home built temperature controlled sample holder.

Importantly, as the magnetooptic coupling constants aₐ and aₘ can be considered temperature independent [Han84], the static Faraday rotation θ₀ is proportional to the equilibrium total magnetization M₀(T₀) and can be therefore directly determined from temperature dependent hysteresis. Hence, for every temperature T₀ a full hysteresis loop is measured, leading to the result shown in figure 5.8. Here, the inset of figure 5.8 a shows the difference in temperature dependence θ₀(T₀) of pure YIG and the BiGa:YIG sample. The two curves show a similar shape, but the critical temperature T_C is reduced in the BiGa:YIG sample due to the substitution of tetrahedral iron ions with Gallium ions [Che93a, Han06a].

The BiGa:YIG θ₀(T₀) curve was measured in more detail, shown by the blue and red circles in figure 5.8 a. The two different colors belong to two sets of measurement and therefore demonstrate the small error bar of these static measurements. Accordingly, the...
Figure 5.8.: Temperature dependent static magnetization. a, Temperature dependence of static Faraday rotation $\theta_0$ (blue and red circles) of BiGa:YIG. The inset shows the difference in critical temperature between YIG and BiGa:YIG, mainly caused by the Ga doping. b, The double logarithmic plot reveals a good agreement with the expected ferrimagnetic behavior with fitted critical exponent $\beta = 0.39$. Small deviations close to $T_C$ are caused by the onset of the paramagnetic phase (in agreement with simulation in figure 2.5).

The $\theta_0(T_0)$ curve exhibits a typical ferrimagnetic behavior [Noi05] that is reproduced by MFA simulations in figure 2.5.

Moreover, the critical exponent $\beta$ of this second order phase transition and the critical temperature $T_C$ can be fit with the function:

$$\theta_0(T) = \theta_0(T = 0) \cdot \left[ 1 - \exp \left( \frac{T - T_C}{T_C} \right) \right]^{\beta}. \quad (5.2)$$

The fit procedure leads to $T_C = 398$ K and $\beta = 0.41$. Both values are in perfect agreement with previous studies of similar doped YIG samples [Han06b, Win81]. Complementary, the critical exponent can also be obtained from a linear fit, when $\theta_0$ is plotted double logarithmically versus $T - T_C$. This nearly leads to the same critical exponent $\beta = 0.39$ (see blue line in figure 5.8 b).

On the other hand, both fitting procedures fail on the tail of the $\theta_0(T)$-curve close to and slightly above $T_C$. This tail is caused by a paramagnetic contribution, induced by the external static field $B_0$ [Noi05]. A more accurate match of this paramagnetic tail is captured by a MFA simulation such as shown in figure 2.5.

Nevertheless, a better fit function is required in order to determine the expected $\partial \theta_0(T)/\partial T$ behavior that is need for comparison to the phonon induced magnetization dynamic in section 5.5.7. Thereupon, the phenomenological fit function

$$f(T) = A \frac{1 - (T/T_C)^E}{\exp \left( \frac{T_{B0}}{T} \right)} \quad (5.3)$$


was developed with fit parameters $A, B, D$ and $E$. Here the nominator accounts for the
general trend below $T_C$ and the denominator for the tail close and above $T_C$. The fit results
in figure 5.8 a and b (broken lines) proof that $f(T)$ gives an adequate analytical function
for $\theta_0(T)$, which can be used for further derivations.

5.5 Results: phonon driven ultrafast magnetization dynamics

In the following sections, the most important results stemming from the exclusive phonon
excitation by intense THz fields are presented. Their implications will be discussed directly,
while a microscopic model of the interaction will be developed in section 5.6 and 5.7.

5.5.1 External magnetic field dependence

To study the phonon dependence of the magnetization dynamics, we first focus on the
evolution of the transient Faraday rotation $\Delta \theta$ upon excitation on the high frequency
$\Gamma$-phonon resonances and off any phonon resonance (in the transparency window). The
corresponding spectra, measured via EOS, are given in figure 5.9 a by the red line and the
blue line respectively. Additionally, the phonon absorptance measured by a broadband
THz time-domain spectrometer [Rub12] is indicated by the grey area. A typical THz
pump pulse (on resonance) is shown in panel 5.9 b.

Figure 5.9 c displays the pump-induced change $\Delta \theta_{\pm}$ in the Faraday rotation as a function
of the delay time $t$ since excitation and dependent on the external field direction $\pm B_0$. For
pumping off the phonon resonances (blue pump spectrum in figure 5.9 a), a relatively small
long-lived signal is found (blue curve in figure 5.9 c). In striking contrast, a more than
one order of magnitude stronger response is witnessed for resonant $\Gamma$-phonon excitation
(red curve in figure 5.9 c). The pump-probe signal exhibits an ultrafast single-exponential
change in the transient Faraday rotation.

In order to remove nonmagnetic signal contributions ($d$ term in equation 5.1), the differ-
ence signal (or sometimes called double differential signal) normalized to static signals
$\theta_{0,\pm}$ is calculated:

$$\frac{\Delta \theta}{\theta_{0}} = \frac{\Delta \theta_{\pm} - \Delta \theta_{-}}{\theta_{0,\pm} - \theta_{0,-}}$$ (5.4)

From this difference signal, shown in figure 5.9 d, it is obvious that the long-lived, mag-
etic field dependent pump-probe signal shows resonance behavior with respect to the
phonon absorption (compare red vs. blue curve). In contrast, the instantaneous signal
during the pump-probe overlap ($-200 \text{ fs} \lesssim t \lesssim 200 \text{ fs}$) is also present off the resonance. In
the difference signal (figure 5.9 d), remainders of this contribution in form of sharp peaks
are found, which are due to a small total temporal drift between single delay cycles with
opposite field direction.

In summary, the data of figure 5.9 are the first demonstration of a magnetic field de-
Figure 5.9.: Ultrafast phonon-driven dynamics. a, Infrared absorptance of the BiGa:YIG film (grey solid line) as well as pump intensity spectra resonant (red) and non-resonant (blue) with the TO(Γ) phonon absorption band. b, Transient electric field of a typical THz pump pulse measured by electrooptic sampling c, Transient Faraday rotation \( \Delta \theta(t) \) of resonantly and off-resonantly excited BiGa:YIG for external saturating magnetic fields of \( \pm 15 \text{ mT} \). d, Difference signal \( \Delta \theta/\theta_0 \) indicating the magnetic field dependent contribution. Clearly, the long lived signal is dominating, when pumping on the phonon resonance, whereas it is negligible for pumping off resonantly.

5.5.2 Magnetic versus nonmagnetic contributions

To interpret the measured dynamics, we start with a general reminder: One has to be very careful with a measured anisotropic signals change, because it may also contain variations of nonmagnetic contributions [Koo00]. In the experimental study of this section, the magnetic contribution will be ascertained.

As mentioned in the section before, the change of the constant \( b \) can be discriminated by taking the difference signal for two opposite saturation magnetizations \( \Delta \theta(t) \). Nevertheless,
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Figure 5.10.: Dynamics of Faraday signals and transmission change. a, Relative transient Faraday rotation $\Delta \theta / \theta_0$ and ellipticity $\Delta \eta / \eta_0$ of BiGa:YIG upon phonon pumping. Equal dynamics for $t > 200$ fs indicate magnetic origin, whereas the inset reveals non-magnetic contributions during the temporal pump-probe overlap. b, The isotropic transmission change $\Delta T_r / T_{r,0}$ is one order of magnitude weaker and shows a step-like temporal behavior. Thus it has little influence on the magnetooptic signals $\Delta \theta / \theta_0$ and ellipticity $\Delta \eta / \eta_0$.

The impact of the pump pulse makes all quantities in equation 5.1 time-dependent [Kam02], resulting in relatively small changes $\theta(t) - \theta_0$ of the signal $\theta_0 = \theta(-2 \text{ ps})$, which can be also measured 2 ps before arrival of the pump pulse. As seen in figure 5.9c, the transient Faraday rotation $\Delta \theta_\pm(t)$ reverses almost completely with the external saturating magnetic fields of $\pm 15 \text{ mT}$, apart from the region around $t = 0$. To analyze the content of the difference Faraday signal $\Delta \theta$, equation 5.1 is linearized to [Kam02]

$$\Delta \theta(t) = \frac{\Delta \theta_+ - \Delta \theta_-}{2} = \sum [a_{m,0} \langle \Delta M_m \rangle + M_{m,0} \langle \Delta a_m \rangle].$$

(5.5)

The first term on the right-hand side scales with a weighted average of the sublattice magnetizations along the probe propagation $\hat{k}_{pr}$, which is the quantity we are interested in. The second term, however, makes a contribution independent of the $\Delta M_m$ and arises from a possible pump-induced modulation $\Delta a_m$ of the Verdet constants. The following arguments show that the second term is negligible and $\Delta \theta$ reflects the true magnetization dynamics.

Figure 5.10a shows measurements of both relative transient Faraday rotation $\Delta \theta / \theta_0$ and ellipticity $\Delta \eta / \eta_0$ versus time $t$. The sharp feature around $t = 0$ is different for Faraday rotation and ellipticity signals. Its temporal extent coincides with the duration of the pump pulse (roughly indicated by the orange shaded area), and its magnitude and shape are found to depend sensitively on experimental geometry. Therefore, this feature cannot be dominated by true magnetization dynamics [Koo00, Koo03] and is, instead, assigned to the instantaneous optical birefringence induced by the presence of the pump pulse [Hof09]. Once $t$ is large enough such that pump and probe pulses do not overlap any more, Faraday rotation and ellipticity signals take an identical course (see figure 5.10a), thereby suggesting that both $\Delta \theta$ and $\Delta \eta$ reflect pure magnetization dynamics [Koo00].
Another source of non-magnetic signal contributions are isotropic transmission changes. These could produce additional contributions in the case of imperfect balancing of the differential photodiodes. In order to rule out this source of errors, the pump-induced transmission change was measured \( \Delta T_r/T_{r,0} \) separately. The result is shown in figure 5.10b, which displays a smaller signal and step-like temporal behavior of the isotropic transmission change (grey line). Accordingly, this cannot produce any exponentially decaying signal.

### 5.5.3 Time scales: From femto- to microseconds

To take a closer look at the timescales of the magnetization dynamics \( \Delta \theta/\theta_0 \), the pump induced signal is fitted with a mono-exponential function. This leads to a decay time as short as 1.6 ps (see broken line in figure 5.11 left part). To prove that magnetization dynamics are only governed by one time constant, a half-logarithmic plot of the transient Faraday rotation is shown in the inset of figure 5.11. Apparently, for times \( t > 400 \text{ fs} \), \( \Delta \theta \) is excellently described by just one single-exponential component \( f(t) = 1 - \exp(-t/\tau) \) with time constant \( \tau = 1.6 \text{ ps} \). Since no other temporal components are observed, equation 5.5 implies that \( \langle \Delta M_m \rangle = \langle \Delta M_{m,\infty} \rangle f(t) \) and \( \langle \Delta a_m \rangle = \langle \Delta a_{m,\infty} \rangle f(t) \) where \( \infty \) indicates signals at times much larger than \( \tau \).

The fact that the Verdet constants of iron garnets are independent of the sample temperature [Han84], implies that \( \langle \Delta a_{m,\infty} \rangle = 0 \), because at times \( t \gg 1 \text{ ps} \), the lattice has thermalized and can be characterized by a temperature [Gal83]. Therefore, together with the previous results (section 5.5.2), once the pump pulse has left the sample, the Faraday signal reflects true magnetization dynamics,

\[
\Delta \theta = \sum a_{m,0} \langle \Delta M_m \rangle .
\]
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Strikingly, the pump induced magnetization state is very long lived and thus requires the long-time-scale data acquisition scheme (section 4.3.3) in order to observe the fate of this state. Very surprisingly, after some nanoseconds not a signal relaxation, but instead a further decrease of the signal is found. This secondary minor signal can be fit with a time constant of about 90 ns (see broken line in figure 5.11 right part). After this second step the signal stays again constant and then slowly relaxes with a time constant on the order of 100s of µs depending on the substrate (see section 5.5.6).

In conclusion, the here observed ultrafast dynamics of the magnetic order is rather typical of laser-excited ferromagnetic metals [Kir10] where the electron orbital degrees of freedom provide many more spin-changing scattering channels [Koo10] than in the insulator YIG. The ultrashort time scale (∝ 1 ps) comes as a big surprise since YIG is famous for having the longest lifetime (> 0.1 µs) of coherent long-wavelength gigahertz spin waves [Che93a, Ser10], which coincides with the second long-time decay constant.

5.5.4 Fluence dependence

To understand the nature of the excitation process, the fluence dependence of the ultrafast pump-probe signal Δθ/θ₀ is investigated. For that purpose, two free-standing Gold wire grid-polarizers [Cos77] were inserted in the pump beam path in order to continuously change the incident pump fluence without any spectral or temporal distortions of the pump pulse. The result can be seen in figure 5.12: For an increasing pump fluence, the amount of pump-induced Faraday rotation grows linearly with the pump fluence (figure 5.12 b), whereas the single time constant remains unchanged. For all fluences, a (meta-

![Figure 5.11: Pump-induced dynamics from femto- to micro-second.](image)

Figure 5.11.: Pump-induced dynamics from femto- to micro-second. Both short and long time scale dynamics of the transient Faraday rotation Δθ/θ₀ can be fitted with mono-exponential time constants of 1.6 ps and 90 ns, respectively. The inset shows a half-logarithmic plot of the vertically offset Δθ vs t as obtained from the left hand trace, confirming once again the single exponential behavior.
stable state of the magnetization properties is reached after about 7 ps. Since the pump-probe signal grows linearly with the pump fluence, the excitation is dominated by one-photon absorption, whereas strong-field effects such as field or impact ionization are negligible [Liu12, Gra16]. The latter is a very important result, because THz strong-field effects are known to produce free charge carriers, e.g. in semiconductors [Sch14]. These effects usually exhibit a very nonlinear pump fluence dependence [May15]. Therefore, the observed linear fluence dependence rules out the last possibility that electronic excitations could be involved in the THz induced ultrafast spin dynamics.

5.5.5 Phonon resonance behavior

So far, it was demonstrated qualitatively that the observed dynamics of the magnetic order show a resonance behavior on the highest frequency TO Γ-phonon. Additionally, it has been proved that the pump induced magnetic signal scales linearly with the incident fluence (figure 5.12). Therefore, the pump induced ultrafast change in Faraday signal should directly be related to the absorptance spectrum of the sample, which is solely due to IR-active Γ-phonons in this spectral region [Hof92]. Here, the tunability of our tabletop highfield THz-source is exploited: Figure 5.13 a shows the pump-induced Faraday signal $\Delta \theta$ after 10 ps for different incident pump spectra. As the pump-spectra are relatively broadband (recall figure 5.9 a), the red dots indicate the central frequency, while the horizontal error bar represents the spectral intensity FWHM. Despite the broadband nature of the excitation, a clear trend is visible: The ultrafast change in magnetic order follows, as expected, the sample’s absorptance. This proves once more that linear phonon absorption is responsible for the surprisingly fast magnetization dynamics.

Figure 5.12.: Fluence dependence. a, Pump induced transient Faraday rotation for different pump fluences (rising from blue to red from 0 to $\sim 12$ mJ cm$^{-2}$). b, Corresponding transient Faraday rotation $\Delta \theta/\theta_0$ at $t \approx 10$ ps versus pump fluence.
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**Figure 5.13.: Pump frequency dependence.** a, Pump induced Faraday signal $\Delta \theta$ at 10 ps after excitation depending on the central frequency of the broadband pump pulse follows the YIG absorption spectrum. b, Complementary experiment by using the FHI FEL as a pump source and a cw-laser diode for probing. The high tunability of this narrowband THz source enables to resolve the phonon resonance behavior of the pump induced state at 1 $\mu$s with high accuracy.

In order to get more narrow band, but still intense, excitation pulses in the same frequency regime, a similar series of experiments was performed using the FHI free electron laser (FEL)\(^6\). Its macro pulse repetition rate of 20 Hz allows to monitor the accumulated Faraday signal of all micro pulses (1 GHz) after each macro pulse. This corresponds to the accumulated magnetization signal after 1 $\mu$s. The comfortable tuning and the narrow bandwidth of $< 0.1$ THz (FWHM) enables a massively improved frequency resolution in figure 5.13a. Strikingly, also here the pump induced Faraday signal $\Delta \theta(t = 1 \mu s)$ follows the high frequency phonon absorption.

In conclusion, it can be generally pointed out, that the ultrafast faraday signal is caused by the linear absorption of likely all three double degenerate IR-active $\Gamma$-phonons above 16 THz (see phonon DOS in figure 5.4).

5.5.6 Comparison of BiGa:YIG and pure YIG

All pump-probe results shown in this section so far, were observed in BiGa:YIG samples. Hence, the question arises, if the Bi and Ga substitution plays a role in the mechanism for ultrafast phonon-driven magnetization dynamics compared to pure YIG. Therefore, analogous experimental series were conducted in pure YIG. This is very challenging due to the lower Verdet constant of pure YIG (see figure 5.7), which decreases the probe sensitivity by more than one order of magnitude [Han83, Mit87]. Nevertheless, with high accuracy and good statistics, the phonon pump-induced effect in pure YIG on all three relevant time scales could be found and analyzed.

Figure 5.14 shows the transient Faraday rotation of both YIG and BiGa:YIG. Remarkably,

---

\(^6\)Details on the general operation of FELs and properties of the FHI FEL can be found in: [Sal13] and [Sch15], respectively
Figure 5.14.: Comparison of YIG and BiGa:YIG dynamics over all involved time scales. 

a, b, Despite the very different magnetooptic coupling constants (visible in the signal to noise ratio), pure YIG (blue dots) and BiGa:YIG (red line) show the same phonon-induced dynamics of the Faraday rotation up to 1 µs. c, Slightly different decay times are found for the heat transport to the substrate. This difference is in good agreement with thermal conductivity simulations taking into account the different substrates of both samples.

although the two materials have very different Verdet constants, they exhibit an almost identical relative change $\Delta \theta / \theta_0$ in the Faraday rotation over multiple time scales. The 2.8 times larger transient relative Faraday signal of BiGa:YIG can be explained by two effects. First, BiGa:YIG’s lower Curie temperature results in a 5 times larger slope $\partial \theta_0 / \partial T_0$ of the equilibrium magnetization curve $\theta_0(T_0)$ at room temperature (see inset figure 5.8). Second, for the specific pump spectrum used, the BiGa:YIG sample absorbs only 56% of the power that is absorbed by the pure YIG sample.

The third, so far undiscussed time scale up to nearly 1 ms, accounts for the relaxation of the pump-induced Faraday signal due to the heat transport to the substrate. The slightly different relaxation time scales on the order of 100s µs (5.14 c) are due to the different substrate of the BiGa:YIG and YIG sample. As the BiGa:YIG sample is glued on a diamond substrate, the thermal conductivity to the substrate is different to the pure YIG-sample grown on GGG. These time scales of the heat flow could be also verified using a Comsol-simulation.

Remarkably, these findings have several implications. First, the Bi ions do not introduce any resonances, that are responsible for the ultrafast Faraday signal. Second, the enhancement magnetooptic activity of BiGa:YIG versus pure YIG is thought to arise from increased spin-orbit coupling (SOC). Thus, the observed similar timescales of BiGa:YIG and YIG, indicate that SOC is very unlikely as a candidate for the microscopic ultrafast coupling mechanism between phonons and spins (discussed in detail in section 5.6.1). Finally, looking back at equation 5.5, it can be again excluded that the pump-induced signal
is caused by a temporal modulation in the magneto-optic coupling constants $\Delta a_m$ as they are significantly different for pure YIG and BiGa:YIG. Consequently, this confirms again that the pump-probe signal is a measure of true spin dynamics.

**Figure 5.15.: Difference- and sum Faraday signal above and below $T_C$.**

a. The difference Faraday signal $\Delta \theta \propto \Delta \theta_+ - \Delta \theta_-$ completely vanishes above the critical temperature $T_C$, clearly demonstrating that it is sensitive only to changes in the magnetic order. b. The sum Faraday signal $\Delta \theta_+ + \Delta \theta_-$ as like expected independent of the magnetic order. The identical sum Faraday signal during the pump-probe overlap (indicated by the orange area) for above and below $T_C$ confirms the non-magnetic origin of the spikes in the pump-probe signals around $t \approx 0$.

### 5.5.7 Temperature dependence

As it has been confirmed by the previous results, the THz pump-induced Faraday signal $\Delta \theta$ in YIG and BiGa:YIG can be interpreted as an ultrafast change in the magnetization state of both magnetic sublattices as soon as the pump and probe pulse do not temporally overlap anymore ($t > \tau_p$). Therefore the 1 ps-decay signal should vanish above the critical temperature $T_C$, because the unordered paramagnetic state ($T > T_C$) cannot be disturbed further.

This expectation is confirmed in the Faraday signal displayed in figure 5.15 a: The long-lived pump probe signal completely vanishes for $T > T_C$ as seen from the purple curve. A second interesting result can be obtained by calculation the sum Faraday signal $\Delta \theta_+ + \Delta \theta_-$ for the same pump-probe traces. Figure 5.15 b unveils the instantaneous signal during the temporal pump-probe overlap (indicated by orange shaded area). This signal contribution
remains unaffected by the phase transition, consistent with its non-magnetic origin.

To characterize the long-lived (~ 100 ns) transient state seen in our experimental data (e.g. in figure 5.11), the sample temperature is increased stepwise from 300 K up to 420 K. For each temperature, the equilibrium Faraday rotation $\theta_0 = \theta(-2 \text{ ps})$ is measured, as well as its pump-induced change $\Delta \theta$ at ultrashort ($t = 10 \text{ ps}$, figure 5.14a) and long time delays ($t = 1 \mu \text{s}$, figure 5.14b) after pumping. The resulting $\theta_0$ versus $T_0$ has a shape similar to known static magnetization curves (figure 5.16a) [Che93a, Han06b] whose slope $\partial \theta_0 / \partial T_0$ steepens with rising $T_0$ until the transition into the paramagnetic phase occurs at the Curie temperature $T_C = 398 \text{ K}$. In contrast, the pump-induced magnetization change at $t = 1 \mu \text{s}$ (blue squares, figure 5.16b) increases with $T_0$ and reaches a maximum right below $T_C$, reminiscent of the derivative of the equilibrium magnetization curve (black line, figure 5.16b). Indeed, $\Delta \theta(1\mu\text{s})$ versus $T_0$ follows closely the temperature dependence of $(\partial \theta_0 / \partial T_0) \Delta T$. Here, $\Delta T = 0.39 \text{ K}$ is the increase in equilibrium temperature as calcula-
5.6 Interpretation and microscopic mechanisms

The novel results of this study raise the question of the underlying microscopic lattice-spin coupling mechanism. To develop a suitable model, the main findings will be briefly recapitulated here.

The results of section 5.5.2, showing transient Faraday rotation and ellipticity with identical dynamics for \( t \geq 400 \) fs, indicate a magnetic order related origin of the phonon pump induced signal. Further, the isotropic transmission change \( \Delta T_r/T_{r,0} \) is much smaller than the transient Faraday signals and shows a completely different temporal behavior. Together with the finding of only one single time constant for the ultrafast dynamics, this leads to the conclusion that variations of the magnetooptic coupling constants \( \Delta a_m(t) \) can be neglected for \( t \geq 400 \) fs \( (\Delta a_m(t) = 0 \) for magnetic sublattice \( m = a,d) \). Therefore, we conclude that true spin dynamics are observed.

Moreover, section 5.5.5 unveiled a clear phonon resonance behavior. Accompanied with a linear fluence dependence (section 5.5.4), this leads to the final conclusion of purely phonon induced change of the magnetic order, which happens on a surprisingly fast timescale on the order of 1 ps. The subsequent, 5 orders of magnitude slower dynamic (\( \sim 100 \) ns, see section 5.5.3) agrees with magnon lifetimes times in YIG extracted from FMR linewidth studies \([Spe62, Vit85, Hun10]\). The slow relaxation of the pump induced Faraday signal (\( \sim 100\mu s \)) can be directly explained by the heat diffusion to the substrate.

Nevertheless, the main question remains: what is the microscopic mechanism responsible for the ultrafast coupling (\( \sim 1 \) ps) between the excited lattice and magnetic order?

5.6.1 Possible microscopic couplings

The measured signal is given by (see section 5.3.3 and 5.5.2):

\[
\Delta \theta(t) = a_d \Delta M_d(t) + a_a \Delta M_a(t)
\]  

(5.7)

\(^7\)The total absorption was calculated by taking into account: incident THz pump pulse energy and its measured spectrum, absorption spectrum of the sample, phonon heat capacity \([Hof06]\), THz-pulse spot size, THz penetration depth and sample thickness
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Equation 5.7, therefore suggests to focus on mechanisms that are capable of changing sublattice magnetizations $M_d$ and $M_a$. According to the Ehrenfest theorem and the YIG spin Hamiltonian (see equation 3.22), the rate of change of each sublattice magnetization $M_m$ is given by [Nol13]:

$$ \frac{\partial}{\partial t} \langle M_m \rangle = \frac{i}{\hbar} \langle [H, M_m] \rangle = g \mu_B \sum \langle S_{mj} \times B_{mj} \rangle. $$

(5.8)

Here

$$ B_{mj} = B_{\text{ext}} + B_{\text{SOC}} + B_{\text{SSMD}} + B_{\text{XC}} $$

(5.9)
is the operator of an effective magnetic field encountered by spin $j$ in sublattice $m = a, d$. It includes the different possible contributions from the microscopic spin interactions that were discussed in section 3.3. Briefly, $B_{\text{ext}}$ is an external magnetic field, $B_{\text{SOC}}$ is the spin-orbit field, $B_{\text{SSMD}}$ is the spin-spin magnetic dipole field and $B_{\text{XC}}$ is the effective field caused by exchange interaction.

To change the sublattice magnetization, meaning that $\frac{\partial}{\partial t} \langle M_m \rangle \neq 0$, the pump pulse must modulate $B_{mj}$. Thus, to identify couplings mechanism that are potentially strong enough to explain the observed 1 ps dynamics, we estimate the upper limit to the rate of change $\frac{\partial}{\partial t} \langle M_m \rangle$ for each of the fields contributing to $B_{mj}$ (equation 5.9), by assuming a very conservative 100% change of $B_{mj}$.

The comparison of the different contributions to $B_{mj}$ is approached in two steps. First, an effective field $B_{\text{eff}}$ is calculated by the interaction Hamiltonian $H_{\text{int}}$ in the classical limit [Nol09]:

$$ B_{\text{eff}} = -\frac{1}{\gamma} \frac{\partial H_{\text{int}}}{\partial S} $$

(5.10)

Then the precession frequency of a single spin ($S = 5/2 \hbar$) in this effective field is given by

$$ \omega_0 \leq \gamma B_{\text{eff}} S / \hbar $$

(5.11)

Accordingly, $\omega_0$ provides an upper limit to the inverse time constant of the $M_m$ dynamics, that is $1/\tau = \omega_0/(2\pi)$. In the following, these time constants for the different effective fields of $B_{\text{eff}}$ are estimated.

**Zeeman coupling**

The only time-varying external field, is the magnetic field of the THz pump pulse. For a peak electric field of about 10 MV/cm, the pump pulse exhibits a magnetic field of $B_{\text{THz}} \approx 3.3$ T. Thus, the Zeeman coupling of the THz magnetic field is strong enough to account for a coupling time of 4 ps. However, this coupling mechanism has to be dismissed due to other reasons. First, Zeeman coupling should strongly depend on angle between $M$ and $B_{\text{THz}}$, but no indications for such an angle dependence was observed in the experiment. Further, the pump pulse has to contain frequencies resonant to a magnon mode, but around 20 THz only antiferromagnon-resonances, which would increase the overall magnetization are found (see figure 5.5). Last but not least, there are no indications for coherent oscillatory contributions in the measured Faraday signals. Accordingly, Zeeman coupling has to be dismissed as microscopic coupling mechanism for the observed (sublattice-) mag-
netization dynamics.

Spin-Orbit coupling (SOC) and spin-spin magnetic diploe (SSMD) coupling

Both effects, SOC and SSMD coupling, can be summarized by an effective anisotropy field $B_A$ in the Hamiltonian [Nol09]. The pump induced anisotropy field $\Delta B_A$ was measured directly in very similar doped Bi:YIG samples by Hansteen and coworkers via coherent magnetization precession triggered by a visible laser pulse [Han06b, Han06a]. Their static hysteresis measurements indicated a total magnetic anisotropy field of about 5 mT corresponding to $\tau \geq 7$ ns. The VIS-pump induced anisotropy field was only a fraction of this value ($\Delta B_A \leq 0.15$ mT), corresponding to a coupling time $\tau \geq 95$ ns.

Due to this slow coupling times on the order of ns, SOC and SSMD coupling have to be also dismissed as potential microscopic coupling mechanism for the found 1 ps dynamic.

Exchange coupling

The exchange field can be directly calculated, using the Heisenberg Hamiltonian $H_{XC}$:

$$B_{XC,i} = -\frac{1}{\gamma} \frac{\partial H_{XC}}{\partial S_j} \leq \frac{1}{\gamma} \sum_i J_{ij} S_i \approx \frac{2}{\gamma} J_{ad} S_a = 2.6 \cdot 10^3 T,$$

where the highest exchange constant (inter-lattice) $J_{ad} = 9.60 \cdot 10^{-21} J$ [Bar16, Che93a] and only the opposite sublattice next neighbor was used. This corresponds to a very rapid coupling time of $\tau \geq 5.5$ fs. This is also only lower limit estimate, but nevertheless exchange coupling is in opposite to the other mechanism strong enough to explain a ps coupling time between lattice and spins.

Note, that intra-lattice exchange coupling ($J_{aa}$ and $J_{dd}$) have been omitted in this estimate, because they are much weaker [Che93a] and act only on one sublattice each. Therefore, they leave both $M_a$ and $M_d$ constant.

Result

The previous considerations lead to the conclusion, that in YIG only exchange coupling is strong enough to manipulate spins on ps time scale. Note, however, the exchange interaction Hamiltonian conserves the total spin (section 3.3.3). Therefore, no change in total magnetization $M$ is possible, meaning that

$$\Delta M_a + \Delta M_d = 0$$

has to be fulfilled.

Nevertheless, we are able to observe even such an effect, since the magnetooptic coupling constants $a_d \neq a_a$ in equation are not equal [Han84] (see equation 5.7). Hence, a weighted sublattice magnetization average is measured by $\Delta \theta$. 
The here proposed scenario of exchange mediated microscopic coupling is consistent with the mono-exponential nature of the initial ultrafast dynamics of \( \Delta \theta(t) \), meaning that |\( \Delta M_a \)| = |\( \Delta M_d \)|. Since exchange-mediated energy transfer between the lattice and spins is allowed, but under the constraint that angular momentum transfer is forbidden, angular momentum can only be exchanged between the two magnetic sublattices (meaning that: \( \Delta M_a = -\Delta M_d \)). This scenario is discussed in more detail in the following section 5.6.2 and will be theoretically modelled in section 5.7.

5.6.2 Scenario: phonon-modulated exchange interaction

First, the question arises how the THz pump pulse can modulate the effective exchange field

\[
B_{XC} \propto \sum_j J_{ij} S_j
\]

Since direct coupling of the external field of the pump pulse to the spins \( S_j \) is not relevant (see section 5.6.1), the THz pump pulse can only change the effective exchange field by modulation of the exchange constant \( J_{ij} \). Also this is only possible indirectly via modulating phonons or electron orbits. As the electron orbital degrees of freedom are inaccessible by the THz pump pulse, the pump pulse couples exclusively to phonons, as shown in section 5.5.5. Therefore, the modulation of the interaction constant \( \Delta J_{ij} \) must be caused by the change of one or more lattice coordinate \( u \) (see figure 5.17 a). To lowest (linear) order, this modulation can be written as:

\[
\Delta J_{ad} = \frac{\partial J_{ad}}{\partial u} u.
\]

As aforementioned, only \( J_{ad} \) is relevant since \( J_{aa} \) and \( J_{dd} \) leaves \( M_a \) and \( M_d \) constant. As the change of magnetic order mediated by \( \Delta J_{ij} \) has to fulfill the constraint \( \Delta M_a = -\Delta M_d \), it is an angular momentum transfer from one magnetic sublattice to the other (see figure 5.17 b). Accordingly, the magnetization in both sublattices is reduced, but the net magnetization \( M = M_d + M_a \) stays constant.

In other words: this is energy transfer from the lattice into the spin system, however, under the boundary condition of constant total spin angular momentum. This situation is very interesting and could be termed as “constrained heating of a ferrimagnetic spin system”.

5.7 Microscopic model: phonon induced modulation of exchange coupling

5.7.1 Model assumptions

To model ultrafast spin-lattice interaction by phonon-induced modulation of exchange constants, the following three assumptions are made:
1. Phonons and spin subsystems are thermalized throughout the dynamics. Thus, the THz pump pulse acts to increase the lattice temperature. This assumption is reasonable as the lifetime of the excited Γ-phonons is on the order of 400 fs (known from absorption linewidth analysis including Lorenz oscillator fits of data shown in figure 5.9 a). Therefore the phonon lifetime is significantly shorter than the 1 ps time constant of the spin dynamics. Further, the isotropic transmission change $\Delta T_r$ shows only a step like change within the pump pulse duration (see figure 5.10 b). Hence, if we assume that the isotropic transmission change $\Delta T_r$ is sensitive to the thermalization of the lattice, figure 5.10 b indicates that the lattice has largely thermalized for $t > 400$ fs.

2. Spin-phonon coupling is mediated by $\Delta J_{ad} = J_{ad}' u$ (see equation 5.15), where $u$ is the deflection of the super-exchange-mediating oxygen ion between adjacent Fe-a and Fe-d ions, as depicted in figure 5.17 a. This assumption is justified, because $J_{ad}$ predominantly involves the a-Fe and d-Fe ions and the O ion in between. In addition, the iron atom is 3.5 times heavier than the oxygen atom. The initially excited phonon bands around 20 THz also correspond mostly to oxygen motions, according to the ab-initio calculations of the phonon density of states by P. Maldonado (see figure 5.4 c). Most obviously, the oxygen motion is expected to modulate inter-lattice superexchange most strongly.

3. The oxygen motion $u(t)$ can be described by white noise corresponding to a lattice temperature $T_{lat}$. This assumption is reasonable, because the oxygen ion motion participates in many lattice vibrations (see also figure 5.4 c) and therefore $u(t)$ is a

![Figure 5.17.: Phonon-modulated exchange interaction.](image)

**a**. Supercorrelation between magnetic a-sublattice and d-sublattice is mediated by an oxygen ion with spatial coordinate $u(t)$. According to the element resolved phonon DOS (see figure 5.4) and due to the lighter atomic mass compared to Fe, the O ion is expected to move upon excitation of the high frequency TO Γ-phonons. Thereupon the exchange integral and thus the exchange constant $J_{ij}$ is modulated. **b**. Total spin conserving sublattice demagnetization. The excited Γ phonons thermalize within 400 fs. Afterwards, the excited phonon bath leads to a modulation of the exchange constant $\Delta J_{ad}$, which triggers a sublattice demagnetization $\Delta M_a = \Delta M_d$ and therefore conserves the total spin angular momentum.
superposition of many harmonic oscillations.

The aim of the model is to calculate rate of change of $dM_m/dt$ when lattice temperature is increased from $T_0$ to $T_0 + \Delta T$. For the implementation, we employ an existing, highly successful approach to spin dynamics, namely large-scale atomistic spin dynamics simulations [Now05, Atx09, Eva14, Etz15].

5.7.2 Stochastic exchange via atomistic spin model simulations

In the following, the technical details of the atomistic spin model simulations, implemented and performed by J. Barker\textsuperscript{8}, are briefly introduced. For a detailed technical background please see [Bar16, Bar13, Mae16b].

1. The spins are treated as classical observables, meaning that $\langle S_j \times B_{\text{eff}} \rangle$ can be written $\langle S_j \rangle \times \langle B_{\text{eff}} \rangle$. Thereupon, a classical equation of motion can be set up for each spin.

2. The effective magnetic field $B_{mj}$ has two stochastic components $\xi_i(t)$ and $\Delta B_{XC}(t)$, which arise from coupling of the spins to all other non-spin-degrees of freedom (termed as bath):

   a) $\xi_i(t)$ transfers spin angular momentum and energy between the spin system and a bath having temperature $T_0$. According to the fluctuation-dissipation theorem [Nol10b], in equilibrium, the fluctuations $\xi_i(t)$ are balanced by a friction force, namely a Gilbert term in the atomistic LLG [Bar16]. In this way, the spin system is driven into an equilibrium state at temperature $T_0$. The time scale of this relaxation process is set by the Gilbert parameter $\alpha$ (see LLG equation 3.23). [Bar16, Bar13]

   b) According to our model assumptions (see above), we need to add another stochastic component $\Delta B_{XC} \propto \sum_j \Delta J_{ij} S_j$ that describes the action of the phonon-modulated $J_{ij}$. This field is distinctly different from $\xi_i(t)$ as it causes energy transfer into the spin system, but leaves the total spin angular momentum unchanged. Since the temperature $T_0$ is already accounted for by $\xi_i(t)$, the $\Delta J_{ij}$ scales with the temperature increase $\Delta T = T_{\text{lat}} - T_0$ induced by the pump pulse. By making use of the equipartition theorem [Nol10b], we write

$$m \Omega^2 \langle u^2 \rangle \propto k_B \Delta T (t = 0),$$

where $\Omega (\approx 20$ THz) is the mean frequency of the coordinate $u$. Note that $\Delta B_{XC}$ is not balanced by an appropriate friction force. Thus, spin-angular-momentum-conserving energy transfer to the lattice is not accounted for. Therefore, our simulation is only meaningful directly after the pump has established the temperature difference $\Delta T(t = 0)$, since it neglects the subsequent decrease of $\Delta T$.

\textsuperscript{8}Institute for Materials Research, Tohoku University, Sendai 980-8577, Japan
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Figure 5.18.: Comparison: simulation and experiment. a, Atomistic spin model simulation with an additional noise stimulus (orange box) in the exchange constant \( J_{ad} \) leading to a sublattice demagnetization. Taking into account the number of iron spins in each sublattice (ratio 3:2) results in an equal amount of demagnetization. b, Comparison to the experimentally observed Faraday signal. Within the initial step, before a counterbalancing energy flow can set in, \( \Delta \theta/\theta_0 \) can be linearized and thus shows similar change rates as the simulation.

Despite this limitation, the simulation delivers the rate of change \( \partial M_m/\partial t \) for a lattice-spin temperature difference \( \Delta T(t = 0) \) found directly after the pump pulse heated the lattice.

3. The fluctuations \( \Delta J_{ij}(t) \) are assumed to be isotropic and centered about the zero temperature exchange value \( J_{ij} \).

4. The fluctuations are uncorrelated in time (white noise) and space\(^9\), which is a reasonable assumption for a thermalized lattice. Thus, they are distributed normally about the mean:

\[
\langle \Delta J_{ij}(t), \Delta J_{ij}(t') \rangle = 2\sigma |J_{ij}| \delta(t - t'),
\]

with a width that equals a fraction \( \sigma \) of the exchange value \( |J_{ij}| \). Fluctuations are included on all exchange parameters, \( J_{ad}, J_{aa} \) and \( J_{dd} \). This means the lower exchange energies have smaller fluctuations, which is reasonable because their corresponding spins are separated by a further distance.

5.7.3 Simulation results

The simulations yield the sublattice magnetization (spin z-component) per atomic spin \( m_{FeD} \) and \( m_{FeA} \), normalized to their \( T_0 = 0 \) K values. Multiplying with the corresponding ratio of Fe atoms \( (N_d = 3, N_a = 2) \) leads to the sublattice magnetization \( M_m \).

\(^9\)Nevertheless, one exchange parameter couples two spins \( j \) and \( i \) by \( J_{ij} = J_{ji} \), thus the noise \( \Delta J_{ij} = \Delta J_{ji} \) is correlated for these two spins.
The temporal evolution of $M_m$ for a noise stimulus of $\sigma = 2 \cdot 10^{-3}$ is shown in figure 5.18a. Astonishingly, the simulation result shows indeed a sublattice demagnetization $\Delta M_m$ as long as the stochastic noise $\Delta J_{ad}$ is switched on (500 fs in the simulations, indicated by orange area). Moreover, $\Delta M_d$ and $\Delta M_a$ show opposite sign and clearly obey the constraint $\Delta M_d = -\Delta M_a$. Thus the total spin is conserved, as expected for exchange interaction. This result directly confirms the considerations in section 5.6.2. Notably, the sublattice magnetization decreases linear in time since the simulations do not account for backflow of energy from spins to phonons via the exchange channel. As detailed above, spin damping is only introduced by Gilbert damping, which is in the case of YIG very slow. Therefore, the relaxation of $M_m$ to their initial values happens on a ns-time scale (also reproduced by the simulations).

Furthermore, the stochastic exchange model delivers the sublattice demagnetization rate

$$
\dot{M}_m = \frac{dM_m}{dt} = \frac{\Delta M_m}{\Delta t_{\text{perturb}}},
$$

which corresponds to the initial dynamics seen in the experiment (see figure 5.18b). Accordingly, the simulated rate $\dot{M}_m$, can be compared with the experimentally observed rate, given by the linearization of the exponential decay for short times in figure 5.18b. The ultrafast time scale agrees with the experiment for a stochastic noise term of $\sigma \approx 0.5 \cdot 10^{-3}$. The estimate in section 5.7.4 will show that this order of magnitude of the noise parameter $\sigma$ is reasonable.

As an additional cross check, we varied $J_{aa}$, $J_{dd}$ and $J_{ad}$ in separate simulations. The resulting temporal evolution of the $z$-component of the magnetization per iron ion for sublattice d and sublattice is displayed in figure 5.19b and 5.19c, respectively. The results are consistent with the expectation that only $J_{ad}$ leads to sublattice demagnetization, whereas $J_{aa}$ and $J_{dd}$ only trigger intra-sublattice angular momentum transfer leading to no change in $M_z$.

Finally, the sublattice demagnetization dependence on the perturbation strength $\sigma$ was investigated. Figure 5.19a clearly shows that the sublattice demagnetization rate grows linearly with the phonon noise strength $\sigma$. This finding implies that $\Delta M_l$ is proportional to the increase in phonon temperature $\Delta T$ as

$$
\Delta M_m \propto \Delta J_{ad} \propto \langle u^2 \rangle^{1/2} \propto \Delta T (t = 0),
$$

which is in agreement with the linear fluence dependence in the experimental findings (see figure 5.12).

Overall, the results of the simulations support the phonon-modulated-exchange scenario (section 5.6.2) and are in good agreement with the experimental findings (section 5.5).
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5.7.4 Extraction of \( dJ_{ad}/du \)

The quantitative comparison between the experimental findings and the simulations enable an estimate of how strong the superexchange parameter \( J_{ad} \) is modulated by deflection of the oxygen ion. Let us consider from now on \( J = J_{ad} \) and \( J' = \partial J_{ad}/\partial u \). With the following relations, a direct comparison of the demagnetization rates \( \dot{m} = dm/dt \) of theory and experiment becomes possible. From the simulations we obtain

\[
\dot{m}_{\text{th}} = -a \Delta J, \tag{5.20}
\]

whereas the experiment delivers

\[
\dot{m}_{\text{exp}} = -b \Delta T. \tag{5.21}
\]

Equating \( \dot{m}_{\text{th}} = \dot{m}_{\text{exp}} \) leads to

\[
\frac{\partial J}{\partial T} = \frac{\partial J}{\partial u} \cdot \frac{\partial u}{\partial T} \approx \frac{\Delta J}{\Delta T} = \frac{a}{b}, \tag{5.22}
\]

and therefore provides the estimate:

\[
J' = \frac{\partial J}{\partial u} = \frac{\partial J}{\partial T} \cdot \frac{\partial T}{\partial u} = \frac{a/b}{\partial u/\partial T}. \tag{5.23}
\]

All parameters on the right hand side can be extracted from experiment or simulations:

- \( a \) is given by the stochastic simulation results in figure 5.19a. The slope of \( |dm_m/dt| \) per variation \( \sigma \) (with \( \Delta J = 2\sigma J_0 \)) leads to \( a = \frac{\dot{m}}{\partial J_0/\partial \sigma} \)

---

Figure 5.19.: Simulation results: sublattice resolved demagnetization. a, Sublattice demagnetization rate depending on the noise strength \( \sigma \) leading to \( \Delta J = 2\sigma J_0 \). b, Temporal evolution of the magnetization per iron atom of the d-sublattice (normalized to zero temperature value). Only a modulation of the superexchange constant \( J_{ad} \) leads to a demagnetization. c, similar to b, only for the a-sublattice.
• $b$ can be extracted as follows: the rate $\dot{n}_{\text{exp}}$ is experimentally determined by linearization of single-exponential decay $e^{-t/\tau} - 1$ to $-t/\tau$ with $\tau \approx 2\text{ ps}$ around $t = 0$ (see broken line in figure 5.18 b). The experimentally observed linear fluence dependence (see figure 5.12) leads together with the phonon heat capacity ($\rho = 570\text{ Jkg}^{-1}\text{K}^{-1}$ [Hof06]) and spectral absorption profile (see figure 5.9 a) to $\Delta T = 0.39K_0 \cdot W_{p,\text{THz}}$ (where $W_{p,\text{THz}}$ is the incident THz pulse energy).

• $c = \frac{\partial u}{\partial T}$ can be estimated by linearization of the equipartition theorem (equation 5.16):

$$\Delta u (\Delta T) = \sqrt{\frac{k_B}{4m\Omega_0 T_0}} \cdot \Delta T = c \cdot \Delta T. \quad (5.24)$$

Plugging $a$, $b$ and $c$ into equation 5.23 yields the result:

$$J' = \frac{\partial J}{\partial u} = \frac{b}{ac} \approx 5J_0 \text{ Å}^{-1} \quad (5.25)$$

This order of magnitude seems very reasonable as $J$ changes by 100% when the oxygen atom moves by 5% of Fe-O bond length parameter ($d_{\text{Fe-O}} \approx 1.73\text{ Å}$ [Che93a, Gil80]). This is also in a good agreement with literature as the superexchange parameter is $J \propto t^4$, where $t$ is the transfer matrix element linking the two iron d-wavefunctions with the oxygen p-wavefunction [Nol09]. Therefrom we can calculate $\partial t/\partial u \approx 1.25t_0 \text{ Å}^{-1}$, meaning that the transfer integral changes by 100% when the oxygen moves by approximately 1/2 of the oxygen-iron distance $d_{\text{Fe-O}}$. This order of magnitude also seems not unrealistic. Therefore, the very reasonable resulting value of $J'$ is a further important confirmation of our microscopic model of phonon modulated exchange interaction and is a very interesting finding by itself.

### 5.7.5 Temperature dependence

So far, simulation and experiment deliver $dM_m/dt$ for a given $\Delta T$. Equal rates $dM_m/dt$ were obtained by setting $\partial J_{\text{ad}}/\partial u$, the change of the exchange constant $J_{\text{ad}}$ upon elongation of the oxygen ion, to a realistic value. Now, $\partial J_{\text{ad}}/\partial u$ shall be kept fix ($\sigma = 0.002$) in order to study the dependence of simulated and measured $dM_m/dt$ as a function of the equilibrium temperature $T_0$. In the simulation, $dM_m/dt$ obtained from the slope of $M_m(t)$ (see figure 5.18), whereas the demagnetization rate in the experiment is given by $\Delta \theta(10\text{ ps})/\tau(T_0)$. Here $\tau(T_0)$ is determined by a single exponential fit to $\Delta \theta(t)$ for each temperature $T_0$ in the temperature dependent measurements (see figure 5.16 c).

The results are displayed in figure 5.20 a, which shows the equilibrium change $dM_m^*/dT_0$ as obtained from experiment (see black line in figure 5.16) and equilibrium simulations. For a better comparison, the unequal magnetooptic coupling constants $a_d = 1.5a_a$ [Han84] (see section 5.3.3) were multiplied to the simulated values $M_{0,m}$ (indicated by the asterisk in $M^*$). As seen in figure 5.20 a, the equilibrium data of simulation and experiment (both full lines) are in good agreement.

Figure 5.20 b shows the temperature dependent pump-induced change rate of the sum magnetization $dM^*/dt$ in experiment and simulation. Again, here $M^*$ is the weighted
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Figure 5.20.: Temperature dependence: simulation and experiment. a, Thermal equilibrium value of the (Verdet-constant weighted) total magnetization change \( dM^*_0/dT_0 = d[M_0,a + 1.5M_0,d]/dT_0 \). Experiment (blue line) and simulation (green line) show a good agreement. b, Pump induced change rates of the experiment \( \Delta \theta(10 \text{ ps})/\tau_0(T_0) \) (red symbols) and the simulation \( dM^*/dt \) (green symbols). Both show a less pronounced maximum and an earlier breakdown compared to the equilibrium change in a. Here also the different Verdet constants are taken into account in the simulation.

As a result of the Pump-induced effect, the total magnetization changes at a rate given by the simulation \( dM^*/dt \) (green symbols). This rate is compared to the change rate of the Faraday signal \( \Delta \theta(10 \text{ ps})/\tau_0(T_0) \) (red symbols) in the experiment. Both show a less pronounced maximum and an earlier breakdown compared to the equilibrium change in a. Here also the different Verdet constants are taken into account in the simulation.

5.7.6 Summary

All experimental observations and theory simulations are consistent with the following scenario (see figure 5.17 b): The THz-pump pulse excites the 3 double degenerate TO \( \Gamma \)-phonons above 16 THz, which thermalize significantly faster than 1 ps, resulting in a phonon bath with temperature \( T_0 + \Delta T \). This leads to an increased oscillation amplitude of the superexchange-mediating oxygen ion, thereby causing increased fluctuations in the exchange integral \( J_{ad} \) (see figure 5.17 a). Via these modulations of the exchange parameter, energy is transferred from the lattice to the spin system, whereas angular mo-
momentum transfer to the spin system is forbidden due to the nature of exchange coupling. The energy increase of the spin system results in a transient state of the magnetic order, which is reached by angular momentum transfer from the d-sublattice to the a- lattice, corresponding to \( \Delta M_d = -\Delta M_a \). After a much longer time scale of \( \sim 100 \) ns, the angular momentum equilibration between lattice and spin sets in, which is mediated by the much weaker spin-lattice couplings, for example SOC or SSMD. This corresponds to the experimentally observed second demagnetization step with an exponential decay time of \( \tau_2 = 90 \) ns (see section 5.5.3).

### 5.7.7 Elementary processes in exchange-induced reduction of magnetic order

This study deals with excited lattice and spin subsystems. Generally, the lowest-lying excited states of these subsystems are described by elementary excitations, that is, phonons for the lattice and magnons in terms of the spin system. Since the spin dynamics simulations used above are based on the full dynamics of each single spin and since the lattice was mainly described by a single degree of freedom \( u \), it was not necessary to describe the solid’s state by magnons and phonons. However, due to the importance of the concept of quasi-particles, we formulate the spin-lattice interaction through phonon-modulated exchange coupling in the phonon and magnon language.

For this purpose, we consider the YIG Heisenberg Hamiltonian for 2-sublattice ferrimagnet (see section 2.3.4):

\[
H_{XC} = - \sum_{n} \left( \sum_{i=1}^{8} \sum_{j=1}^{8} J_{ij} S_i \cdot S_j + 2 \sum_{i=1}^{8} \sum_{\alpha=9}^{20} J_{i\alpha} S_i \cdot S_{\alpha} + \sum_{\beta=9}^{20} \sum_{\alpha=9}^{20} J_{\alpha\beta} S_{\alpha} \cdot S_{\beta} \right). \tag{5.26}
\]

Here, the indices \( \alpha, \beta \) and \( i, j \) account for the Fe atoms in the a- and d-sublattice, respectively, whereas \( n \) runs over the number of all unit cells \( N \). The starting point is a Taylor expansion of the inter-sublattice exchange parameters \( J_{ij} = J_{ij} + \Delta u_{ij} \partial J_{ij} / \partial u \), leading to a Hamiltonian \( H_{XC} = H_{XC}^0 + H_{XC}^1 \). Afterwards, the perturbation Hamiltonian \( H_{XC}^1 \) including the classical ion displacement \( \Delta u \) is described by magnon/phonon annihilation and creation operators \( a \) and \( b \), respectively (Holstein-Primakoff transformation). Omitting the detailed derivation by P. Maldonado [Mae16b], the perturbation Hamiltonian can be written in terms of phonons and magnons as

\[
H_{XC}^1 = \sum_{Q,K} \left( \sum_{l,m} F_{Q,K} (m,l) a_{K}^\dagger (m) a_{Q-K} (l) b_Q \right. \\
+ \sum_{\alpha,\beta} G_{Q,K} (\alpha, \beta) a_{Q-K}^\dagger (\alpha) a_{-K} (\beta) b_Q \\
\left. + \sum_{l,\alpha} L_{Q,K} (l, \alpha) a_{Q}^\dagger (l) a_{Q-K}^\dagger (\alpha) b_Q \right). \tag{5.27}
\]
where terms including phonon creation operators are omitted. In equation 5.27, the first two terms describe a processes in which a phonon and a magnon are annihilated and magnon is created. Importantly, the last term describes an annihilation of a phonon and a creation of two magnons. As a reminder, there are magnon bands of two types: ferromagnetic magnons (FM) and antiferromagnetic magnons (AFM) corresponding to spinwaves in the d- and a-sublattice, respectively. In the case of the last term in equation 5.27, the two created magnons are associated with different sublattices, one of them being AFM-type the other one FM-type. Therefore, they increase and decrease the total magnetization, respectively. This corresponds to a process, in which energy, wavevector and angular momentum are conserved, but the sublattice magnetization are reduced by $|\Delta M_m|$.

In conclusion, to leading order, our consideration delivers the elementary magnon-phonon interaction processes in the phonon modulated exchange scenario. These processes can be summarized in the quasi particle language by

$$\text{1 phonon} \rightarrow \text{1 antiferromagnon in a-sublattice (10 -20 THz)} + \text{1 ferromagnon d-sublattice (0-10 THz)}.$$ 

### 5.8 Conclusion and outlook

In contrast to most ultrafast magnetic order studies in the last two decades [Bea96, Koo10, Kir10, Foe11b, Esc13, Big13], this work isolates an important part of the complex cascaded processes: energy and angular momentum transfer from the excited lattice to the spin system (see figure 5.21). This highly direct approach to measure spin-lattice coupling of a magnetic insulator provides the suitable tool for novel lattice pump/spin probe studies over 12 orders of magnitude in time, namely from fs to ms. Accordingly, this study reveals two extremely different time scales of phonon-magnon coupling in the model ferrimagnet Yttrium Iron Garnet (YIG).

On the first time scale, a surprisingly ultrafast energy transfer from the excited lattice to the spin system is proceeding. This process is mediated by the phonon-modulated exchange coupling between spin-sublattices (total angular momentum stays constant). Such ultrafast change of magnetic order on the time scale of 1-2 ps has never been observed in insulators. The second timescale of ~100 ns is 5 orders of magnitude slower than this initial energy transfer. Here, the angular momentum equilibrates between lattice and spin system, in agreement with known magnon lifetimes in YIG, measured by a number of FMR linewidth studies [Spe62, Vit85, Hun10]. Thus it can be concluded that the phonon-magnon equilibration time strongly depends on the observable (energy or angular momentum). This important result may explain the large range of phonon-magnon equilibration times that is debated in recent studies [Xia10, Sch13].

Remarkably, the ultrafast change of the magnetic order survives from about 10 ps up to 100 ns, which provides a new and interesting quasi-equilibrium state, in which the spin system is hot, but under the constraint of constant total spin angular momentum. This can be seen as a build-up of spin pressure, which is finally released once SOC and other microscopic spin-dissipative coupling mechanisms set in.

Further, by comparison to atomic spin dynamics simulations yields an estimate of the
Figure 5.21.: Concluding picture. The results indicate that energy and angular momentum are exchanged between the lattice and spins on distinctively different time scales. High frequency excitations of the crystal lattice lead to modulations of the exchange coupling, causing a sublattice demagnetization on the timescale 1 ps. The resulting spin pressure is released on the timescale of 100 ns by angular momentum transfer to the lattice via weaker coupling mechanisms, such as SOC.

exchange modulation per oxygen ion movement $dJ_{ad}/du \approx 5\text{Å}^{-1}$.

Our results have several important implications for contemporary research fields. The possibility of ultrafast manipulation of the magnetic order solely through exchange interaction is of considerable interest for all applications where the total spin $S_{tot}$ has to be conserved. This in particular valid for the large material class of antiferromagnets ($S_{tot} = 0$), which are attracting a strongly increasing attention concerning spintronic applications [Shi10]. Antiferromagnetic spintronics is capable of manipulating and transporting of magnetic order in a zero net magnetic moment material. Accordingly, this could lead to magnetic storage devices, that are invisible to common readout techniques and offer high processing speed at the same time [Jun16].

Another exciting field is the spin Seebeck effect (SSE), where a temperature gradient imposed on the crystal lattice gives rise to spin transport along the gradient [Ada13, Jaw10, Wu16]. This effect gained much attention because of the high application potential concerning thermoelectric devices, which enable the recycling of waste heat from other processes and offer concepts for energy efficient information processing [Uch08]. In previous works, the build-up of a spin current triggered by SSE has been measured by a modulation of a thermal gradient up to 4 GHz [Kra15, Ros14]. That is significantly more rapid than the 100 ns time scale of angular momentum equilibration observed here. Therefore, the results of this chapter indicate that the SSE is triggered by a constraint spin heating process, that proceeds on the ps time scale. This would open up the new field of THz SSE spin currents.

As a last example, spin angular momentum exchange between spin-sublattices has been
suggested to be crucial step in ultrafast reversal of the magnetization of ferrimagnetic alloys [Boe10, Rad11, Ber14]. Our experimental study isolates this essential mechanism and could lead to a better understanding of the interplay of the different sublattices during laser induced magnetization switching.

Further research routes are within direct reach. A THz double pump experiment (2D-THz-spectroscopy), could unveil the role of the 3 initially excited TO phonon modes and help to distinguish their contribution [Kue09, Mae11, Jun12]. Moreover, taking the next step in complexity, by exciting additionally electrons with a visible pump pulse in the constraint state (10 ps < t < 100 ns) can clarify the function of hot electrons as an angular momentum reservoir. Such experiments provide an appealing scenario to compare the capability of the lattice and hot charge carriers as sources or reservoirs for angular momentum.

Investigation of other magnetically ordered material classes such as multiferroics [VA07, Che07] or ferrimagnetic alloys [Boe10, Rad11, Ber14] with the method developed within this thesis is expected to lead to novel insights.
6 Terahertz two-photon absorption generates a coherent phonon

Stimulated Raman scattering is a fundamental light-matter interaction in which two incident optical waves induce a force oscillating at the difference of the light frequencies. This frequency down-conversion scheme has enabled numerous important applications, including coherent control of elementary modes like phonons and magnons by femtosecond laser pulses. In this work, the so far neglected up-conversion counterpart of this process is presented for the first time: sum-frequency stimulated Raman scattering. Based on this novel scheme, coherent control of an optical lattice vibration of diamond by two intense terahertz fields whose sum frequency equals the phonon frequency of 40 THz is achieved. Remarkably, the carrier-envelope phase of the driving pulse is directly imprinted on the lattice vibration. Sum-frequency stimulated Raman scattering selectively deposits energy in any Raman-active mode and opens up a novel pathway to their phase-sensitive coherent control. New prospects in vibrational and magnon spectroscopy, lattice trajectory control and laser machining emerge.

This chapter is based on the publication Terahertz sum-frequency excitation of a Raman-active phonon by Mährlein et al. (2016) [Mae16a].

6.1 Motivation

Gaining control over elementary motions of electrons, spins and ions in solids has been a longstanding goal and is of major interest from a fundamental as well as an applied viewpoint. Examples include steering of chemical reactions along a desired path [LaR15], switching of spins in magnetically ordered materials [Kub14, Kim05] and charge transport in photovoltaic devices [Cun08, Jin14]. Many efficient and selective control strategies take advantage of resonances and natural modes of the material. For instance, coherent lattice vibrations (phonons) have enabled new pathways to permanent material modification [Kli11], ultrafast insulator to metal transitions [Kim12b, Liu12, Rin07, Wal13], magnetization control [Kim12a, Tem12] and even light memories [Eng13, Fis16]. In addition, phonons are considered model systems for magnons, plasmons and other bosonic excitations.

In the theory chapter on light matter interaction (section 3.2), the coupling of electromagnetic radiation to phonons has been discussed. In the electric dipole approximation, two generic coupling types were identified: A direct coupling via the dipole moment associated with the phonon mode (section 3.2.1) or an indirect coupling mediated through Raman coupling (section 3.2.2). The mechanism for ultrafast spin-lattice coupling revealed in the experiments of chapter 5, shows the enormous potential of THz excitations. One important reason is that THz
lattice excitation is a powerful tool to study and control mechanisms in condensed matter, while leaving electronic excitations in their orbital ground state (see figure 6.1 a). Unfortunately, not all phonon modes are accessible by direct coupling. This is particularly the case for centro-symmetric materials, where the mutual exclusion principle is valid and thus some phonon modes are solely Raman active [Hol04]. Accordingly, there is large interest to find a new coupling mechanism that marries the benefits of conventional impulsive Raman excitation and low energy resonant excitation.

After the discovery of the Raman effect by Raman and Krishnan in liquids [Ram28] and by Landsberg and Mandelstam in solids [Lan28] in 1928, we look back at nearly a century of Raman studies in which diamond is one of the most extensively studied solids[Kri]. Already in 1956, C.V. Raman summarized these studies in a work with the title 'The Diamond' [Ram56]. Since then, lots of Raman-scattering hallmark experiments with monochromatic lasers were performed, most of them focusing on the F2g-Mode [Sol70]. The first impulsive stimulated Raman scattering (ISRS, see section 3.2.2) excitation of coherent lattice dynamics was observed by De Silvestri et. al. by means of periodic modulation of a transient grating in α-perylene crystals in 1985 [DS85]. The coherent phonon amplitude imprinted on the reflectivity was shortly later reported for Bi and Sb [Che90], and for GaAs [Cho90]. The similar technique in transmission geometry could be demonstrated in the high temperature superconductor YBCO in the same year [Chw90]. Only two years later in 1992, Zeiger et. al proposed an alternative excitation scheme: In their DECP model, the excitation shifts the electronic potential energy surface and therefore leads to a sudden shift of the equilibrium coordinate [Zij06] (see section 3.2.2). The DECP mechanism explains the generation of coherent phonons and their initial phase for a number of materials, where electronic absorptions play a role [Che91].

The 40 THz (F2g) phonon mode in Diamond could finally be driven, when ultrashort laser pulses were established research tools. The impulse Raman excitation and its time domain detection of this coherent phonon could be shown by K. Ishioka and coworkers in 2006 [Ish06].

Since these pioneering works, coherent phonon spectroscopy got established as a powerful tool to investigate all sorts of Γ-point (wavevector q = 0) phonons. Nevertheless, one remaining research question is still open: Is it possible to use low frequency radiation in the THz range to drive infrared inactive coherent phonons without changing the electron orbital degree of freedom in materials with a particularly small electric energy gap? Is there another kind of Raman effect that was so far overlooked?

6.1.1 New nonlinear excitation scheme

Following up on the question, if there is a mechanism to drive coherent phonons, that has been neglected so far, it is useful to stay in the framework of Raman processes where the driving force on a given phonon mode is \( F \propto (E(t))^2 \) in transparent materials (see section 3.2.2). In analogy to second order non-linear optics (section 3.1.3), where the polarization is \( P \propto (E(t))^2 \) and the electric field of the driving laser pulse is a linear superposition
of all frequency components $E(\omega_i)$, the beating of two frequency components $E(\omega_1)$ and $E(\omega_2)$ therefore leads to components of the force (see also figure 6.1 b)

$$F \propto (E(t))^2 \propto e^{-i(\omega_1 - \omega_2)t} + c.c. \quad (6.1)$$

Yet as in section 3.1.3, $(E(t))^2$ produces also force components oscillating with the sum frequency:

$$F \propto (E(t))^2 \propto e^{-i(\omega_1 + \omega_2)t} + c.c. \quad (6.2)$$

So far, these sum frequencies were neglected, because previous coherent-phonon studies were based on excitation pulses in the visible or NIR spectral range. Thus, the force oscillates much too fast for the fundamental excitations (phonons, magnons, excitations, plasmons) to follow. Therefore the sum frequency force is too far off their natural eigen-frequencies in this case.

In contrast, the strong-field THz source developed within this work enables nonlinear light-matter interactions at very low (THz) frequencies, thereby approaching the resonances from 'below' the first ground state excitation (see figure 6.1 c). Accordingly, strong THz fields should provide the possibility to observe a Raman process that is driven by the sum frequency beating for the first time instead of the conventional difference frequency beating.

For such first studies, the drosophila of Raman studies, the C-C bond vibration in diamond (F$_{2g}$-mode), exhibits an ideal test ground due to its high eigenfrequency, strong Raman interaction [Mil13] and its very weak damping even at room temperature [Ish06].
6.2 Diamond material properties

The diamond lattice consists of the lowest mass element (carbon) that can form a covalently bonded crystal. The high symmetry and high purity (isotopic content 98.9% $^{12}$C) together with one of the strongest covalent bonds leads to extreme material properties. These are not only useful for mechanical applications or jewelry, but also for optical technologies like light sources, sensors or manipulators [Zai01, Pal85].

Optical applications are favored by an extremely broad and featureless transmittance (nearly 80% for visible radiation) for wavelength below the bandgap ($\lambda > 225$ nm). Only between 2.6 $\mu$m and 6.2 $\mu$m the lattice absorption leads to a reduced transmission. [Mil13].

In pure, defect-free diamond, this infrared lattice absorption can only be caused by multi-phonon absorption, as monatomic crystals with inversion symmetry exhibit no phonons with an associated dipole moment. In a simple picture, the absorption of a single photon by a multi-phonon resonance (e.g. 2 phonon absorption) can be seen as a phonon that induces a net charge region and a second phonon that produces a dipole moment while oscillating through the gradient of this net charge [Lax55].

The high transmittance in the visible range is a consequence of the large indirect electronic bandgap of 5.50 eV [Mad04] (see figure 6.2 a). Therefore, there are no free charge carriers at room temperature, leading to a very long coherent phonon lifetime due to low scattering rates with charge carriers.

To get as close as possible to a defect-free crystal, in this work we use a sample of highest-purity single-crystal diamond (Type IIa). Compared to other types, it contains only negligible nitrogen (Type Ia and Ib) and negligible boron impurities (Type IIb) [Mil13].

![Diamond Properties](image)

**Figure 6.2.: Diamond Properties.** a, Electronic band structure: Large indirect bandgap (5.50 eV) from $\Gamma_{25'}$ to the minimum of the $\Delta$ conduction band [Che84]. b, Diamond unit cell consisting of two interpenetrating fcc-lattices (blue and black spheres): The high frequency $F_{2g}$ phonon mode shifts the two lattices against each other (red arrows).
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6.2.1 Unit cell and phonon band structure

As shown in figure 6.2 b, the diamond lattice consists solely of two covalently bond carbon atoms per primitive unit cell [Sol70]. Each carbon atom is surrounded by four nearest neighbors, which form an equilateral tetrahedron. Obviously, the lattice consists of two interpenetrating face-centered cubic (fcc) Bravais lattices with a lattice parameter of 3.567 Å [Mad04]. The point group of diamond is hexoctahedral ($O_7^h$ in Schoenflies notation or space group Fd$\bar{3}$m) [Yu05].

Due to the low atomic mass of carbon and stiff covalent ion bonds, diamond inherits its uniquely rigid material properties and one of the highest known phonon frequencies. The full phonon dispersion is shown in figure 6.3, where the Brillouin center TO-phonon corresponds to the C-C-bond vibration, that moves the two fcc lattices against each other. This oscillation direction is indicated by the springs and arrows in figure 6.2 b. This Raman active $F_{2g}$ TO-mode is triply degenerate at a resonance frequency of 39.9 THz (1332.5 ± 0.05 cm$^{-1}$ at 300 K) [Sol70].

![Full phonon bandstructure of Diamond](image-url)

**Figure 6.3.:** Full phonon bandstructure of Diamond: The dispersion relation of the vibrational normal modes along the high symmetry directions are calculated by a shell-model at 296° K [War67]. The experimental data (black circles and squares) was determined by inelastic neutron scattering [War65, War67]. The red circles indicate the triply degenerate $F_{2g}$ mode, that is investigated in this thesis.

6.2.2 Raman tensor

The large deformation potential combined with high density and small mass, ensures a high Raman scattering efficiency compared to other crystals. As discussed in the theory
section 3.2.2, the Raman scattering efficiency $S$ is determined by:

$$S \propto \sum_j |\hat{e}_s R_j \hat{e}_i|^2,$$

with the polarization $\hat{e}_i$ of the incident electric field, the polarization of the scattered Stokes polarization $\hat{e}_s$ and the Raman tensors $R_j \propto \frac{\partial \chi}{\partial Q}$ with degree of degeneracy $j$. Making use of the $F_{2g}(\equiv \Gamma^{(25+)}$) symmetry of the zone-center optical phonon leads to the (Raman-)tensors $\left[ Sol70 \right]$:

$$R_1 = d \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}, \quad R_2 = d \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix}, \quad R_3 = d \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{pmatrix}$$

Here $d = \frac{\partial \alpha}{\partial Q}$ is the change in polarizability $\alpha$ upon movement along the normal coordinate $Q$, associated with the $F_{2g}$-mode. Transforming from the coordinates of the cubic axes ($x = [100]$, $y = [010]$, $z = [001]$) above, to the common crystal orientation ($x' = [110]$, $y' = [1 \bar{1} 0]$, $z' = [001]$), which was also used in the present experiments, leads to $\left[ Sol70 \right]$:

$$R_1 = \frac{d}{\sqrt{2}} \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 1 \\ 1 & 1 & 0 \end{pmatrix}, \quad R_2 = \frac{d}{\sqrt{2}} \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & -1 \\ 1 & -1 & 0 \end{pmatrix}, \quad R_3 = d \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & 0 \end{pmatrix}$$

The transformation is simply realized by a rotation about 45° around the z-axis. The value of $|d|$ has been measured to be about $4.4 \pm 0.310^{-16}$ cm² at a wavelength of 514.5 nm $\left[ Gri75, Mil13 \right]$.

### 6.3 Experimental details

#### 6.3.1 Experimental setup

The experimental scheme, shown in figure 6.4, mainly consists of a collinear THz-pump VIS-probing setup combined with a balanced detection scheme. The inherently phase stable THz pump pulses are generated by the table top high field source that was introduced in detail in section 4.2. The necessary regenerative Ti:sapphire laser amplifier (repetition rate, 1 kHz; pulse energy, 18 mJ; pulse duration, 35 fs) that feeds the dual OPA (section 4.1.3) is described particularly in section 4.1.

The p-polarized THz pump pulse (center frequency, 15 – 40 THz; pulse energy, 3 – 20 µJ; pulse duration, ~200 fs) propagates collimated through a silicon beam combiner (>2000 Ω resistivity, double side polished, 400 µm thickness) with an angle of incidence (AOI) close to Brewster angle (74°) to minimize losses $\left[ CH05 \right]$. Afterwards it is focused by an off axis parabolic mirror (PM) with an effective focal length of 2 inch (parental focal length 1 inch). Thereupon, a THz-pump focus diameters of 150 µm can be reached easily.

A synchronized 8 fs pulse (repetition rate, 80 MHz; center wavelength 750 nm; pulse energy,
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1 nJ) from the MHz oscillator (see section 4.1.1) traverses the sample at a variable delay since sample excitation and probes its transient birefringence \( \Delta n_{ai} \), thereby providing the full phase-resolved phonon dynamics. The probe pulse is mostly reflected by a thin silicon beam combiner (Si). Thus it can be overlapped with the THz beam collinearly and focused by the same gold off axis parabolic mirror (PM). The 750 nm beam is focused to diameter of 80 \( \mu m \) or smaller to ensure a lateral homogeneously excited probing spot. The initial polarization can be arbitrarily chosen by a thin film polarizer (TFP) and a broadband half-wave plate (HWP).

The transient polarization state of the probe pulse is measured with a balanced detection scheme after the transmission through the excited sample. The anisotropic change of the refractive index \( \Delta n_{ai} \) is precisely detected in the same way as in electrooptic sampling (EOS) described in section 4.3.1. The pump-probe delay is altered in fast scan mode by a motorized precision delay stage (Newport GTS 150) with a step size of 1 fs between two adjacent pump pulses. The following data acquisition procedure has been explained in section 4.3.3 (see ‘Ultrashort time scales’).

In this chapter, all experiments were performed at room temperature and under ambient conditions.

Figure 6.4: Experimental setup. The VIS probe pulse (750 nm, 8 fs, 1 nJ) from the seed oscillator is collinearly overlapped with the THz pump pulse (200 fs, 3 - 20 \( \mu J \)) by a thin silicon wafer (Si, 400 \( \mu m \)). Both beams are focused onto the sample by the same parabolic Au-mirror (PM). Afterwards, the transient polarization state of the recollimated probe beam is measured by a balanced detection. A thin-film polarizer (TFP) combined with a half-wave plate (HWP) defines the initial probe beam polarization. The pump-probe delay is introduced by a high precision motorized delay stage.

6.3.2 Sample properties and experimental geometries

The sample used for nearly all shown data was a synthetic single crystal diamond (thickness, 200 \( \mu m \)) from the company Sumitomo Electric Hardmetal Corporation. The high purity type IIa chemical vapor deposition (CVD) diamond was oriented to expose the (100) surface. The results could be also reproduced in a less pure diamond window with likely more nitrogen and boron vacancies (see figure 6.11).

The pump and probe beams are collinearly incident normal to the (100) surface. The angle between pump and probe beam polarization is kept fix at \( \approx 90^\circ \). Therefore, the probe beam is s-polarized. Further, the sample is mounted on a motorized rotation stage with rotation axis along the propagation direction, meaning normal to the diamond surface.
Chapter 6. Terahertz two-photon absorption generates a coherent phonon

Figure 6.5.: Experimental scheme.  

(a) Pump-probe scheme: The coherent lattice mode is excited by a strong-field THz-pulse (red pulse). After a certain delay time $t$, a probe pulse (green) experiences a specific birefringence depending on the current lattice distortion (red arrows), leading to a change in the polarization of the probe pulse.  

(b) The THz pump field measured by EOS and corresponding Fourier spectrum: Full information of amplitude and phase is need for the simulation in section 6.3.3.

The azimuthal angle of the sample was optimized for maximum coherent phonon signal, meaning that the driving field was parallel to the diamond’s $x' = [110]$-direction.

6.3.3 CEP-modulation technique

A major advantage of the high-field THz generation via OPA-based DFG is not only the inherent CEP stability and the intense fields, but also the ability to select an arbitrary CEP for the resulting THz pulses. This is done by precisely setting the temporal overlap of the two NIR generation pulses. If one of the two pulses is slightly delayed with respect to the envelope maximum of the other pulse, this is identical to an overall time shift

\[
E_B(t + \tau) = \sum_i E_i e^{-i\omega_i (t+\tau)} + \text{c.c.}
\]  

Therefore, it corresponds to a slightly different phase shift $\varphi_i = \omega_i \tau$ for every frequency component $\omega_i$. As the simulation data of figure 6.6 show, during the DFG process this leads to a shift of the THz-CEP [Sel08a].

As complication, temporal drifts between the two OPAs may occur due to thermal fluctuations and convection air streams. Therefore, a reliable reference measurement for the CEP is crucially needed for CEP-dependent studies. For this purpose, a new scheme was developed which relies on the synchronized periodic modulation of the CEP rather than a fixed CEP. The faster this modulation takes place the less unwanted drift is possible. Obviously, the fastest modulation possible is the toggling of the CEP after every kHz-shot. That means that the delay between the two NIR generation pulses has to be modulated...
with a frequency of 500 Hz synchronized to the 1 kHz repetition rate of the amplified laser system. This is implemented by applying a triggered 500 Hz sine voltage to a piezo driven precision delay stage (PI Flexure Linear Stage). Accordingly, it is possible to toggle the CEP between a reference CEP $\Delta\phi_0$ and an arbitrary fixed CEP $\Delta\phi_k$ between adjacent laser shots (see figure 6.6 b). This also leads to the possibility to record two pump-probe traces within one pump-probe scan. Data from a single pump-probe scan with toggled CEPs after every laser shot can be seen in figure 6.7.

Figure 6.6.: CEP-modulation in the THz generation process (simulation). The simulation models a DFG process of two NIR pulses in a GaSe-crystal (thickness 200 µm, type II phase matching, AOI $\theta = 34^\circ$) with parameters similar to the experimental conditions (section 4.2.3) [Sei13]. a, Resulting THz fields for different delay times $\Delta\tau$ between the two mixing NIR pulses: These THz waveforms are cuts through the 2D simulation $E(t, \Delta\tau)$ shown in panel b. Noticeably, the time delay $\Delta\tau$ shifts only the CEP, but leaves the envelope, shown in panel c, unaffected.
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6.4 Experimental results

6.4.1 Excitation frequency dependence

In order to study the dynamic lattice response upon broadband THz excitation, we make use of the high tunability and short pulses of the strong field THz tabletop source. Therefore, first the THz-pump induced transient birefringence dependent on pump-probe delay and dependent on the broadband pump spectrum is investigated. The resulting overview over these studies is given in figure 6.8. Here, the measurements for three distinctive spectral excitation regimes together with the corresponding transient anisotropic transmission signals $S(t)$ are shown. The center frequency of the pump pulse was tuned successively to match the following cases: The center frequency of the pump pulse $\omega_0$ corresponds to the resonant case ($\omega_0 = \Omega$) or to the non-resonant case below the fundamental excitation frequency ($\omega_0 = (3/4) \Omega$ and $\omega_0 = (1/2) \Omega$).

In the first case, when the pump center frequency is resonant with the target mode (figure 6.8a), the pump-probe signal consists solely of a peak around $t = 0$ whose shape approximately follows the intensity envelope of the pump pulse (figure 6.8b). This transient optical anisotropy $S(t)$ arises from the instantaneous nonresonant response of the diamond electrons to the THz field. Apart from this Kerr effect [Hof09], however, no oscillatory feature that would be indicative of a coherent lattice vibration can be observed. When the pump center frequency is reduced from $\omega_0 = \Omega$ to $\omega_0 = (3/4) \Omega$ (figure 6.8c), very similar dynamics are found (figure 6.8d).

However, a strikingly different response is obtained when the pump spectrum is centered at half the phonon frequency (figure 6.8e): after the pump pulse has left the diamond sample, the transient birefringence is dominated by an oscillatory component (figure 6.8f). Indeed, the Fourier spectrum of $S(t)$ exhibits a sharp peak located at 40 THz (figure 6.8e). Please
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Figure 6.8.: Sum-frequency Raman driven coherent phonons. a, Spectrum of a pump pulse centered at the $\Gamma_2$-phonon frequency $\Omega$. b, Resulting pump probe signal, showing no signature of lattice vibrations. The peak around $t = 0$ is due to the instantaneous electronic response to the pump pulse. Panels c, d and e, f are as with a, b, but for a pump center frequency of $\omega_0 = (3/4)\Omega$ and $\Omega/2$, respectively. In panel f, a strong long-lived oscillation reveals coherent-phonon excitation with the expected frequency. All birefringence signals are normalized to an incident pump-pulse energy of 1 $\mu$J.

Note, that the narrow dip in the pump spectrum at exactly 20 THz is not related to the phonon absorption, because the spectrum shown here belongs to the incident pump pulse. The sharp feature is the fingerprint of the resonant absorption of the CO$_2$ bending mode in air, while working under ambient conditions [Per82, Mar32, May10].

In order to pinpoint the oscillation frequency $\Omega$ and the damping rate $\Gamma$ more accurately, a time domain fit for $t > 200$ fs is performed. According to the harmonic oscillator model in section 3.2, the oscillatory component of the induced optical birefringence caused by the coherent lattice motion should follow the solution

$$Q(t) = A_0 e^{-\Gamma t} \sin (\Omega t + \delta),$$

when the pump pulse has left the sample. By fitting the initial amplitude $A_0$, damping constant $\Gamma$, resonance frequency $\Omega$ and phase shift $\delta$, a striking agreement with the $S(t)$ is revealed. The fit (blue line) is shown in figure 6.9 together with a zoomed in inset, which demonstrates the superior quality of the measured signal $S(t)$ (red line). It delivers
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Figure 6.9.: Time domain fit. Transient birefringence signal excited at half resonance ($\omega_0 = \Omega/2$) fitted with a single damped harmonic oscillator solution ($Q(t) = A_0 \exp(-\Gamma t) \cdot \sin(\Omega t + \delta)$) for $t > 200$ fs. The inset is a zoom along the time axis that magnifies the fit quality.

a center frequency of $\Omega/2\pi = 39.95$ THz and a single exponential damping constant of $\Gamma = 0.283$ ps$^{-1}$. These values agree excellently with those inferred from stimulated Raman pumping by Ishioka et al. [Ish06] of the very same crystal using optical pump pulses with a center wavelength of 400 nm. Moreover, also the values from spontaneous Raman scattering [Sol70] coincide well (see table below). Therefore, the oscillatory pump-probe signal of figure 6.8f is a clear hallmark of diamond’s F$_2$g Brillouin center phonon.

<table>
<thead>
<tr>
<th>Method</th>
<th>Solin et al.</th>
<th>Ishioka et al.</th>
<th>Maehrlein et al.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Central frequency</td>
<td>39.95 ± 0.015 THz</td>
<td>39.84 THz</td>
<td>39.95 ± 0.01 THz</td>
</tr>
<tr>
<td>Damping constant</td>
<td>0.311 ps$^{-1}$</td>
<td>0.145 ps$^{-1}$</td>
<td>0.283 ps$^{-1}$</td>
</tr>
<tr>
<td>Reference</td>
<td>[Sol70]</td>
<td>[Ish06]</td>
<td>[Mae16a]</td>
</tr>
</tbody>
</table>

The slight deviation of $S(t)$ from the single exponential damping envelope can be caused by two effects. First, due to the long scanning time in order to gain 1 fs resolution in a long time window, the pump intensity might fluctuate within one pump-probe delay scan. This leads to slight changes in the oscillation amplitude for different pump-probe delay times. Secondly, due to ringing of CO$_2$ oscillations in the pump field (see figure 6.5b), there is still a small driving field left, even after one picosecond. Therefore, a driving force has to be included in the equation of motion for $Q(t)$. This is accurately modeled in section 6.5.2.
6.4. Experimental results

Figure 6.10: Instantaneous electronic response. This figure shows the full magnitude of the birefringence signals of the main figure 6.8 b (blue), d (green) and f (red). For the blue and the green curve the signal roughly follows the envelope of the pump pulse and therefore is purely Kerr-type, whereas for the phonon excitation case (red curve), the instantaneous signal exhibits higher order nonlinearities.

Figure 6.11: Comparison between two different diamond samples. The red curve was measured in the high purity (Type IIa) diamond sample, that was used for all shown experiments within this work. The green curve was retrieved from a less pure sample (CVD diamond window). Except for the slightly larger damping rate \( \Gamma \) for the later sample, both phonon dynamics look very similar, demonstrating the reproducibility among different samples.

Figure 6.10 shows the Kerr-type contribution during the temporal pump-probe overlap (-200 fs \( \lessapprox \) t \( \lessapprox \) 300 fs) in detail. In the two cases for \( \omega_0 = \Omega \) and \( \omega_0 = (3/4)\Omega \), this instantaneous contribution corresponds roughly to the envelope of the driving pulse. In contrast, in the case of \( \omega_0 = \Omega/2 \), a more complex interplay between instantaneous contribution and coherent phonon signal governs the signal. The interplay between these two effects and their contribution to the anisotropic refractive index \( \Delta n_{eo} \) change will be included as well in the model in section 6.5.2.

The excitation at half of the resonance (\( \omega_0 = \Omega/2 \)) was also repeated in a less pure chemical CVD diamond window material. Even in this sample, the excitation of the coherent F\(_{2g}\)
phonon could be clearly observed. Qualitatively, there is no significant difference between the transient birefringence signals induced by the 40 THz phonon in both samples (see figure 6.11). Only the slightly increased damping rate of $\Gamma = 0.345$ ps$^{-1}$ is an indication for an larger amount of impurities in the CVD diamond window. The fitted central frequency of $\Omega_0/(2\pi) = 39.92$ is nearly identical to the high quality Type IIa sample.

In conclusion, these results demonstrate for the first time an excitation of a coherent phonon mode with a driving field below its fundamental resonance frequency like proposed in figure 6.1. The next section will shown that, this novel excitation mechanism obeys the characteristics of a stimulated Raman excitation.

6.4.2 Fluence dependence

The phonon amplitude excited by the new mechanism SF-SRS that was proposed in section 6.1.1 should scale with the square of the driving electric field $E(t)$. This is obvious from the harmonic oscillator model in equation 3.15. Therefore, to prove the character of a Raman excitation, the phonon amplitude has to obey the symmetries of the Raman tensor $\partial \chi^{(1)}/\partial Q$ and has to scale with $(E(t))^2$.

In order to measure the fluence dependence, a pair of free-standing gold wire-grid polarizers (InfraSpecs) are inserted into the THz beam to control the THz intensity with a spectrally flat attenuation [Cos77]. The second polarizer is kept strictly at p-polarization, whereas the first one was rotated to change the incident power onto the diamond sample. The results are shown in figure 6.12. Here, the Fourier transform of the THz-pump induced optical anisotropy $S(t)$ exhibits again a sharp frequency component at 40 THz. For lower fluences this fingerprint of the $F_{2g}$-mode shrinks an then nearly vanishes. The phonon amplitude $A_0$ is extracted by fitting equation 6.7 to $S(t)$ in the time domain for all fluences. As the linear absorption spectrum is spectrally featureless around 20 THz [Mil13], it can

![Figure 6.12: Fluence dependence of the phonon amplitude. a, Fourier transform of the oscillatory components in the birefringence signals for different fluences. b, Initial phonon amplitude $A_0$ extracted from the time domain fits according to equation 6.7. Vertical errorbars correspond only to the fitting error, systematic errors due to temporal drifts might be larger.](image)
be assumed that the absorbed intensity is proportional to the incident intensity. The dependence of the coherent phonon amplitude $A_0$ on the incident pump energy is shown in figure 6.12 b. This fluence dependence (excitation focus diameter was kept constant) clearly indicates that the excited phonon amplitude $A_0$ is linear to the absorbed energy, meaning that it scales with the square of the driving field $E(t)$. The same fluence dependence is obtained by integrating the Fourier spectrum $\tilde{S}(\omega)$ in figure 6.12 a from 38 to 42 THz. Additionally also the peak value of $\tilde{S}(\omega)$ shows a linear dependence on the incident pump fluence.

In conclusion, these results fulfill the requirement of a first order Raman process and prove that the assumption of a harmonic oscillator model driven by $(E(t))^2$ was justified [Sol70].

### 6.4.3 Symmetry properties

Finally, it is left to prove that the novel excitation mechanism inherits the symmetry properties from the Raman tensors for the excited Brillouin center mode ($F_{2g}$) given in equations 6.4. In previous ISRS studies, the coherent phonon amplitude was found to be maximum, if the polarization of the excitation field $\hat{e}_p$ is parallel to the [110]-axis [Ish06]. Due to the twofold symmetry of the Raman tensors (equation 6.4), the excitation should show a $\cos 2\theta$ dependence for the angle $\theta$ between pump field polarization $\hat{e}_p$ and [110]-crystal axis. Thanks to the orientation of the crystallographic axes, $\theta$ can be conveniently changed by azimuthal rotation of the diamond sample. The azimuthal angle is equal to $\theta$, when the polarization of the pump field $\hat{e}_p$ is fixed.

In analogy to the conventional ISRS excitation in diamond, the expected symmetry is investigated by rotating the sample by $\theta = 45^\circ$. Figure 6.13 shows that the oscillatory signal nearly completely vanishes for $\theta = 45^\circ$, whereas for $\theta = 0^\circ$ a maximum phonon amplitude is observed.

This leads to the final conclusion that the mechanism responsible for experimental results in this chapter is a novel type of Raman excitation because it scales quadratically with the field amplitude $E$ and is proportional to the Raman tensor $\partial \chi^{(1)}/\partial Q$. In the following section, this sum frequency stimulated Raman excitation of a coherent phonon will be modeled as a damped harmonic oscillator with an external driving force.

### 6.5 Model

#### 6.5.1 Equation of motion

Starting with a little reminder, it is useful to recapitulate the brief derivation of light-matter interaction concerning coherent phonons that was introduced in section 3.2. There, the harmonic approximation (section 2.2.1) was applied, which justifies that all phonon modes can be described as uncoupled (damped) harmonic oscillators, after the transformation to normal coordinates $Q_r(q, t)$ [Nol05]. In that case, $Q_r(q, t)$ can be interpreted as classical
amplitude of the $r$th phonon branch with wavevector $q$. The further introduction of light-matter interaction in the electric dipole approximation [She84] by utilizing the classical scalar Lagrangian formalism, lead to the equation of motion (see section 3.2):

$$\frac{\partial^2 Q(t)}{\partial t^2} + 2\gamma \frac{\partial Q(t)}{\partial t} + \omega_r^2 Q(t) = \frac{1}{m^*} \left( \frac{\partial P(Q,0)}{\partial Q} E(t) + e_0 \frac{\partial \chi^{(1)}}{\partial Q} (E(t))^2 \right)$$  \hspace{1cm} (6.8)

Here again the implicit assumption was made, that the material is excited far away from electronic resonances (transparent medium). Hence the response of the material can be assumed to be instantaneous without any memory function. Like mentioned before, in a centrosymmetric crystal like diamond the Raman active $F_{2g}$ - mode cannot be infrared-active (mutual exclusion principle). Accordingly $\partial P(Q,0)/\partial Q$ vanishes and the only driving force $F(t)$ is proportional to $(E(t))^2$.

Note that electrooptic sampling (section 4.3.1) provides the full information in amplitude and phase of the driving field $E(t)$ (see figure 6.5b). Thus, the driving force $F(t)$ can be directly determined in time domain and then transformed to $\tilde{F}(\omega) \propto \text{FT}[ (E(t))^2]$ in order to obtain the solution for the equation of motion 6.8 in frequency domain:

$$Q(\omega) \propto \frac{\text{FT}[ (E(t))^2]}{\Omega^2 - \omega^2 - i\Gamma \omega}$$  \hspace{1cm} (6.9)

However, the phonon amplitude $Q(t)$ is not measured directly in the experiment. More accurately, the anisotropic change in the refractive index $\Delta n_{eo}(t)$ is measured. Therefore, we need to model the measured signal $S(t)$, as will be done in the next section.
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6.5.2 Modelling of the pump-probe signal

In addition to coherent phonons, the instantaneous non-resonant electronic response may also lead to changes in birefringence. Hence, a contribution proportional to $(E(t))^2$, a so called THz Kerr effect [Hof09], has to be added to the transient anisotropic refractive index change

$$\Delta n_{eo}(t) \propto Q(t) + CE^2(t)$$  \hspace{1cm} (6.10)

where $C$ is a phenomenological constant.

Additional complexity arises from the velocity mismatch of the ultrashort pump and probe pulse while propagating through the 200 $\mu$m thick diamond sample. One can easily imagine that such high frequency phonon oscillations could be thereupon "washed out". Therefore, to simulate the measured signal $S(t)$, the convolution with a transfer function must be included. The signal $S(t)$ is actually the phase difference $\frac{\lambda_{probe}}{2\pi} \Delta \phi(t)$ between two perpendicular polarization components of the probe pulse, which changes due to transient birefringence caused by the phonon oscillations (this can be described as a Raman effect as well [Dek00]). This phase difference is a convolution of the instantaneous refractive index change $\Delta n_{eo}(x = 0, t)$ with a rectangular function of temporal width $\beta d$, where $d$ is the sample thickness and $\beta$ the inverse velocity mismatch [Saj15]. The velocity mismatch $\beta$ used here is the mismatch between the phase velocity $v_p = c/n(\omega_0)$ of the 20 THz pump field and the group velocity $v_g = \partial \omega_0/\partial k(\omega_0, \text{probe})$ of the probing pulse in the diamond sample. Accordingly, $S(t)$ can be written as:

$$S(t) = \frac{\lambda_{probe}}{2\pi} \Delta \varphi(t) = \int_0^d \Delta n_{eo}(0, t + \beta z) \, dz$$

$$= \left( \Delta n_{eo}(z = 0, t) \ast \text{rect}(\beta d) \right)(t), \hspace{1cm} (6.11)$$

for collinear propagating pump and probe pulses along z-direction. In frequency domain, this convolution with the rectangular window function transforms to a simple multiplication with a sinc-function:

$$\tilde{S}(\omega) = \Delta \tilde{n}_{eo}(\omega) \cdot \frac{d\beta}{2} \text{sinc} \left( \frac{\omega d\beta}{2} \right)$$

$$= \text{FT} \left[ A \left( Q(t) + CE^2(t) \right) \right] \cdot \frac{d\beta}{2} \text{sinc} \left( \frac{\omega d\beta}{2} \right) \hspace{1cm} (6.12)$$

In the last step, equation 6.9 and equation 6.10 were plugged in. In this final equation 6.12, $A$ and $C$ are the only fitting parameters. All other parameters are known ($\Omega$ and $\Gamma$ in $Q(t)$ are obtained from a time domain fit, $E(t)$ is directly measured via EOS, the equilibrium refractive index $n(\omega)$ is taken from [Mil13, Pet23]).

6.5.3 Results

According to equation 6.12, the anisotropy signal $\tilde{S}(\omega)$ is calculated in the frequency domain and then compared in the time domain with the measurements from section 6.4.
Chapter 6. Terahertz two-photon absorption generates a coherent phonon

To first test the model, a two dimensional simulation was performed. Here, the anisotropy signals $S_j(t)$ depending on simulated THz pump fields $E_j(t)$ with different central frequencies $\omega_{0,j}$ is calculated. The envelope of the pump pulses including their peak amplitudes, as well as their pulse durations (FWHM $= 200$ fs) were kept constant.

The results are shown in figure 6.14. A clear resonance behavior around $\omega_0/(2\pi) = 20$ THz appears, which results in long-lived oscillations that indicate the coherent phonon excitation (see also corresponding constant frequency cut, green line in figure 6.14 a, b). This resonance is broadened around 20 THz (e.g. red line) due to the finite bandwidth of the pump pulse $E(\omega)$ leading to a number possible frequency pairs $\omega_1 + \omega_2 = \Omega$. Far off the resonance, e.g. for a central frequency of 15 THz (blue line), solely the instantaneous electronic response $\propto (E(t))^2$ dominates the signal. This is especially obvious because

Figure 6.14.: Model results. a, Simulated birefringence signal $S(t, \omega_0)$ (equation 6.12) for various THz pump central frequencies $\omega_0$ and b, corresponding constant pump frequency cuts: The THz-Kerr effect $\propto CE^2(t)$ dominates the signal during the pump probe overlap ($t \approx 0$) for all pump central frequencies $\omega_0$ (e.g. blue line), whereas the long lived oscillation $\propto Q(t)$ only exist for pump central frequencies around half the phonon resonance $\Omega/2 = 20$ THz (green line). THz Kerr effect, coherent phonon amplitude and propagation effects (walk off) can lead to more complex signals (e.g. red line).
the signal is present only around $t = 0$ when the pump and the probe beam copropagate through the sample.

For central pump frequency regions, where the interplay of all three effects (coherent phonon, Kerr effect and propagation walk off) governs the transient anisotropy of the sample, more complex signals $S(t)$ can arise. For example, this is the case for a central pump frequency of 22 THz (red line).

We are now ready to use our model to reproduce the measured data. Here, the data from figure 6.13 for $0^\circ$ azimuthal angle is taken exemplarily. The electric field in figure 6.5b is the measured driving field for this trace and is therefore plugged as $E(t)$ in our model. The phonon resonance frequency $\Omega$ and damping constant $\Gamma$ are determined by an independent fit (displayed in figure 6.9). The scaling factors $A$ and $C$ in equation 6.12 are fit parameters, accordingly leading to the simulation results in figure 6.15. Obviously, the zoomed region in the middle of the figure, shows an excellent agreement, between simulation (grey line) and experiment (blue line). Additionally, the decay for $t > 2$ ps is also followed very well by the model. Even the more complex dynamics during the pump-probe overlap ($-300$ fs $< t < 200$ fs) are well reproduced by the model. The deviation between model an experimental data, can be explained by a slight drift in the THz field shape (e.g. CEP or chirp) between the reference EOS measurement of $E(t)$ and the actual transient birefringence measurement $S(t)$ in the diamond sample.

We conclude, that despite the simplicity of the classical harmonic oscillator assumption, the model developed within this section is suitable to explain coherent phonons driven by a THz field with $F(t) \propto (E(t))^2$ at half of the resonance frequency $\Omega$ and their impact on the anisotropy pump-probe signal $S(t)$.

**Figure 6.15.: Comparison of measurement and simulation.** The blue trace is the measured signal at azimuthal angle $\theta = 0^\circ$. The grey curve is the simulation based on the model signal $S(t)$ (equation 6.12) with input parameters: electric pump field $E(t)$ from figure 6.5b and phonon resonance frequency $\Omega$ and damping parameter $\Gamma$ both derived from a time domain fit (figure 6.9).
6.6 Coherent phonon phase control

6.6.1 Concept

As shown in the previous sections, sum-frequency stimulated Raman scattering (SF SRS) is a novel tool to drive IR-inactive coherent phonons with strong THz or MIR pulsed laser sources. Compared to the traditional difference frequency SRS, it offers two major advantages.

First, SF SRS allows for a non-resonant excitation of coherent phonons, without providing excess energy that could lead to parasitic electronic excitations, which can be already intuitively seen in figure 6.1, by comparing the incident photon energies $\hbar \omega_i$ to the resonance energy $\hbar \Omega$. This could be a key benefit for some important applications that will be discussed in the conclusion section 6.7 of this chapter.

A further sophisticated advantage of the novel SF SRS mechanism, is the coherent phase control that is dictated by the inherent phase properties (i.e. CEP) of the excitation pulse. In order to understand this advantage, it is important to note that sum- and difference-frequency SRS exhibit a very different behavior with respect to the CEP of the pump pulse. Let us assume a driving pulse containing frequency pairs $\omega_1$ and $\omega_2$ with initial CEP $\phi_0$:

$$E(t) = (A_1 e^{-i\omega_1 t} + A_2 e^{-i\omega_2 t}) e^{-i\phi_0} + c.c.$$  (6.13)

As the driving force oscillates with

$$(E(t))^2 \propto e^{-i(\omega_1 \mp \omega_2)t + (\phi_0 \mp \phi_0)}$$,  (6.14)

a CEP change by $\Delta \varphi$ therefore shifts the phase of the phonon oscillation by $\Delta \varphi - \Delta \varphi = 0$ in the difference-frequency case, but by $\Delta \varphi + \Delta \varphi = 2\Delta \varphi$ in the sum-frequency process. Thereupon, conventional (difference-frequency) Raman excitation is independent of the CEP, whereas its sum-frequency counterpart undergoes a shift of twice the CEP. Consequently, sum-frequency SRS should enable direct coherent phonon-phase control, by imprinting the light field’s CEP onto the phonon motion.

6.6.2 Experimental confirmation

In order to demonstrate the ability of phonon phase control via THz CEP, a series of CEP-dependent SF SRS measurements is conducted. They are performed by making use of the CEP-modulation technique introduced in section 6.3.3. After the CEP-modulation $\Delta \varphi$ is set, a reference EOS measurement is taken, which includes the reference pulse $E_0(t)$ and the CEP-shifted pulse $E_j(t)$ shifted by $\Delta \varphi_j$ within the same pump-probe delay scan. This is shown for 5 distinctive CEP-modulations ($0, \pi/4, \pi/2, 3\pi/4$ and $\pi$) in figure 6.16 in the left hand panel. The broken lines correspond to the reference fields $E_0(t)$ in each measurement.

Thereafter, an anisotropy pump-probe measurement in the diamond sample is performed
6.7 Conclusion and outlook

In conclusion, within the work of this thesis, a novel mechanism for launching coherent lattice vibrations has been found and demonstrated: Sum-frequency stimulated Raman...
scattering (SF SRS). This approach provides coherent control of all Raman-active modes such as magnons and plasmons that have so far been inaccessible by THz or mid-infrared radiation. Simultaneously, parasitic electronic excitation, which occurs when optical laser pulses are used, is greatly reduced. As an additional benefit, the CEP of the pump pulse is directly transferred into the phase of the phonon motion.

Besides the unambiguous demonstration of SF SRS for the well-known model $F_{2g}$ mode in diamond, further scientific cases are directly within reach. As similar C-C bonds are also found amongst other carbon based materials, it could be for example very interesting to study the role of coherent phonons in carbon nano tubes (CNTs) [San09, San13]. Especially the further investigation of already observed nonlinear coherent phonon dynamics in single-walled CNTs could be of high interest [Gam06].

Further, even sticking to the same $F_{2g}$ mode in diamond could lead to interesting fundamental questions: Nowadays, the most promising progress in the development of quantum computing can be found among the research of quantum coherence of nitrogen vacancy (NV) centers in diamond [Chi06, Dut07]. In this scheme, logical operations between quantum bits of information, so called qubits, are represented by specific transitions of electronic or nuclear spin states in single NV-centers [Chi13]. As the lifetime of these qubits is mainly limited by spin-lattice coupling, SF SRS could be used to influence the qubit state. By controlling the phase of this dynamic lattice potential maybe a sort of feedback loop or at least a coherent disturbance between several qubits could be investigated.

Going further into the direction of quantum computing at room temperature, England and coworkers demonstrated a phononic light storage device based on a Raman sequence [Koz00, Nun07] exciting the very same $F_{2g}$ mode in diamond [Eng13, Fis16]. There, in the write process, simply speaking, signal photons are annihilated in a Stokes process, creating an excited phonon state ($\equiv$ memory state). During the phonon lifetime, a subsequent read pulse leads to an anti-Stokes transition, which results in the emission of signal photons. With the benefits of SF SRS, additionally the CEP can be stored in the phonon mode and later read out by a Raman process, like demonstrated in section 6.6. Therefore, storing the CEP of a THz pulse in a coherent phonon mode may pave the way toward phonon-based quantum processing at room temperature.

Last but not least, by using superconducting diamond [Eki04] the role of coherent phonons and their phase in the superconducting state could be investigated by applying the novel SF SRS technique. Using conventional difference frequency SRS would immediately destroy the superconducting condensate due to the excessive photon energy.

In general, due to the low photon energies required, sum-frequency SRS provides a unique tool to steer chemical reactions or phase transitions in the electronic ground state, solely driven by Raman-active lattice vibrations. The extension to THz pulse sequences will enable independent phase and amplitude control of the lattice trajectory along multiple normal coordinates, which is challenging with optical pulses accompanied by electronic excitations [Kat13]. Sum-frequency SRS may therefore reveal novel routes to phase transitions [Kim12b, Rin07] or other phonon-mediated effects.

For industrial applications, it shall be mentioned that sum-frequency excitation of the phonon mode is intimately related to two-photon absorption, which is has so far not yet been
observed for a vibrational mode. Such selective energy deposition may enable machining of transparent materials by intense mid-infrared lasers [Wit13, Pow93]. Nevertheless, the most important and straightforward application in the scientific background is the extension of contemporary spectroscopic techniques: highly sensitive vibrational spectroscopies, such as action spectroscopy [Oom06] and Raman-force microscopy [Raj11], can be extended to infrared-forbidden yet Raman-active modes.

In conclusion, the novel light-matter coupling mechanism SF SRS that was found within the work of this thesis extends vibrational spectroscopy methods to infrared-forbidden modes, enables phase-sensitive studies of phonon-mediated phenomena and paves the way for full lattice trajectory control.
7 Summary

The results of this thesis demonstrate that phonons provide an important degree of freedom to control matter on fundamental time scales in a non-invasive way. A major reason is that lattice excitations are not spectators in many solid state phenomena, but can be used to dynamically steer fundamental effects, such as change of magnetic order. As demonstrated here in the case of magnetic order, high-frequency lattice excitations can lead to novel transient, quasi-equilibrium states that have not been accessible up to now (chapter 5). More generally, specific phonon excitation provides a versatile method to study isolated coupling processes instead of complex cascaded processes following electronic excitation of hot carriers.

Up to now, phonon excitation by THz or mid-IR pulses was only implemented by initial interaction with infrared-active phonons [Rin07, Fau11, Kim12b, Liu12], whereas non-infrared active yet Raman active modes remained inaccessible. In this thesis, a complementary light matter coupling scheme was established, which can be seen as the THz-counterpart of conventional impulsive stimulated Raman scattering [DS85, Cho90, Ish06, Rif07] (chapter 6).

In order to gain new fundamental insights, techniques and tools have to be developed and combined, that push the limits of state-of-the-art experiments. Therefore, one essential milestone of this thesis is a novel THz pump/visible probe setup, that combines three major developments (chapter 4). Most importantly, a table top high field THz-source was designed and implemented, that can compete with state of the art free electron laser sources in terms of peak electric fields [Gre16, Sch15, Tav11]. Nonlinear difference frequency mixing of two spectrally shifted NIR pulses yields inherent phase stable THz field transients with electric peak fields exceeding 50 MV/cm [Sel08a]. A collinear phase matching scheme in Gallium selenide allows for a convenient tunability, bridging a frequency region from 10 THz up to 60 THz and thereby covering most of the known high frequency phonon modes. In a pump-probe scheme, transient sample properties are monitored via electrooptic and magnetooptic observables by a synchronized 8 fs probe pulse. The sub-femtosecond time resolution is complemented by a novel data acquisition (DAQ) method, which allows us to cover a pump-probe delay range over 12 orders of magnitude, from the femtosecond to the millisecond time scale. This DAQ technique was crucial for the discovery of the slow magnetization dynamics in YIG. Further, a carrier envelope phase (CEP)-modulation scheme that is synchronized to the laser amplifier repetition rate was developed. It not only allows for setting an arbitrary CEP, but also enables a simultaneous recording of a given CEP reference measurement, monitored in the same pump-probe trace. This gives rise to drift free CEP-dependent measurements, that were necessary to observe phase shifts of the 40 THz phonon mode in diamond.

The introduced cutting-edge experimental setup was used to excite high-frequency TO phonon modes of the textbook ferrimagnetic insulator Yttrium Iron Garnet (YIG) and probes the resulting dynamics of the magnetic order from fs to µs. The obtained results
demonstrate for the first time the possibility of ultrafast manipulation of the magnetic order by solely modulating the superexchange coupling of the two spin sublattices. Two distinctively different time scales for phonon-magnon equilibration times are revealed. First, a surprisingly rapid change of magnetic order for an insulator on the timescale of 1 ps is identified as ultrafast sublattice demagnetization. It is exclusively mediated by phonon-induced fluctuations of the exchange coupling and thus constrained by spin angular momentum conservation. The observed constrained quasi-equilibrium state persists over nanoseconds. Second, on a time scale of 100 ns, spin angular momentum is transferred from the spins to the lattice, resulting in spin-lattice equilibrium in terms of both heat and angular momentum. The latter time scale agrees with typical magnon lifetime, obtained from a number of FMR linewidth studies \[\text{Spe62, Vit85, Hun10}\]. The disentanglement of energy and angular momentum flow is one of the main achievements of this study.

These findings are supported by a microscopic model that assumes that the exchange constant (quantifying the antiferromagnetic coupling of the two magnetic sublattices) is modulated by the thermal motion of the superexchange-mediating oxygen ion, which fluctuates in space due to the heating of the lattice. This model, complemented with atomistic spin dynamics simulations by J. Barker, yields a numerical estimate for the modulation strength per oxygen elongation.

This study paves the way to further phonon-driven experiments and has important implications for other research fields, including spin-conserving switching in antiferromagnetic spintronics \[\text{Shi10, Jun16}\], and the extension of the spin Seebeck effect to the THz range, aiming for faster energy efficient thermoelectric devices \[\text{Uch08, Ada13, Ros14}\]. Finally, the observation of ultrafast sublattice demagnetization can also lead to a better understanding of the angular momentum transfer between different sublattices during laser induced magnetization switching in ferrimagnetic alloys \[\text{Boe10, Rad11, Ber14}\].

The investigation of ultrafast lattice-spin coupling relies initially on the efficient coupling of THz pulses to the electric dipole of IR-active phonons. However, phonon modes with a vanishing electric dipole moment were previously inaccessible by THz or mid-IR radiation. In this thesis, a novel light matter interaction scheme is explored, that leads to coherent phonon excitation via non-resonant two-photon absorption of intense THz fields. In this second-order nonlinear process, the sum frequency of two field components of the same THz pulse drives the coherent lattice motion. This mechanism can be conveniently described in the framework of stimulated Raman excitation (SRS) \[\text{Mer97, Gri08}\] and is therefore termed sum-frequency stimulated Raman scattering (SF SRS) in this thesis.

We demonstrate this THz sum frequency excitation by coherent control of a prototype Raman active mode, namely the highest frequency \(F_{2g^-}\) mode in diamond. Our novel excitation scheme offers two additional important benefits. First, SF SRS avoids parasitic electronic excitation because no excessive photon energy is incident on the sample \[\text{Cho90, Rif07}\]. Second, compared to conventional SRS, sum frequency SRS provides the possibility of full control of the phonon phase dictated by the THz pump pulse CEP. A simple phenomenological model based on a harmonic oscillator reproduces all these findings in terms of a Raman process.
The demonstration of this universal mechanism opens new venues for vibrational spectroscopy, such as action spectroscopy [Oom06], or might be also applicable to other innovative methods like Raman-force microscopy [Raj11]. Combining SF SRS with THz pump-pulse sequences may enable full lattice trajectory control, which is challenging with optical pulses accompanied by electronic excitations [Kat13]. Therefore, specifically tailored routes to phase transitions [Rin07, Fau11, Kim12b, Liu12] or steering of chemical reaction [LaR15] come into reach. Recently, the $F_{2g}$ mode in diamond was found to operate as light storage for quantum computing at room temperature [Eng13, Fis16]. SF SRS adds the benefit of additionally storing the light pulse’s CEP. Finally, our findings could also have technological implications enabling the laser machining of transparent materials by intense mid-IR lasers [Wit13, Pow93].

In summary, this thesis highlights the large potential of THz lattice excitations for steering ultrafast phenomena in solids.
A Appendix

A.1 Harmonic approximation for antiferromagnets

Strictly speaking, in order to consider phonons in magnetic materials that consist of antiferromagnetic coupled magnetic sublattices, these different species of spins have to be considered in a harmonic approximation approach. This harmonic approximation for an antiferromagnet is briefly derived within this section. The case of a ferrimagnet is similar in the derivation, but one step higher in complexity.

An antiferromagnetic spin order can be described by two ferromagnetic sublattices, which are coupled antiferromagnetically. For the assumption that every atom of sublattice A has only sublattice B nearest neighbors and the restriction to only the exchange coupling $J_1 < 0$ to the nearest neighbor, we get following Heisenberg Hamiltonian [Nol09]:

$$H = \sum_{i,j} J_{ij} \mathbf{S}_i \cdot \mathbf{S}_j - g_J \mu_B \left( B_0 + B_A \right) \sum_i S_i^z - g_J \mu_B \left( B_0 - B_A \right) \sum_i S_i^z, \quad (A.1)$$

with anisotropy field $B_A$ and external field $B_0$ assumed to be along the z-axis (= easy axis). To go along the same direction like in section 2.3.6, a Holstein-Primakoff transformation has to be performed for sublattice A ($a_q, a_q^\dagger$) and sublattice B ($b_q, b_q^\dagger$). Further in the framework of harmonic approximation only terms which are bilinear in wavevector $q$ are considered (e.g. $a_q, b_q, J(q), \delta_{q,q'}$). This finally leads to the Hamiltonian:

$$H = E_a + b_A \sum_q a_q^\dagger a_q + b_B \sum_q b_q^\dagger b_q + \sum_q c(q) \left( a_q b_q + a_q^\dagger b_q^\dagger \right), \quad (A.2)$$

with

$$E_a = -Ng_J \mu_B S B_A + Nz J_1 h^2 S^2 \quad (A.3)$$
$$c(q) = -2J(q) h^2 S \quad (A.4)$$
$$b_{A/B} = -2z J_1 h^2 S \pm g_J \mu_B \left( B_0 \pm B_A \right). \quad (A.5)$$

But this raises a big problem: The Hamiltonian in equation A.2 is not diagonal in $a_q$ and $b_q$’s. After a further transformation with the following ansatz for new operators

$$\alpha_q = c_1 a_q + c_2 b_q^\dagger \quad (A.6)$$
$$\beta_q = d_1 a_q^\dagger + d_2 b_q, \quad (A.7)$$

that fulfill again the boson commutation relations, finally the Heisenberg Hamiltonian for an antiferromagnet can be written [Nol09]:

$$\tilde{H} = \tilde{E}_a \left( B_0 \right) + \sum_q \hbar \omega_{\alpha} \left( q \right) \alpha_q^\dagger \alpha_q + \sum_q \hbar \omega_{\beta} \left( q \right) \beta_q^\dagger \beta_q, \quad (A.8)$$
where the following abbreviations was used:

$$\hbar \omega_{\alpha/\beta}(q) = \frac{1}{2} \left[ \pm b_A \mp b_B + \sqrt{(b_A + b_B)^2 - 4c^2(q)} \right]. \quad (A.9)$$

Substituting $b_A$ and $b_B$ back from equation A.5, leads to the excitation energies in antiferromagnet [No109]:

$$\hbar \omega_{\pm}(q) = \sqrt{4S^2h^4(J_0^2 - J^2(q)) + g_{J\mu}B_A(g_{J\mu}B_A - 4SJ_0\hbar^2)} \pm g_{J\mu}B_0. \quad (A.10)$$

In conclusion it can be seen that the energy spectrum of an antiferromagnet is distinctively different to ferromagnets. The antiferromagnet exhibits two spin wave branches, \(\omega_+\) and \(\omega_-\), which are degenerate in the absence of an external field (\(B_0 = 0\)). Additionally for \(q = 0\) and for \(B_0 = 0\), the minimum spin wave energy leads to an energy gap \(E_g\) in the spin wave spectrum:

$$E_g = \sqrt{g_{J\mu}B_A(g_{J\mu}B_A - 4SJ_0\hbar^2)} \quad (A.11)$$

For small wavevectors \(q = |q|\), the spinwave dispersion is linear with \(q\) for an antiferromagnet and quadratic in the ferromagnetic case.

For a ferrimagnet the derivation above becomes significantly more complicated as the two sublattices have a different magnitude in magnetization (\(|M_A| \neq |M_B|\)) in the Heisenberg ground state.

### A.2 Electron-phonon coupling

As mentioned in the introduction of section 2.2, the degrees of freedom of the core ions and the valence electrons were assumed to be independent. The contribution of the static ion lattice to the valence electron states is already contained in the electronic band structure of a solid. The derivation of the electronic band structure can be found in standard solid state text books like [Yu05, No105, Ash05]. Its theoretical description, only plays a minor role for the understanding of the research presented within this work.

Thus the electron-lattice interaction Hamiltonian \(H_{e-lat}\) is only governed by the variations of the ion positions around their equilibrium lattice sites. Consequently the electron-lattice interaction can be comprehensively described by the interactions of electrons and holes with phonons. This description in terms of quasi particles makes the possible interaction processes tangible, as graphically summarized in figure A.1. All four possible processes emit or absorb a phonon with energy \(\hbar \omega_r(q)\) by elastic scattering with an electron (figure A.1 a-b), or creation or annihilation of an electron-hole pair (figure A.1 c-d).

Under the assumption that the ions move rigidly and do not deform within the interaction with the electrons the following electron-phonon interaction Hamiltonian can be derived [No105]:

$$H_{ep} = \sum_{k\sigma} \sum_{qK} \sum_{i} T_{k,q,K}^{(i)} \left( b_{q\sigma} + b_{q\sigma}^\dagger \right) a_{k+q+K,\sigma}^\dagger a_{k,\sigma}. \quad (A.12)$$
A.3 Description of light propagation

A.3.1 Maxwell and material equations

In the (semi-)classical picture (see section 3.1.1), the interaction of light with matter is fully described by the material equations and the macroscopic Maxwell equations [Ash05]:

\[
\begin{align*}
\nabla \cdot \mathbf{D} &= \rho \\
\nabla \times \mathbf{E} &= -\frac{\partial \mathbf{B}}{\partial t} \\
\n\nabla \cdot \mathbf{B} &= 0 \\
\n\nabla \times \mathbf{H} &= \frac{\partial \mathbf{D}}{\partial t} + \mathbf{j}
\end{align*}
\]  
(A.13)

where the current density \( \mathbf{j} \) and the charge density \( \rho \) are the source terms for the magnetic fields \( (\mathbf{H}, \mathbf{B}) \) and electric fields \( (\mathbf{E}, \mathbf{D}) \), respectively. The material equations are summarized as:

\[
\begin{align*}
\mathbf{D} &= \varepsilon_0 \mathbf{E} + \mathbf{P} \\
\mathbf{B} &= \mu_0 \mathbf{H} + \mathbf{M}
\end{align*}
\]  
(A.14)
Appendix A. Appendix

Here $\mathbf{P}$ is the electric polarization field and $\mathbf{M}$ is the magnetization field. The permittivity $\epsilon_0$ and permeability $\mu_0$ of free space are universal constants, which have to be present for expressing the fields in SI-units.

A.3.2 Wave equation of optics

For the theoretic description of light propagation, the assumption of media with no free charges $\rho = 0$ or currents ($j = 0$) shall be kept. In addition, the restriction to nonmagnetic media ($\mathbf{M} = 0$) is made. Starting from the Maxwell-equations A.13 and material equations A.14, these assumptions directly lead to the most general form of wave equation in nonlinear optics:

$$\nabla \times \nabla \times \mathbf{E} + \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \mathbf{E} = -\frac{1}{\epsilon_0 c^2} \frac{\partial^2}{\partial t^2} \mathbf{P}$$

(A.15)

The first part of the identity $\nabla \times \nabla \times \mathbf{E} = \nabla (\nabla \cdot \mathbf{E}) - \nabla^2 \mathbf{E}$ can be neglected by making use of the slowly varying amplitude approximation [Boy08]. The approximation is justified, when the fractional change of the amplitude in a distance on the order of the wavelength is much smaller than unity [Boy08]. This leads to the commonly used inhomogeneous wave equation for the electric field:

$$\nabla^2 \mathbf{E} - \frac{1}{c^2} \frac{\partial^2}{\partial t^2} \mathbf{E} = \frac{1}{\epsilon_0 c^2} \frac{\partial^2}{\partial t^2} \mathbf{P}$$

(A.16)

From this wave equation it can be clearly seen, that the polarization $\mathbf{P}$ acts as the source term for new components of the electromagnetic wave.

A.3.3 Phase matching

In a simple picture, phase matching is fulfilled, when generated waves at different points in the crystal are able to interfere constructively along the propagation pathway of the initial generation pulse. Generally the dispersion of the material prevents this from happening. Phase matching is required because nonlinear process (DFG shall be exemplary considered here as need in section 4.2.2 and 4.2.3) not only has to fulfill energy conservation ($\hbar \omega_2 = \hbar \omega_3 - \hbar \omega_1$), but also wave vector conservation. Therefore the wavevector mismatch

$$\Delta k_z = (k_3 - k_1 - k_2) \cdot \mathbf{r}$$

(A.17)

has to be minimized in order reach significant gain of $\omega_2$ photons along an arbitrary direction $\hat{z}$. The intensity $I_i$ conversion can be quantitatively calculated by the Manley-Rowe relations:

$$\frac{d}{dz} \left( \frac{I_1}{\omega_1} \right) = -\frac{d}{dz} \left( \frac{I_2}{\omega_2} \right) = \frac{d}{dz} \left( \frac{I_3}{\omega_3} \right)$$

(A.18)

Consequently the total intensity, measured in photons per area per time, is a conserved quantity. For a lossless optical medium the Manley-Rowe relations lead to the following
A.3. Description of light propagation

coupled amplitude equations in the case of DFG [Boy08]:

\[ \frac{dA_1}{dz} = \frac{2i\omega_1^2 d_{\text{eff}}}{k_1 c^2} A_3 A_2^* e^{i\Delta k z} \]  

(A.19)

\[ \frac{dA_2}{dz} = \frac{2i\omega_2^2 d_{\text{eff}}}{k_2 c^2} A_3 A_1^* e^{i\Delta k z} \]  

(A.20)

where \( d_{\text{eff}} \) is the effective nonlinearity from \( \chi^{(2)} \), taking the polarization and geometric properties into account. Additionally, an intense (pump) field \( A_3 \) is assumed with negligible depletion \( (dA_3/dz = 0) \). Obviously, the perfect phase matching between all three waves is given for \( \Delta k = 0 \). If this is not the case the generated amplitude \( A_2 \) after a crystal thickness \( L \) is proportional to the integration along \( z \) [Boy08]:

\[ A_2 \propto \int_0^L e^{i\Delta k z} dz = \frac{e^{i\Delta k L} - 1}{i\Delta k} . \]  

(A.21)

As the intensity (time-averaged Poynting vector) scales with the squared modulus of the amplitude \( |A_2|^2 \), the phase mismatch factor is usually given as a sinc function:

\[ \left| \frac{e^{i\Delta k L} - 1}{i\Delta k} \right|^2 = L^2 \text{sinc}^2(\Delta k L/2) . \]  

(A.22)

The inherent birefringent properties of typical nonlinear generation crystals can be harnessed to optimize the phase-matching conditions and to compensate for dispersion. [Dmi96]. This is typically employed for table-top high field THz-generation via DFG and is explained in detail in section 4.2.3. When birefringence cannot be utilized, sometimes a quasi-phase-matching is possible. For quasi-phase matching a ferroelectric material is stacked periodically in layers with alternating orientations of its crystalline axis along the \( z \)-direction. The alternating inversion of the crystalline axis leads to an alternating sign of \( d_{\text{eff}} \) and thus prevents the amplitude \( A_2 \) to decrease after the coherent buildup length \( L_c = 2/\Delta k \) [Boy08]. One prominent example for quasi-phase-matching is periodically poled lithium niobate (PPLN) [Mye95].
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