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agement of migration, or over compensation payments between the countries
mainly responsible for climate change and those countries most affected by its
destructive effects.

1.1.2 Economics of Climate Change

Economists have attempted to monetize the impacts of climate change in so-called dam-
age functions (see, for example, Nordhaus and Boyer, 2000). This is a notoriously difficult
undertaking as it includes estimating the monetary value of ecosystem services, health,
and human life. Stern (2007) estimates the costs of business-as-usual climate change
to equate at least an average reduction of 5 percent global per capita consumption, now
and forever. When non-market impacts, high climate sensitivity, and the disproportionate
burden for poor regions are taken into account, his estimate rises to 20 percent.

A strong case for action against climate change would emerge if the costs of mitigat-
ing climate change are comparatively low—Ilow compared to the impacts of unmitigated
climate change, and also low compared to adapting to changed climate. Therefore, the
economics of climate change need to address mitigation and adaptation.

Mitigation and Adaptation

It is now certain that mitigation and adaptation will have to complement each other. There
will be climate change even under the most stringent mitigation policy, and therefore there
will be need for at least some adaptation (Figure 1.2). On the other hand, the IPCC deems
it very likely that unmitigated climate change would exceed the world’s capacity to adapt
(IPCC, 2007, Topic 6.2). Hence there is need for at least some mitigation. Exactly where
to draw the line between between “avoiding the unmanageable” and “managing the un-
avoidable” is hard to tell. The aforementioned tipping points offer some guidance: the
“short list” of policy-relevant tipping elements in Lenton et al. (2008, Table 1) comprises
eight tipping elements for which a critical temperature range is given. The critical value
for six of them may be avoided by restraining global warming to 2 °C. Therefore, a pol-
icy goal like the European Union’s 2 °C target (EU Council, 2007) may serve as an ap-
proximation for the division of labor between mitigation and adaptation. The 2 °C target
requires an ambitious mitigation effort.

Technology is both part of the problem and part of the solution for the issue of climate
change mitigation. A majority of GHG emissions are of technological origins: 56.6 per-
cent of all GHG emissions are CO, emissions from fossil fuel combustion. In terms of the
corresponding activities, emissions from energy supply, industry, and transport amount to
58.4 percent of the global total. At the same time technology and technological change in
particular offer the main possibilities for reducing emissions (IPCC WG3, 2007, Ch. 3.4).

According to IPCC WG3 (2007), some of the main technological mitigation options are:

e Improving energy efficiency and energy conservation

e Reducing the carbon intensity of energy, e.g. by switching fuels like substituting gas
for coal
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Figure 1.3: Greenhouse gas (GHG) emissions. Share of different anthropogenic GHGs in total emis-
sions in 2004 in terms of CO;-equivalent (left), and share of different sectors in total anthropogenic
GHG emissions in 2004 in terms of CO;-equivalent (right). Adapted from IPCC (2007).

e Introducing carbon capture and storage technologies
e Energy from renewable energy sources
e Nuclear power

e Develop and diffuse new technologies and practices to reduce GHG from agriculture
and land use

Therefore, there is a strong link between mitigation and technological progress, and any
policy that aims at mitigating emissions will have to induce technological change, most
importantly the decarbonization of the energy sector. Hence, mitigation and technological
change are interwoven in at least two ways: first, technological progress is essential for
mitigation options. In particular, this refers to low carbon energy technology options,
and energy efficiency improvements. Second, mitigation policies need to set incentives
for technological progress, for example by establishing a price on GHG emissions. The
following sections explore these two aspects.

Mitigation Options: Technological Change

Technological progress does not happen automatically although early economic models
resorted to this assumption of so-called exogenous technological change (for example
Nordhaus, 1994; Nordhaus and Boyer, 2000), i.e. technological change is assumed to
happen independently of policy or other economic activities. On the contrary, it is the
result of actions of economic agents. The literature distinguishes three channels through
which endogenous technological change (ETC) occurs (IPCC WG3, 2007, Ch. 2.7):

e Research and Development (R&D), which refers to some entity (for example firms or
the government) spending resources on developing new technologies or improving
existing technology, for example research spent on improving fuel cell technology.
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e Learning by Doing, which refers to advances made through production and use of
technologies. Examples include improving labor productivity in production of tech-
nologies which ultimately brings down production costs. As a result, unit costs of
the technology fall as a function of cumulated capacity.

e Spillovers, referring to the transfer of ideas and knowledge among firms, industries,
or other entities. The gas turbine technology transferred to electricity production
is one example, spillover of knowledge in-between countries due to foreign direct
investment is another.

There is empirical evidence for all three channels of technological change. For exam-
ple, there are econometric studies linking R&D expenditure to productivity increases (for
example Griliches, 1992), as well as statistical analyses on “learning curves” correlat-
ing increasing cumulative production volumes and technological advances (IPCC WG3,
2007, Ch. 3.4). These insights were originally taken up by two separate branches in the
modeling literature, macro-economic endogenous growth theory and the learning (or ex-
perience) curve literature (Kohler et al., 2006).

The endogenous (or “new”) growth theory focuses on R&D and spillover effects. In
these models, knowledge capital is accumulated through R&D investments, externalities
to physical capital accumulation, or other spillovers, leading to productivity improve-
ments (see, for example, Aghion and Howitt, 1998). The empirical evidence of learning
curves of individual technologies has been used by bottom-up energy system models.
As these models resolve technological detail, they can implement “learning curves” for
various energy technologies.

Although present in the literature, ETC was neglected in early policy models of climate
change. Even in 2002, Grubb and colleagues find that “most models of energy, economy,
and environment” use exogenous assumptions to describe technological change (Grubb
et al., 2002). The Third Assessment Report (IPCC WG3, 2001) included some new mod-
els that incorporated ETC, but still ETC was not prevalent. Surveying these existing ETC
models, Grubb and colleagues find “striking discrepancies in their basic conclusions.”
While they can cite several models where induced technological change is very respon-
sive to climate policy and hence has large effects, their survey includes models that show
only a modest response. Their conclusion is that there is neither agreement on how to
model ETC, nor are the results from ETC modeling consistent. Clearly, further research
on the impact of ETC is merited. This view is enforced by a subsequent survey (Sijm,
2004) on ETC in climate policy modeling. By this time, the list of models implementing
ETC had grown, but discrepancies among macro-economic models as well as between
top-down and bottom-up models were still large.

Given the importance of ETC for mitigation scenarios, more research is needed to, first,
identify robust conclusions about the likely effects of induced technological change in
climate policy models, and second, to understand and learn from the differences in model
predictions so far in order to improve this important feature.
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Mitigation Incentives: The Carbon Price

There are two sides to modeling induced technological change. On the one hand, as
discussed in the previous section, an endogenous formulation of technological progress
has to be part of the economic model. The model has to allow for technological change to
be induced. On the other hand, there has to be a policy (here: a climate policy) to induce
this change. In a world without a central authority that can imposes such a policy onto
all nations, achieving an efficient global climate policy requires voluntary cooperation of
sovereign states. In the climate policy models referred to in the previous section this issue
is simply assumed away: most of these models do not specify policies but global policy
goals, assuming their efficient implementations by nations. Furthermore, it is assumed
that all nations agree on the need to take action and on the extent of climate policy. In a
word, there is full cooperation concerning climate protection.

The following section sets the stage for investigating these assumptions. First, the theory
of externalities is introduced. In light of this theory, the fact that GHG emissions cause
climate change as an externality justifies policy intervention on the global level. More
specifically the realization of a global price on GHG emissions is justified—either by
means of a price policy such as a tax, or a quantity policy such as emission caps. Second,
the theory of international environmental agreements explores which incentive structures
qualify to foster international cooperation on such environmental policies.

Theory of externalities The emission of greenhouse gases poses an externality prob-
lem. Intuitively, these are situations where the economic decision of one actor directly or
indirectly affects a second actor who had no part in this decision. In the case of climate
change, GHG emissions are linked to economic decisions of the emitter, for example the
decision to burn fossil fuel to generate electricity. Other actors are then affected by cli-
mate change damages. Mathematically this means that a variable describing the economic
decision (emissions) is part of the utility functions of both players.

The theory of externalities investigates whether the existence of externalities has an ad-
verse effect on economic efficiency, i.e. whether the economy allocates goods and services
in a (Pareto-) efficient manner. In the institutional set-up of a competitive equilibrium,
achieving efficiency boils down to the existence markets. For example, if all externalities
are treated just like other commodities, i.e. there are markets for them, then according
to the first fundamental theorem of welfare, the resulting competitive equilibrium will be
efficient (see Cornes and Sandler, 1996, Chapter 3).

On the other hand, a rationale for policy intervention arises in the absence of such markets.
Then, the emerging allocation can be shown to be inefficient because social and private
costs of the externality diverge. In the case of climate change, the private costs of the
emitter are only the climate change impacts affecting the emitter herself, while the social
cost is the total of all climate change impacts.

An efficient equilibrium may be restored by adjusting the private costs to match the social
costs. One way of doing this is to impose a price on the externality, thus internalizing the
external costs—a tax in case the externality has a negative effect, or a subsidy in case of
a positive externality (Pigou, 1946, as cited in Cornes and Sandler, 1996, Chapter 4).

Alternatively, the conflicting interest of the emitting party and the damaged party could
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be resolved by bargaining among them. The outcome of such a bargaining process would
depend on the initial property rights, but can be shown to be (Pareto-) efficient regardless
of the latter (Coase, 1960, as cited in Cornes and Sandler, 1996, Chapter 4). Suppose, for
example, that emission of GHG was completely unregulated. Implicitly, this amounts for
potential emitters to have the right for unlimited emissions granted to them. Any actors
who preferred lower GHG concentration level has an incentive to offer payment to the
emitters such that these reduce their emissions, and emitters would have an incentive to
accept payment. If, on the contrary, all parties had the right to a clean atmosphere, it
would be up to the emitters to offer payment for permission to emit. Coase argued that, if
transaction costs were low, such bargaining would take place due to the best interest of all
parties, and that this makes policy intervention such as Pigouvian taxes unnecessary. In
case of climate change, the considerable transaction costs for bilateral bargaining between
all affected parties may be reduced by establishing markets for emission permits.

In an undistorted competitive equilibrium, the price signals from either the emission tax
or the permit price will suffice to attain an allocation that is Pareto-efficient. And while
introducing additional features (for example uncertainty or an oligopolistic market struc-
ture) poses the question of “prices versus quantities” anew (see Hepburn, 2006 for an
overview of the extensive literature), it is undisputed that global cooperation to put a price
signal on GHG emissions is an approach to mitigating climate change that is, at least
potentially, Pareto-efficient.

International Environmental Agreements This is where the literature on international
environmental agreements picks up. This branch of the literature shifts the focus from the
question which policy instrument is preferable to the issue of how to build self-enforcing
coalitions of players that jointly implement a single environmental policy. Often, this
includes the application of game theoretic concepts to the question. Applied to climate
change, cooperation or non-cooperative behavior translates to abating GHG emissions or
not. In a world without central authority, such cooperation can only be voluntary, i.e. by
agreement.

A stable climate or a clean atmosphere has the properties of a public good: it is non-rival
and non-excludable in its use. When a good is non-rival, its provision has an externality:
once provided, it is available to others who were not part of the decision to create this
good. Therefore, as discussed previously in the section on externalities, provision of a
non-rival good constitutes a positive externality and is prone to undersupply and merits
policy intervention.

Non-excludability gives rise to a free-riding incentive. Since nobody can be excluded
from consumption of the good regardless of whether one contributed to its provision,
there is an incentive to let others provide the good and to enjoy its benefits for free.
This gives rise to a situation similar to the well known prisoners’ dilemma where two
prisoners are charged with a common crime (Table 1.1). Ideally, they would both deny
these charges and, in the absence of better evidence, be convicted for lesser crimes. For
if both confessed, they would face a more severe punishment. However, if only one
remained silent while the other confessed, the former will be incriminated while the latter
escapes punishment as a principal witness. The game theoretic analysis reveals that when
rational actors face this situation, both will try to incriminate the other. Therefore, in the
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Table 1.1: Prisoners’ Dilemma. The payoff structure of the Prisoners’ Dilemma.

Deny Confess Deny Confess
Deny probation, probation acquittal, jail Deny -2,-2 0,-6
Confess jail, acquittal jail, jail Confess -6,0 -4,-4

Table 1.2: Chicken Game. The payoff structure of the Chicken Game.

Swerve Straight Swerve Straight
Swerve tie, tie coward, brave Swerve 0,0 2,1
Straight brave, coward  crash, crash Straight 1,-2 -10,-10

end, both will lose compared to the socially optimal outcome they could attain if they
cooperated.

The good news from early research in international environmental agreements is that
transboundary pollution problems do not fall into the category of prisoners’ dilemma
games (Carraro and Siniscalco, 1993). While players in a prisoners’ dilemma will al-
ways benefit from non-cooperative behavior, in transboundary pollution players may be
better off to abate their emissions even though other players do not. This game struc-
ture is known as a chicken game (Table 1.2). It refers to the situation of two cars racing
towards each other on a narrow lane. The drivers have a choice of avoiding a crash by
swerving but at the price of being a “chicken”, or coward. By not swerving, players show
bravery and win. But if neither driver swerves and the cars crash, the loss is far greater
than being ridiculed as a coward. Unlike in the prisoners’ dilemma, partial cooperation
is therefore preferable to no cooperation—however, both players prefer their opponent
plays “cooperatively.” Similarly in climate change, it may be rational to abate emissions
and thus prevent the worst from happening even though some nations do not cooperate,
i.e. participate in the abatement effort. Nevertheless, the situation where the others coop-
erate on abatement and oneself belongs to those enjoying the stable climate for free is still
preferable. Therefore, a strong incentive to free-ride remains.

Consequently, the bad news from the literature on international environmental agreements
is that stable coalitions tend to be small, in particular in cases where cooperation is needed
the most. That is, cooperation fails when the difference between cooperative and non-
cooperative behavior is large, and therefore much is to be gained by cooperating (for
example Barrett, 1994).

The above situation describes the incentives to sign an international environmental agree-
ment that restricts action to abatement or no abatement. But the “rules of the game” (or
the incentive structure of the treaty) change with the design of the agreement. Since the
early 1990s numerous suggestions have been made how to design international environ-
ment agreements in order to set the right incentives for voluntary participation if not by all
then at least by as many as possible. Suggestions include side payments or transfers, the
introduction of minimum participation clauses, financial penalties for non-participants,
trade sanctions, and linking the issue of environmental protection to other issues within
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one agreement (see, for example, Wagner, 2001; Barrett and Stavins, 2003; Perez, 2005).

From the perspective of endogenous technological change modeling, this literature on
international environment agreements raises two fundamental questions. First, as men-
tioned above, there is no induced technological change without a corresponding policy.
For induced technological change to play a key role in mitigating GHG emissions, there
needs to be a price on carbon. Thus, the question of how to raise participation in inter-
national environmental agreements is an essential prerequisite to induced technological
change.

Second, technology itself is a potential incentive to broaden international environmental
agreements. Development and diffusion of technology as well as technology transfers
work on the international level. Linking technology oriented agreements to international
environmental agreements therefore has the potential to raise participation in international
environmental agreements (de Coninck et al., 2007).

1.2 Thesis Objective

The objective of this thesis is to explore the role of endogenous technological change
(ETC) for strategies to mitigate climate change. I address (a) the role of ETC for miti-
gation costs and options and (b) international cooperation as a necessary assumption for
inducing global technological change and the role of ETC in fostering this international
cooperation.

The following chapters of this thesis are guided by two sets of research questions corre-
sponding to these two broad topics. First, existing integrated assessment models of global
mitigation options are employed to address the following questions:

e What is the impact of ETC on mitigation policy scenarios? What is the role of
economy wide feedbacks concerning ETC? What are the implications of ETC in
particular for mitigation costs and mitigation strategies, i.e. the optimal composition
of mitigation options?

e How much do integrated assessment models differ in their analysis of ETC? What
are the underlying reasons for the differences? What conclusions are robust across
models despite the model uncertainty?

Second, a newly developed dynamic model of coalition stability is used to explore some
strong assumptions made in the previous chapters. These assumptions include global
agreement to take action in mitigating climate change, and to do so in a globally coordi-
nated, cooperative way, such as to yield prices on GHG emissions globally. The following
questions guide the research in these chapters:

e What is the prospect for international cooperation on climate change mitigation?
How can it be increased by the design of international environmental agreement?
What is the potential of trade sanctions to increase participation in international en-
vironmental agreements? What are the effects on environmental and global welfare
of trade sanctions on the one hand and increased cooperation on the other hand?
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How can competitive equilibria be computed in models with emission externality,
international trade, and tariffs?

e How can ETC help to promote international cooperation on emission abatement?
What are the roles of different technology oriented agreements (TOA)? What is the
role of cooperative research and development and technological spillovers? In which
ways does the type of technology that spills over matter? What is the role of interna-
tional technology standards?

1.3 Thesis Outline

The research questions are addressed in four journal publications, which are reproduced
as Chapters 2 to 5. Chapter 6 summarizes and draws conclusions.

Chapter 2 explores the impact of endogenous technological change on the costs of climate
protection and on mitigation strategies in terms of the optimal mix of mitigation options. I
apply the integrated assessment model MIND in a numerical sensitivity analysis to assess
the implication of parameter uncertainty for conclusions concerning endogenous techno-
logical change. In extensive parameter studies of economic and technological parameters
these uncertainties are explored further, and insights are gained into feedbacks between
technological progress and macro-economic dynamics. This chapter has been published
in the Energy Journal >

Chapter 3 compares ten state of the art integrated assessment models incorporating fea-
tures of endogenous technological change. The aim is to learn from the differences in the
effects of endogenous technological change in these models, and to identify conclusions
that are robust across models. In preparation of the model comparison exercise, all mod-
eling teams were invited to two workshops on the implementation of endogenous tech-
nological change within each model, and the implementation of the numerical scenarios
specific to this comparison. In particular, two sets of policy scenarios were run to analyse
the impact of technological change being endogenous under ceferis paribus conditions,
namely CO, concentration stabilization in presence and absence of endogenous techno-
logical change. The models’ business-as-usual projections were harmonized to minimize
so-called “baseline effects.” The analysis of model results focused on aggregated indices
of mitigation costs and strategies that could be obtained from all models despite the large
divergence in model design. Costs are evaluated as reductions in gross world product.
Mitigation strategies were analysed in two ways: first, by applying a decomposition anal-
ysis to carbon dioxide reductions along Kaya’s identity using the refined Laspeyres index
method, and second, by comparing mitigation strategies in terms of the mix of techno-
logical options in the energy sector. Furthermore, the carbon price and usage of carbon
sequestration and storage are assessed as indicators of the economies’ dependency on fos-
sil fuels and the importance of an end-of-pipe technology for carbon free energy. Close
cooperation with the participating modeling teams was necessary to ensure the accurate
interpretation of the numerical results. This chapter has been published in the Energy

2Edenhofer, O., K. Lessmann, N. Bauer (2006): Mitigation Strategies and Costs of Climate Protection:
The Effects of ETC in the Hybrid Model MIND. Energy Journal Special Issue Endogenous Technological
Change and the Economics of Atmospheric Stabilisation, 207-222.
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Journal 3

In Chapter 4 I explore incentives to foster participation in an international environmen-
tal agreement that aims to mitigate GHG emissions. In particular, the prospect of trade
sanctions to stabilize coalitions are addressed. For this purpose, I develop an integrated
assessment model in the economic framework of multi-actor optimal growth models. The
model accounts for climate change as a stock pollutant (CO; concentration and global
mean temperature), damages from climate change, and international trade and tariffs.
The implementation includes an algorithm to solve for a competitive equilibrium despite
multiple externalities in the economy. In addition to the effect of tariffs on participation,
I analyse the impact on environmental effectiveness, global welfare, and credibility of
imposing the sanctions. This chapter is accepted for publication in Economic Modelling.*

Chapter 5 considers the scope of technology oriented agreements for fostering interna-
tional cooperation by examining the impact of cooperative research and development
(R & D) on the one hand and international technology standards on the other hand. The
basic model from Chapter 4 is extended for this paper to allow for knowledge spillovers
in two sectors: R & D aimed at augmenting labor productivity, and R & D targeting mit-
igation technology. In the analysis, R & D cooperations are compared in terms of their
effectiveness to raise participation, sustain environmental protection, and their effect on
global welfare. International technology standard are assessed as a complement to re-
search cooperation as well as by themselves. This chapter is submitted to Resource and
Energy Economics.?

Chapter 6 concludes.

3Edenhofer, O., Lessmann, K., Kemfert, C., Grubb, M., and Koehler, J. (2006): Induced Technological
Change: Exploring its Implications for the Economics of Atmospheric Stabilization: Synthesis Report from
the Innovation Modeling Comparison Project. Energy Journal Special Issue Endogenous Technological
Change and the Economics of Atmospheric Stabilisation, 57-107.

4Lessmann, K., R. Marschinski, and O. Edenhofer: The Effects of Tariffs on Coalition Formation in a
Dynamic Global Warming Game. Economic Modelling (2009), doi:10.1016/j.econmod.2009.01.005.

Lessmann, K. and O. Edenhofer: Research cooperation and international standards in a model of coali-
tion stability. Resource and Energy Economics, submitted.
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Mitigation Strategies and Costs of Climate Protection:
The Effects of ETC in the Hybrid Model MIND

Ottmar Edenhofer*, Kai Lessmann*, Nico Bauer**

MIND is a hybrid model incorporating several energy related sectors
in an endogenous growth model of the world economy. This model structure
allows a better understanding of the linkages between the energy sectors and the
macro-economic environment. We perform a sensitivity analysis and parameter
studies to improve the understanding of the economic mechanisms underlying
opportunity costs and the optimal mix of mitigation options. Parameters
representing technological change that permeates the entire economy have a
strong impact on both the opportunity costs of climate protection and on the
optimal mitigation strategies e.g. parameters in the macro-economic environment
and in the extraction sector. Sector-specific energy technology parameters change
the portfolio of mitigation options but have only modest effects on opportunity
costs e.g. learning rate of the renewable energy technologies. We conclude that
feedback loops between the macro-economy and the energy sectors are crucial
for the determination of opportunity costs and mitigation strategies.

1. SETTING THE SCENE

The Innovation Modeling Comparison Project (IMCP) explores the
consequences of endogenous technological change (ETC) for the economics of
stabilizing atmospheric carbon dioxide (CO,) concentration. This paper contributes
to the IMCP by presenting an analysis of technological change, both at different
levels and in different sectors of the Model of Investment and technological
Development (MIND). MIND combines an intertemporal endogenous growth
model of the macro-economy with sector-specific and technological details taken

The Energy Journal, Endogenous Technological Change and the Economics of Atmospheric
Stabilisation Special Issue. Copyright ©2006 by the IAEE. All rights reserved.

* Potsdam Institute for Climate Impact Research (PIK), P.O. Box 60 12 03, Germany, E-mail:

edenhofer @pik-potsdam.de
*%  Paul Scherrer Institute (PSI), 5232 Villigen PSI, Switzerland.
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from the field of energy system modeling. In particular, we explore the impact of
endogenous technological change on opportunity costs and mitigation strategies
within the framework of a social cost-effectiveness analysis.

We explore the impact of ETC in a social cost-effectiveness framework
because we want to understand how technological change is induced by climate
policy. Several studies have already incorporated aspects of ETC in this
framework (Buonanno et al, 2003; Chakravorty et al, 1997; Goulder and Mathai,
2002; Kypreos and Barreto, 2000; Nordhaus and Boyer, 2000; Nordhaus, 2002;
Popp, 2004a; 2004b). The added value of MIND arises mainly from two features.
First, we incorporate a wide spectrum of relevant mitigation options, including
improvement of energy efficiency, carbon capture and sequestration (CCS),
renewable energy technologies, and traditional non-fossil fuels (exogenous time
series for large hydropower and nuclear). Second, technological change in MIND
has an endogenous formulation with R&D investments in labor and energy
productivity, learning-by-doing, and vintage capital in the different energy sectors.
We believe that including these features of ETC is essential for the assessment of
macro-economic mitigation costs and the portfolio of mitigation options. MIND
is a hybrid model merging features from bottom-up and top-down models. It
resembles a bottom-up model because it comprises several energy sectors. However,
compared to energy system models, the technologies are represented at a more
aggregated level. In MIND, these sectors are embedded within a macro-economic
environment, in order to evaluate the feedbacks between the macro-economy and
the energy sector (see Manne et. al. 1995 for an example of a similar exercise).
We will show that these feedbacks are crucial for an understanding of opportunity
costs and mitigation strategies in an economy faced with climate policy.

The next section briefly introduces the model and its calibration,
highlighting the improved treatment of CCS in MIND 1.1. Section 3 discusses
technological change within MIND, forming the main part of this paper. Section
4 draws conclusions.

2. THE MODEL STRUCTURE OF MIND 1.1

The model equations of MIND are introduced and discussed in
Edenhofer, Bauer and Kriegler (2005). The model version 1.0 presented therein
has been extended by Bauer (2005), to replace exogenous scenarios of Carbon
Capture and Sequestration (CCS) with a technologically detailed, endogenous
treatment of the CCS option (model version 1.1). This study uses MIND 1.1,
adapted slightly to meet the requirements of the IMCP, and enhanced by a more
sophisticated carbon cycle (Hoos et al. 2001). The following section provides a
summary of the model structure and parameter calibrations. Model equations
are restricted to the parameters treated in the sensitivity analysis and parameter
studies in this article; for a comprehensive discussion of the model structure we
refer to Edenhofer et al. (2005) and Bauer (2005).
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MIND is an integrated assessment model comprising a model of the world
economy drawing specific focus on the energy sector, and a climate module computing
global mean temperature changes. MIND therefore allows us to assess the impacts of
constraints to climatic change on the economy in cost-effectiveness analysis.

MIND models economic dynamics by adopting an endogenous growth
framework. It calculates time paths of investment and consumption decisions
that are intertemporally optimal. The objective is to maximize social welfare,
defined as the present value of utility (pure rate of time preferences is 1%), which
is a function of per capita consumption exhibiting diminishing marginal utility.
Most economic activity is subsumed in an aggregate CES production function
(equation 1), the output Y, of which describes the gross world product (GWP).'

YV, =9,[50A* L)+ EXB* By + EFK I (1)

The income share related parameters &, are calibrated so that the actual income
shares of labor L,, energy E, and capital K, relate to each other at the ratio of
66:4:30. Total factor productivity @, is a fixed scalar calibrated to a value where
the historical output of 2000 is reproduced. The elasticity parameter p, determines
the elasticity of substitution o, = (1+p,)™". In some integrated assessment models,
the elasticity of substitution between capital and energy is 0.4 for developed
countries and 0.3 for developing countries (Manne et al, 1995). We have chosen
an overall elasticity of substitution for all three factors of o, =0.4. Labor L,
is described by an exogenous population scenario adopted from the common
POLES/IMAGE baseline (CPI, Vuuren et al. 2003). Capital stock K, is built up
through investments and depreciates at a rate of 5 %. The initial value of K, is
derived from Y, and an estimated capital coefficient. Capital coefficients were
computed from the OECD database and from PWT6.1 for different countries.
Their values agglomerate around 2.5. Since energy sector capital is separate from
K,, we assume a lower capital coefficient of 2.0. Variables A and B denote the
productivities of labor and energy, respectively, and are stock variables determined
by R&D investments according to equation (2):

A RD, ' )
" =a, % ) , withA(t=1)=A4A, 2)
B RD, s .
3 =a, ( v , with B(t=1) =B, 3)

RD, and RD, are investment flows controlled by the central planner. The
parameters y, and y, (where 0<y, <l. O<y, <I) model the decreasing marginal
productivity of R&D investments. They are assumed to take the values of 0.05

1. MIND is implemented in discrete time steps of 5 years. In the model equations of this text we
present the more intuitive continuous formulations, e.g. in case of derivatives.
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and 0.1, respectively. Parameters «, and o, determine the productivity of R&D
investments. They are calibrated at a rate such that spending 1 % of the GWP on
energy R&D increases the energy efficiency parameter by 2.25 %; when 2.5 % of
GWP is spent on labor R&D, the labor efficiency parameter increases by 2 %.
The energy input to aggregate production, E, is an additive composite of
fossil energy, renewable energy, and traditional non-fossil energy, with the latter
given exogenously. Fossil energy is produced from energy conversion capital and
primary energy inputin a CES production function. Fossil resources are converted
to primary energy using an exogenous assumption about the carbon/energy ratio
of the fossil fuel mix, its availability being described by a model of resource
extraction. Resource R is extracted by capital K, the average productivity of
which is subject to a scarcity effect (k. ,) and a learning-by-doing effect (K.,):

R= Kres Kres (4)

Kres = Kres,s Kres,l (5)

The initial resource extraction is R = 6.4 GtC (SRES), assumed to be produced
by a capital stock of K, =5 trillion $US. This determines k.., because K, is
normalized to unity.

The scarcity effect k., is determined by the marginal costs of resource
extraction C "

%

mar
res

(6)

Kres, s =

In equation 6, parameter y, as well as the marginal costs in 2000 are set to $113.
During the simulation, marginal costs C"*" increase with cumulative resource
extraction CR,,, according to equations 7 and 8.

%4

res

%

Cw" =% +X% (7)

CR (1) = [R(t')dr" with CR_(t=1)=0 ®

Parameter ), denotes initial costs of the fossil resource, the exponent ), captures
the curvature of the function (i.e. the timing of increasing costs), and y, gives
the marginal costs once the amount described by ), has been extracted. We
parameterize this function according to Rogner’s (1997) empirical assessment
of world hydrocarbon resources, and arrive at the values x, = 700, ), = 3500
and y, = 2.
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The learning-by-doing effect of capital productivity k., depends on the
ratio of actual resource extraction E,,,, to initial resource extraction EY,.

)

K res,l = —— (K ’ilax_ Kl‘es,l) (

Wlfh Kres,l (t = Tl) = K(lJ'es,l

The factor f3,.,, = 0.4 dampens the learning-by-doing effect: a rapid increase in
extraction induces a loss in productivity gains relative to the same increase in
extraction spread over a longer time period. Furthermore, productivity gains from
learning saturate when productivity approaches its maximum value k" which is
set to twice its initial value. Parameter 7,,,, determines the speed of learning and
is set to 100 years.

Renewable energy E,., is produced by capital Kap,., which is employed
at FLH,,, = 2190 full load hours per year.

Eren (t) = FLHren * Kapren (t) (10)
Kap,., (t)=ja)(t—t') Kyen (') Len (')dt’ (11)

The available renewable energy capital stock in each point in time is determined
by summing over the investments into renewable energy /., in preceding time
steps multiplied with the productivity of installed capital k,.,. Depreciation is
modeled by weights w which determine the fraction of capital that still remains.
o, to w, are set to 1.0, 0.9, 0.8, 0.7, 0.5, 0.15, 0.05, and w, = 0 if i > 7. This allows
to model different capital productivities for different vintages of the capital stock.
Capital productivity x,., indeed changes in time because the costs of renewable
energy equipment c,,, decrease, subject to learning-by-doing.

1
Kpen = ————— (12)
Cren (t) + Cfloor

The inverse of floor costs ¢, = 500 US$/kW constrains capital productivity from
above, while c,,, starts out at c,., = 700 US$/kW and decreases with cumulative
installed capital CKap,.,:
I3
CKapren = fKapren (t')dt' (13)
T

The following equation describes the dynamics of learning-by-doing in the
renewable sector:

_ —Hren —Hren —Hren
cren,t - Cren,t—l - Cren,() CKap ren,0 (CKap rem,t — CKap ren,tfl)
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CK ap ren,t— 1 ﬁml

CKapren,t
With Cpen(t =0) = 2,

X

(14)

The learning parameter u,., determines the learning rate /r and reflects a learning
rate of 15 %, i.e. investment costs decrease by 15 % with every doubling of
cumulative installed capacity. Parameter f3,., within the last factor of the right
hand side of the equation causes a dampening similar to ., in the learning-by-
doing equation of the fossil resource extraction (equation 9). Set to f3,., = 0.4, it
prevents learning that is too fast.

There are three sources of carbon dioxide emissions: fossil fuel combustion,
leakage from sequestered CO,, and emissions from land-use and land-use change.
The latter are described by an exogenous time series. Since fossil resources are
measured in tons of carbon, resource use R and emissions Em coincide, except for
land-use emissions and Carbon Capturing and Sequestration (CCS):

Em(t) = R(t) + LULUC(t) - pr(t) + LEAK(t), (15)

where R denotes the amount of CO, captured in a given year and LEAK denotes
leakage.

CCS is modeled as a chain process distinguishing six steps: CO,
is captured at point sources (1) and transported via pipelines to sequestration
sites (2). There, the CO, needs to be compressed (3) before it is injected into
the sequestration site (4). Then, it either remains in the site (5) or leaks into the
atmosphere (6). Processes 1-4 are capital intensive and are modeled as capital
stocks representing available capacities for the individual processes. Capacities
are built up by investments according to the following equation:

K, (1) = f(uq (t—1t") Loy (') L, (t)dt’ (16)

Variables K,, denote the capacities, index p denotes the process step, and the
index ¢ denotes different investment alternatives such as one of five distinct
capture technologies or one of six distinct sequestration alternatives. Weighting
parameters o introduce a depreciation scheme for different vintages of the
capital stocks, similar to equation (11) in case of renewable energy. Investments
are denoted /,, and the investment costs are t,,. Investment costs for capturing
capacity range from ~100 $US/tC to ~450 $US/tC depending on the specific
capture technology. When the productivity of CCS investments is varied in
parameter studies later on in this paper, the same relative change is applied to the
investment costs for each technology.

In addition to the limitation inflicted by the necessity to build up
capacity, the amount of carbon that may be captured is limited by a static and
a dynamic constraint. The static constraint limits the amount of carbon which
can be captured from a large power plant as a fraction of the resource use in
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the business-as-usual scenario. The dynamic constraint defines an upper limit
of investments into the specific capture technologies in each period. The upper
limit is defined as a share of the investments in the power generation sector. The
rationale is that the capability of retrofit investments in large power plants depends
on the total amount of investments undertaken in the power generation sector.

The injection of CO, into particular sequestration sites demands two
types of facilities: compressors and injection wells (steps 3 and 4). The modeling
approach takes into account that both facilities demand investments and secondary
energy. In steps 5 and 6, the modeling approach considers the capacity constraint
of each sequestration alternative j and leakage of sequestered carbon: Leakage is
described by a rate, and the capacity of each sequestration alternative is the upper
bound for the cumulative amount of CO, that is injected into each sequestration
alternative.

3. THE ROLE OF ENDOGENOUS TECHNOLOGICAL CHANGE IN MIND

In what ways does endogenous technological change matter in policy
scenarios computed with MIND? In the following sections, we explore this
question using sensitivity analysis and miscellaneous parameter studies (see Bauer
etal, 2005 for initial parameter studies with MIND). In the sensitivity analysis, we
rank important technology-related model parameters according to their influence
on two model outputs: the opportunity costs of climate protection and the mix of
options used for CO, mitigation. We then study the effect of parameter variations
on the same model outputs and analyze the underlying economic dynamics. All
model runs stabilize atmospheric CO, concentration level at 450 ppm.

3.1 Local Sensitivity Analysis

Figure la and 1b show the influence of important parameters of
MIND on opportunity costs of climate policy (la) and on the mix of mitigation
options (1b). The former are measured as losses of gross world product (GWP),
accumulated from 2000 to 2100 and discounted to present value at a rate of 5 %,
relative to the business-as-usual scenario. The latter is represented by the ratio of
the two dominant options, renewable energies and CCS, where a ratio of unity
implies that the same amount of CO, reductions may be attributed to each of
the mitigation options. Parameter influence is measured by the response of the
model to a 5 % variation of the parameter. Taking the set of parameters from the
model calibration as the starting point, we vary one parameter at a time, hence the
effects reflect local sensitivity. As local sensitivity analysis assesses parameter
sensitivity at only one point in parameter space it neglects the fact that sensitivities
may vary tremendously at other points in parameter space. Using a measure of
global sensitivity, i.e. a measure that takes into account simultaneous variation of
several parameters, is preferable as it provides a remedy to this shortcoming.
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Figure 1. Sensitivity Analysis
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Figures la and 1b show the influence of important technological parameters on opportunity costs and
mix of mitigation options, respectively. Metric is the deviation of the output in response to an up to
5% increase (decrease) of the parameter. The parameter “e.o.s. production” refers to the elasticity of
substitution 0, in aggregate industrial production, i.e. production of the gross world product.

However, local sensitivity analysis is used in this paper for the following
two reasons. Firstly, the model response to a change in a single parameter, ceteris
paribus , is an intuitive measure. Secondly, the computational burden for a
local analysis is much lower. To emphasise, while this analysis sheds light on
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the influence of parameters and the potential influence of their uncertainties on
model results, we do not explicitly test parameter uncertainties. Therefore, we
make no statements about the relative importance of parameters in contributing
to the uncertainty of computed results, but rather, about the ir potential to impact
results themselves.

As Figure la indicates, the greatest influence on opportunity costs is
exerted by the elasticity of substitution G,, followed by the parameters describing
the availability of fossil resources, and the effectiveness of R&D investments in
labor productivity. The latter and the top three parameters have a positive effect
on costs, i.e. costs increase with the parameters, whereas the assumption of high
marginal future fossil resources costs have a negative effect. Productivity of energy
efficiency R&D and the learning rate of the renewable energy technologies rank
next, followed by two more sector specific parameters, the learning parameter in
fossil resource extraction and the efficiency of investments in CCS. Overall, the
relatively small responses of the model to parameter variations (less than 5%)
improves the confidence in the robustness of the computed opportunity costs.
In the next two sections we will explore the reasons for this observation, and
evaluate the role of technological change in deriving these results.

Figure 1b depicts the influence of parameters on the mix of mitigation
options. Itis immediately evident from a comparison between Figure 1a and Figure
Ib that the ranking of parameters has changed. Most notably, the elasticity of
substitution has dropped to the bottom rank, and two resource related parameters,
X, and x,, also emerge to fall in ranking. Conversely, the parameterization of
labor R&D, the learning rate of renewable technologies, and the efficiency of
CCS investments have risen in the hierarchy. Overall, the mitigation mix is
more sensitive (with variations up to 10 %) than the mitigation costs in Figure
la. This result comes as no surprise. Since GWP losses are closely related to
social welfare, the maximization of which is the objective of MIND, GWP loss
is deliberately kept to a minimum. The mix of mitigation options, on the other
hand, is endogenously determined to minimize costs. It is intuitive that a change
in the parameter values alters the competitiveness of mitigation options, hence its
impact on the mitigation mix is significant.

3.2 Determinants of the Opportunity Costs

This section takes a closer look at the opportunity costs of climate
protection. We present parameter studies varying two parameters simultaneously.
This enables us to discuss the effects of varying these parameters, as well as
analyzing the interdependencies between them, hence taking a first step beyond
a local sensitivity analysis presented in Section 3.1. To an extent, this analysis
remains very much local in character since many parameters remain fixed at
their default levels. However, restricting the variation to two parameters at a time
enables an intuitive graphical presentation of the results, which provides deeper
and useful insights into the workings of MIND.

33
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Figure 2. Parameter Studies of Mitigation Costs
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Figures in this panel show discounted gross world product loss (discount rate is 5 %) for several
parameter studies. In figure 2a, energy R&D and labor R&D refer to the productivity of investment
into research that enhances the efficiency of the corresponding factor. In 2b, e.o.s. production refers to
the elasticity of substitution in the aggregate industrial production sector. Parameters ), and y, in figure
2b and 2c refer to the size of the fossil resource base and the exponent of the Rogner curve, respectively.
Figure 3d treats the learning rate of renewable technologies and the efficiency of investments in CCS
technology. The pairs of default parameter values are indicated with a bold cross.

We start out by taking a look at the engine of endogenous growth in
MIND: R&D investments that drive labor and energy efficiencies. Figure 2a
displays the productivity of these investments. While the two parameters are similar
with respect to the process they describe — accumulation of a knowledge stock
increasing the productivity of an input factor to aggregate production — their effects
on opportunity costs are contrary. An enhanced effectiveness of labor productivity
R&D raises costs, while better energy efficiency R&D reduces GWP losses. This is
due to opposite effects on the mitigation gap, i.e. the discrepancy of CO, emissions
between business-as-usual and climate policy scenarios. More effective labor R&D
stimulates additional economic growth and implies higher CO, emissions in the
baseline. More effective energy R&D investments, on the other hand, facilitate
much better energy efficiency in the baseline, and hence lowers CO, emissions.
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The mitigation gap characterizes the challenge for the economy facing climate
protection goals and manifests itself in the opportunity costs.

Figure 2b compiles two parameters with an effect of the second type:
the elasticity of substitution in the aggregate production sector, and the estimated
size of the available fossil resources. Figure 2b shows that costs increase with the
elasticity of substitution. This too can be attributed to baseline effects: higher
elasticity of substitution implies a more flexible production technology which
induces higher economic growth in the business-as-usual scenario. Therefore,
achieving 450 ppm requires a substantial departure from the baseline and is
relatively costly. A variation of the resource base has a bigger impact on the
mitigation costs if the elasticity of substitution is relatively high. Low values of the
elasticity of substitution hinder economic growth and consequently imply a lower
demand for energy. At low energy demand, relaxing the scarcity of the resource
has a smaller effect. In general, a larger resource base allows higher economic
growth in the business-as-usual case. When climate policy constrains resource
use, it devaluates exhaustible resource as an economic asset and diminishes the
rent income of their owners. The loss of rent income increases with the resource
base because a relatively cheap and abundant resource can no longer be used as
input in production.

We take yet a closer look at the fossil resource base. Figure 2¢ studies
the variation of the size of the resource base ), and parameter x,. Parameter y,
as well as the resource base are proxy variables for the technological progress
in the extraction sector. Increasing ), i.e. assuming more abundant resources,
results in cheaper short to medium term supply of the fossil resource. Increasing
X, trades a slow and steady increase of the marginal costs for a steeper increase
at a later time — thus making the resource cheaper and more easily available in
the short to medium term. High values of ), allow higher economic growth in
the business-as-usual case and induce a relatively large mitigation gap. For high
values of x, the marginal costs of extraction are essentially constant. Under this
condition, an increased resource base has moderate impact on macro-economic
mitigation costs. For low values of ), an increased resource base has a slightly
higher impact on the macro-economic costs because marginal improvements
in extraction already increase the shadow price of the resource. This parameter
study shows that climate protection becomes relatively costly if there is a high
rate of technological progress in the exploration and extraction of fossil fuels.
Accelerated technological progress in the extraction sector makes climate policy
more costly, because such policy devaluates assets (resources and capital stock
in the corresponding sectors). Therefore, special attention ought to be paid to
assumptions about resource availability and their uncertainties.

Contrary effects can be observed if technological progress decreases the
costs of mitigation technologies. The impact on opportunity costs is shown in
Figure 2d. We explore two parameters which are both closely related to mitigation
options: the efficiency of investments into Carbon Capture and Sequestration
technologies (CCS) and the learning rate of renewable energy technologies.



36

Chapter 2  Mitigation Strategies and Costs of Climate Protection

218 / The Energy Journal

Varying these two parameters shifts the competitive advantage between the two
mitigation options and, consequently, the extent to which they are used. It turns
out that the efficiency of CCS investments has no strong impact on the overall
opportunity costs if the learning rate of renewable energy technologies is relatively
high. The reason is that renewables are modeled as a backstop technology, i.e.
as a carbon-free energy source, and need no non-reproducible input for energy
production. In contrast to the renewables, CCS investments only bridge from the
fossil fuel age to a carbon-free era. CCS makes the transition of the energy system
smoother but has severe limitations if fossil fuels become more costly because of
increasing marginal extraction costs at the end of the 21* century. At the same time,
renewable energy becomes cheaper because of learning-by-doing. It is plausible
that this effect cannot be altered by high efficiencies of CCS investments. At low
learning rates of the backstop technology, CCS becomes more important.

3.3 Mitigation Strategies

In this section we analyze the impact of the same parameters explored
in the previous section on the option portfolio of an optimal mitigation strategy.
Mitigation options are compared on the basis of the amount of CO, that they
enable the economy to reduce. For the CCS option, this is straightforward: it is
simply the amount of captured and sequestered CO, (less the amount that leaks
from the sequestration site). In case of energy related mitigation options, i.e.
renewable energy and energy efficiency improvements, the corresponding amount
of “mitigated CO, emissions” was derived from the equivalent amount of energy
from fossil fuels. In , the degree of efficiency on converting primary into final
energy is determined endogenously in the production function of the fossil sector.
In this ex post analysis, however, we estimate the “equivalent” amount of fossil
energy by assuming a fix coefficient. The remaining mitigation options, namely
energy savings by substitution of energy at the levels of energy transformation
and aggregate production, are visualized as the difference to the total reduction
of CO,.

Figure 3a shows that the amount of CCS within the portfolio of
mitigation options increases with the assumed resource base. The cumulative
amount of CO, reduced by renewables within the next century decreases, energy
efficiency remains constant and energy savings increase. An increasing resource
base implies increasing rents for the owners. This increasing rent income makes
CCS a more profitable option. Due to high economic growth and relatively cheap
fossil fuels, the return on investment in renewables falls short of the returns on
CCS investments.

In figure 3b, energy savings (reduction of energy consumption by
substituting energy by capital in different sectors) become more profitable if the
elasticity of substitution increases; at the same time, the importance of energy
efficiency decreases.
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Figure 3. Parameter Studies of Mix of Mitigation Options
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Figures 3a-f show how the mix of mitigation options varies in parameter studies. CO, reductions
caused by avoiding the use of fossil fuels (renewable energy, energy efficiency improvements, and
substitution) are estimated from the alternative use of fossil fuels. Dashed lines indicate the default
parameter value.



38

Chapter 2  Mitigation Strategies and Costs of Climate Protection

220 / The Energy Journal

A more surprising result is obtained in figure 3c and 3d. In figure 3c
an increasing productivity of R&D investment in labor enhancing activities also
increases the share of renewables in the mitigation portfolio. The explanation
is as follows: economic growth induces additional energy demand that is met
by carbon-free technologies. Due to high economic growth, marginal extraction
costs of fossil fuels increase sooner, and thus CCS is less competitive compared
to renewables. In contrast, when R&D investments in energy efficiency become
more productive, the mitigation gap shrinks, and the share of renewables within
the mitigation portfolio decreases (3d). Interestingly, changes in the productivity
of energy R&D investments affect the baseline rather than providing a more
attractive mitigation option. In this study, the energy efficiency parameter varies
from 63 to 245 % of its regular value in 2100 in the baseline, the latter implying
that energy use in 2100 is decreased by 60%. Climate policy, however, only
induces 0.4 to 2.7 % additional increases of the efficiency parameter. To sum,
higher energy efficiency and a lower baseline for economic growth reduce the
demand for renewables. The importance of the renewable energy option depends
heavily on the underlying economic growth path.

As figure 3e shows, high learning rates in the renewable energy sector
reduce the optimal amount of CCS substantially. In that sense CCS can be seen
as a joker-option if the learning rate of the renewables is relatively low. It is
also remarkable that energy savings are less important when the learning rate
is relatively high because the energy demand can be met by the carbon-free
renewables. Learning-by-doing reduces the price of electricity produced by
renewables and increases the demand for renewables which reduces their costs
further. This feedback loop makes CCS less important. As figure 3f indicates,
this effect can be counteracted by an increasing efficiency of CCS-investments.

4. CONCLUDING REMARKS

In what ways does technological change matter? Our analysis shows
that technological change works in two “directions”: we identify technological
progress that permeates the entire economy and technological progress that
is restricted in its effects to a single sector. Examples for such sector-specific
technological change are learning-by-doing effects associated with renewable
energy technologies and resource extraction, as well as technological progress in
CCS, here modeled via its investment efficiency. In , parameters associated with
such sector specific technological change have a significant impact® on the optimal
mix of mitigation options. For example, an increased learning rate increases the
share of renewables, and improved investment efficiency in CCS increases the
share of CCS within the entire portfolio of mitigation options (Figures 1b and

2. We refer to the impact of a parameter in terms of a relatively large potential influence, i.e. a large
sensitivity of results to changes of this parameter. Recall, however, that the actual uncertainty about
parameters is not taken into account.
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3ef). However, these parameters are less important in determining the overall
opportunity costs of climate protection which measure the impact on the overall
economy (Figure 1a).

In contrast, there is technological change with significant impact on the
macro-economic growth process, evident in its influence on opportunity costs.
Such technological change is described by parameters of the macro-economic
environment, like the elasticity of substitution, and the parameters characterizing
the effectiveness of labor- and energy R&D investments. Labor R&D investments
in particular have a strong influence on macro-economic growth as well as the
mix of mitigation options. Progress in resource extraction is an example of sector-
specific technological change with a macro-economic impact. This progress is
characterized by the parameters of Rogner’s scarcity curve and has been shown
to exert a significant influence on opportunity costs. The most prominent effect
of these parameters is their impact on the baseline.

We conclude that feedbacks between the macro-economy and the energy
system are crucial for determining mitigation costs and the development of the
mitigation portfolio in time. The case of technological change in resource extraction
shows how sector-specific processes may exert significant influence on the macro-
economy, while the impact of labor R&D productivity on the share of renewable
energy is an example of macro-economic influence on a distinct sector.

This has strong implication for policy. A sector-specific policy that
fosters technological change in the extraction sector induced by increasing
prices in the oil or gas market would increase the opportunity costs of climate
protection. A policy that increases the economy-wide energy efficiency in all
energy related sectors would reduce the costs of climate protection substantially.
Enhancing technological change in the extraction sector makes sense, if decision
makers intended only to increase energy security. Analysis here highlights that
the impact of such a policy on the opportunity costs of climate protection must
also be taken into account.

The results presented here indicate that partial-equilibrium models
omitting intertemporal and inter-sectoral aspects can be misleading for designing
a climate and energy policy. Thus, they stress the utility of hybrid models
incorporating endogenous technological change at the sector level as well as at
the macro-economic level. Moreover, hybrid models pose a coherent framework
not only for the assessment of the opportunity costs and portfolios of mitigation
strategies, but also for the design of climate and energy policy instruments.
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This paper summarizes results from ten global economy-energy-environment
models implementing mechanisms of endogenous technological change (ETC).
Climate policy goals represented as different CO, stabilization levels are imposed,
and the contribution of induced technological change (ITC) to meeting the goals
is assessed. Findings indicate that climate policy induces additional technological
change, in some models substantially. Its effect is a reduction of abatement costs in
all participating models. The majority of models calculate abatement costs below 1
percent of present value aggregate gross world product for the period 2000-2100. The
models predict different dynamics for rising carbon costs, with some showing a decline
in carbon costs towards the end of the century. There are a number of reasons for
differences in results between models; however four major drivers of differences are
identified. First, the extent of the necessary CO, reduction which depends mainly on
predicted baseline emissions, determines how much a model is challenged to comply
with climate policy. Second, when climate policy can offset market distortions, some
models show that not costs but benefits accrue from climate policy. Third, assumptions
about long-term investment behavior, e.g. foresight of actors and number of available
investment options, exert a major influence. Finally, whether and how options for
carbon-free energy are implemented (backstop and end-of-the-pipe technologies)
strongly affects both the mitigation strategy and the abatement costs.
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1. INTRODUCTION

The Innovation Modeling Comparison Project (IMCP) aims to look at
the impact of induced technological change (ITC) on the economics of stabiliz-
ing carbon dioxide emissions at different levels. The IMCP is motivated by the
conviction that endogenous technological change' (ETC) is vital in modeling eco-
nomic dynamics over the lengthy time scales required in climate policy analysis.
Despite considerable progress in ETC research, significant discrepancies among
models as well as uncertainties of model results still remain. The IMCP advances
the understanding of ETC by assessing these discrepancies and analyzing their
potential causes. This paper summarizes a quantitative model comparison experi-
ment using a broad range of relevant models.

Two types of uncertainties contribute to the discrepancy of the results
from different models. First, there is parameter uncertainty, referring to a lack
of empirical knowledge to calibrate the parameters of a model to their “true”
values. Parameter uncertainty implies an uncertainty of the predictions of any
one model and discrepancies may result even in case of otherwise very similar
models. Parameter uncertainty is addressed in model specific uncertainty analy-
ses including sensitivity analysis and parameter studies, and modeling teams in
the IMCP were encouraged to explore parameter uncertainty in the individual
papers collected in this special issue. Second, there is structural uncertainty or
model uncertainty, defined as the uncertainty arising from having more than one
plausible model structure (Morgan and Henrion 1990, p. 67). In this paper, we
address model uncertainty.

In general, model uncertainty may be reduced by eliminating possible
model structures from the set of plausible models. One way of doing so is validat-
ing models against empirical evidence to discriminate “better” models and con-
sequently discard “bad” models. However, even “perfect validation” provides no
proof that a model best explains reality. Alternatively, “Ockham’s razor” proposes
that if another model explains the same empirical phenomena using less specific
or more intuitive assumptions and parameters, then it can be deemed preferable.
Yet to this date, the theoretical and empirical foundation of technological change
within economics remains insufficient to allow for a sound evaluation of models
according to Ockham’s razor. In other words, the uncertainties about the appropri-
ate model structure remain.

Our approach to model uncertainty involves identifying discrepancies
in results of different models running the same scenarios, and investigating their
origins. The analysis follows four steps: First, we classify the models according to
their structure. Second, we assess discrepancies in a central model output, namely
the impact of climate policy on the economy, or the “costs” of climate policy.

1. We distinguish between endogenous and induced technological change: Technological change
is endogenous (ETC) if its course is an outcome of economic activity within the model. Given an
endogenous description, technological change in policy scenarios may exceed (or fall short of) its
extent in the baseline, i.e. policies induce additional technological change which we refer to as ITC.
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Third, we analyze the different model dynamics leading to the discrepancies us-
ing aggregated indicators of model behavior and drawing on structural informa-
tion about the models. We measure the impact of technological change on these
quantitative indicators, ceteris paribus. Finally, we take a close look at the energy
system as a major contributor to possible climate change.

The objective of this comparison is improved understanding of how and
whether technological change matters. Technological change is a hotly debated
issue because its impact on mitigation costs and mitigation strategies has political
consequences. Recently, some models have been developed incorporating endog-
enous technological change. Examples of the papers which compare these models
in a qualitative way are Sijm (2004), Clarke and Weyant (2002), Loschel (2002),
Weyant and Olavson (1999), Grubb, Kohler and Anderson (2002), and Kohler et
al. (2006), the latter includes an up to date survey of ETC in the literature.

The next section briefly summarizes the literature on modeling compari-
son; in the third section, the participating models are characterized and a taxon-
omy of models is provided. Section 4 outlines the method of comparison used in
the IMCP. In Section 5, we analyze the impact of ITC on mitigation costs, mitiga-
tion strategies, and energy mix. Section 6 offers some conclusions.

2. MODEL COMPARISONS IN THE LITERATURE

There is a broad literature on estimating the economic impact of climate
change mitigation policies using models of various types. The Assessment Reports
of the Intergovernmental Panel on Climate Change (IPCC) provide a comprehensive
overview (IPCC 1996, 2001). Moreover, the Second and Third Assessment Reports
(SAR and TAR) draw conclusions from comparative evaluations of these modeling
studies. Among the original studies of model comparison, those of the Stanford
Energy Modeling Forum (EMF) are particularly worth mentioning. This section
briefly summarizes some of the key findings of previous model comparisons.

The SAR differentiates top-down (economic) and bottom-up (engineer-
ing) models, further distinguishing Computable General Equilibrium models
(CGE), optimizing models, and econometric macroeconomic models among the
top-down approaches. Top-down and bottom-up models have been known to dif-
fer greatly in their estimates of the costs of mitigation policies. The authors of
SAR note that this classification is increasingly misleading as efforts are being
made to combine features from macro and CGE models, and to incorporate bot-
tom-up technological features in top-down models. Furthermore, they conclude
that different assumptions about the economic reality represented in the models,
e.g. about the nature of market barriers, have a far greater impact on the results
than the type of the model. In their extended discussion of results from SAR,
Hourcade and Robinson (1996) conclude that “there is no a-priori reason that
the two modeling approaches will give different results. Whether they [bottom-up
and top-down models] do or not depends largely on their respective input as-
sumptions”.
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Two Economics Reports of the PEW Center on Global Climate Change
summarize the economics of climate change policy and the role of technology
(see Weyant 2000, Edmonds et al. 2000). Both studies review why model results
differ. Weyant (2000) attributes the differences to variations mainly in the baseline
emission scenarios, different flexibilities regarding where, when, and which GHG
emissions are reduced, and whether or not benefits from avoided climate change
are taken into account. Once the effects of these differences are separated, the re-
sidual differences can be traced to substitution and technological change. Edmonds
et al. (2000) emphasize Hourcade and Robinson’s (1996) finding of the importance
of assumptions underlying model design. Concerning the role of technological
change, they note that technological change mitigates costs and occurs over long
time horizons. They stress that technological change can be induced by policies,
and that including induced technological change is important, however difficult.

On discussions about why studies differ, TAR revisits the top-down ver-
sus bottom-up controversy. Top-down models are distinguished into CGE and
time-series-based econometric models, and TAR points out that the former type
is arguably more suitable for describing long-run steady-state behavior, while the
latter models are more suitable for forecasting in the short-run. TAR also notes that
efforts are being made to eliminate these shortcomings (IPCC 2001, pp. 591).

EMF 19 (2004) set out to understand how models being used for glob-
al climate change policy analyses represent current and potential future energy
technologies, and technological change. Weyant (2004) summarizes three main
insights from the study: developing and implementing new energy technology is
necessary for stabilizing atmospheric CO, concentration; the required transition
will be costly to implement, and implementation will take many decades; but
costs may be moderated if it is possible to pursue many options, to phase in new
technologies gradually, and if supporting policies start soon.

In an extensive survey of the recent literature, Sijm (2004) focuses on
models that exhibit features of endogenous technological change.” He separates
bottom-up and top-down studies and finds major similarities in the outcomes of
models in the former category, e.g. costs decline, the energy mix changes towards
fast learners, and total abatement costs decline. Modeling studies in the latter
category, however, show a wide diversity in outcomes with regard to the impact
of induced technological change. He identifies variations in the following model
features as possible explanations: ITC channels; optimization criteria; model
functions; calibration; spillovers; and also aggregation; number and type of policy
instruments; and the time horizon.

These modeling comparison exercises illuminate and outline reasons
why models differ in their cost estimates. Several studies list induced technologi-
cal change as a good candidate for explaining some of these differences. However,
the extent of its impact and the precise reasons as to how and why technological
change matters remain unclear in many cases. Focusing on the effects of ITC, all

2. For a recent collection of models incorporating ETC, see Vollebergh and Kemfert (2005).
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participating modeling teams of the IMCP deliver scenarios in which technologi-
cal change processes have been ‘switched off” and ‘switched on’. A comparison
between these scenarios allows on the one hand, a quantitative assessment of tech-
nological change and on the other hand, a further explanation of the underlying
economic mechanisms that explain different model outputs.

3. MODEL CLASSIFICATION

The models considered in this comparative study have two common
aspects: they incorporate technological change in innovative ways and allow an
assessment of costs of global carbon dioxide mitigation. At the same time, a wide
range of model types is represented in this project. Understanding the conceptions
underlying the designs of different model types is necessary when comparing
models within and across model types. In this section we give a summary of the
concepts on which we base our discussion. We start with a general classification,
which serves as a guideline for the brief introduction of the models that follows.
As the major motivation for the design of many models as well as a key question
in this study, we draw focus on the determination of the economic impact of cli-
mate policies in terms of social costs, and recapitulate different concepts of costs
which are prominent in different model types.

3.1 Model Types in IMCP

In Table 1, we differentiate four models types, mainly characterized by
their calculus, i.e. the mathematical paradigm underlying the computation.

1. Optimal growth models — maximize social welfare intertemporally.

2. Energy system models — minimize costs in the energy sector.

3. Simulation models — solve initial value or boundary condition

problems (this includes econometric models, i.e. models which base
a subset of their relationships on historical time series).

4. General equilibrium market models — balance demand and supply

among multiple actors.

Many models in this study transcend the outlined categories. Whilst the
modeling paradigm that underlies a model is useful for understanding its dynam-
ics, we urge the reader to consult the individual papers for an in-depth discussion
of the models.

These papers also include discussions of the model calibration and sen-
sitivity analysis of crucial parameters. Model calibration is important to gauge the
parameter uncertainties going into the models, and sensitivity analysis assesses the
effect of these uncertainties. Model calibration includes equations of the basic mod-
el and the equations specifying how technological change behaves. That is the basic
model describing macroeconomic variables (such as gross world product, energy
demand, etc.) on the one hand, and how technological change affects the dynamics
of these main variables and is affected by them on the other hand. For this analysis,
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Table 1. Classification of Models in the IMCP

Technological detail

Calculus Top Down Bottom Up
Welfare maximization Optimal growth models

ENTICE-BR

FEEM-RICE

DEMETER-1CCS
AIM/Dynamic-Global

MIND 1.1
Cost minimization Energy system models
MESSAGE-MACRO
GET-LFL
DNE21+
Initial value problems Simulation models
E3MG
Static equilibrium + Computational general equilibrium
recursive dynamics models (CGE)
IMACLIM-R

all models are calibrated such that the main variables show similar behavior during
the first twenty years of the projected time. Again, we refer the reader to the indi-
vidual model papers for details.

Model uncertainty, in particular structural differences in the description
of ETC is assessed in this report. For the purpose of model comparison, the di-
versity of assumptions underlying the models (Table 2) becomes an asset to this
project as it allows for robust conclusions to be drawn.

3.1.1 Optimal Growth Models

Economic growth is a major driver for GHG emissions. Optimal growth
models are aimed at understanding growth dynamics over long term horizons. The
key property of neoclassical growth models is their social welfare maximizing be-
havior. Early growth models determined optimal capital accumulation. Endogenous
growth theory extends this framework to include economic forces that explain tech-
nological change. Among the growth models represented in this study a varying
degree of technological change is endogenous. In AIM/Dynamic-Global, growth
accrues from autonomous energy efficiency improvements in addition to capital
accumulation (the later is of course present in all models). DEMETER-1CCS, EN-
TICE-BR and FEEM-RICE use exogenous total factor productivity (Table 2, last
column) hence ETC implemented in these models also contributes to economic
growth. In MIND, growth is fully endogenous. These models derive a first-best or
a second-best social optimum and may be used as intertemporal social cost benefit
analysis of mitigation strategies. First best models like MIND implicitly assume
perfect markets and the implementation of optimal policy tools. In second best mod-
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els like FEEM-RICE market imperfections or sub-optimal policy tools are not re-
movable or modifiable. Policy of non-reproducible input factors instruments would
be necessary. In other words, they may take so called no-regret options into account.
In this case, the opportunity costs of climate protection can be lower or sometimes
even negative compared to the baseline, dependent on the design of climate policy.

In AIM/Dynamic-Global, ETC concerns energy efficiency (Masui et al.
2006). In addition to autonomous energy efficiency improvements, investments
in energy conservation capital raise macroeconomic® energy efficiency in the
manufacturing sector, i.e. ETC affects the energy efficiency parameters in the
production function which increases if the energy conservation capital stock in-
creases faster than the output in the manufacturing sector. AIM/Dynamic-Global
divides the world into six regions and describes regions with nine sectors which
are mostly energy related.

FEEM-RICE (Bosetti et al. 2006) is modeled after Nordhaus’ regionalized
integrated assessment model, RICE 99 (Nordhaus and Boyer 2000). It differentiates
eight world regions and computes the global solution by solving a non-cooperative
Nash game. ETC in FEEM-RICE is represented by an energy technological change
index (ETCI) which is increased through R&D investments as well as by learn-
ing-by-doing in carbon abatement. Its impact is twofold: ETCI affects the partial
substitution coefficients in a Cobb-Douglas production function, shifting income
shares from energy to capital. Secondly, ETCI decreases the macroeconomic carbon
intensity. FEEM-RICE is presented in two parameterizations, FAST and SLOW,
reflecting different assumptions about the speed of technological progress, its effec-
tiveness and the crowding out effects between different types of investments.

ENTICE-BR (Popp 2006) is based on Nordhaus’ DICE model (Nordhaus
and Boyer 2000), hence it does not resolve regions. Among other modifications, Popp
incorporates in his model, an R&D sector with two knowledge stocks. They are built
up endogenously by R&D investments, one affecting macroeconomic energy effi-
ciency and the other lowering the price of a generic backstop technology*. Energy is
produced either by this backstop technology, or from fossil fuels in a corresponding
sector. Both ENTICE-BR and FEEM-RICE derive a second-best social optimum by
simulating market behavior in an intertemporal optimization framework.

The model MIND (Edenhofer et al. 2006) is an intertemporal optimiza-
tion model with a macroeconomic sector and four different energy sectors: re-
source extraction, fossil-fuel based energy generation, a renewable energy source,
and carbon-capturing and sequestration (CCS). The growth engine in the macro-
economic sector is fueled by R&D investments in labor productivity and energy
efficiency. There is no autonomous total factor productivity improvement. The
investments in the different energy sectors are determined according to an inter-
temporal optimal investment time path. MIND derives a first-best social optimum

3. Here, we use the term macroeconomic to indicate an effect or process described at the macro
level, e.g. described by one parameter for the economy.
4. Backstop technologies provide carbon-free energy and are not subject to any scarcities.
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and therefore calculates the potential of ITC for reducing the costs of climate
protection if market failures and social traps at the international level are resolved
by appropriate policy measures.

DEMETER-1CCS models a dynamic economic system which is inter-
temporally optimal for the representative household. The firms solve a per-period
dynamic optimization problem, treating learning effects as external to the pro-
duction decision level (Gerlagh 2006). Moreover, it comprises a composite good
sector and different energy sectors for renewable energy sources (playing the role
of a backstop-technology) and for fossil fuels. In the energy sector the costs are
reduced through learning-by-doing.

3.1.2 Energy System Models

Energy system models usually derive a cost-minimum sequence of en-
ergy technologies for an exogenously given energy demand using linear program-
ming. In more advanced versions, the energy technologies are improved by learn-
ing-by-doing. The main advantages of this approach are the detailed depiction
of the energy sector and the possibility of basing technological change on an en-
gineering assessment of different technologies. Three energy system models are
participating: DNE21+, GET-LFL, and MESSAGE-MACRO.

DNE21+ differentiates eight primary energy sources in 77 world regions
(Sano et al. 2006). Technological change has an endogenous description for wind
power, photovoltaics, and fuel-cell vehicles; exogenous assumptions about tech-
nological change are made for other energy technologies. Energy demand in the
end-use sectors is modeled using long-term price elasticities; gross world product
(GWP) is exogenous to the model.

GET-LFL is a globally aggregated model differentiating eight primary
energy sources (Hedenus et al. 20006). It includes a carbon capturing and sequestra-
tion (CCS) option which is used with different fossil fuels as well as with biomass.
GET-LFL implements cost minimization with limited foresight in a partial equi-
librium (energy market), implying an elastic energy demand. ETC in GET-LFL is
implemented in learning curves for investment costs of carbon-free technologies as
well as energy conversion technologies, and spillovers in technology clusters.

MESSAGE-MACRO. The MESSAGE model describes the entire en-
ergy system from resource extraction, through imports and exports, to conversion,
transportation and end-use (Rao et al. 2006). Learning-by-doing is implemented
for energy technologies. MESSAGE is solved in an iterative process with the
economy model MACRO, allowing for some feedbacks between energy system
and the macroeconomic environment, such as an impact on GWP.

3.1.3 Simulation and Econometric Models

We use the term simulation model to refer to models that start at a given
state of the economy; then continue to calculate the next time step. In mathemati-
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cal terms, they solve initial value problems or boundary value problems given as
systems of differential equations. Econometric simulation models are additionally
based on time series data, i.e. the equations are estimated from data.

Econometric models are represented by the Tyndall Centre’s E3MG
model (Barker et al. 2006). It is based on a post-Keynesian disequilibrium macro-
economic structure with two sets of econometric equations (describing energy de-
mand and export demand) estimated using Engle-Granger cointegration. E3AMG
differentiates 20 world regions modeled with input-output structures, 41 industrial
sectors, 27 consumption categories, twelve fuels, and 19 fuel users.

3.1.4 General Equilibrium Models

General equilibrium models compute demand/supply equilibria in an
economy modeled in distinct, interdependent sectors. Implicitly, households and
firms within these sectors try independently to optimize their welfare and their
profits, respectively. Computable General Equilibrium models (CGE) are promi-
nent examples of this type. CGE models calculate static equilibria at each point in
time prescribing some growth dynamic in between time steps, i.e. they are recur-
sive dynamic. This guarantees not only that all markets are cleared but also that
a Pareto-optimum is achieved. Sectoral resolution and the dynamics of relative
prices are the main strengths of CGE models.

IMACLIM-R is solved recursively but includes an endogenous growth en-
gine that differs from standard CGE approaches (Crassous et al. 2006). The world is
disaggregated into five regions, each made up by ten economic sectors. Cumulative
investments drive both the energy efficiency and the labor efficiency at the same
time. IMACLIM-R represents formation of mobility needs through infrastructures
and technical progress in vehicles. Three transportation sectors (air, sea, and terres-
trial) are differentiated in which energy efficiency is driven by fuel prices. Addition-
ally, energy technologies in electricity generation improve via learning-by-doing.

3.1.5 A Comment on Model Types

Different modeling frameworks were created for different problems,
with each model design tailored to address a specific set of questions. The charac-
teristics of the modeling framework as well as the primary questions that guided
its designs must be kept in mind when comparing the model results. Repetto and
Austin (1997) note that macro and CGE models complement each other in pre-
dicting short-term and long-term responses to a climate policy. Making models
to predict century long economic behavior poses a great challenge in modeling
frameworks that rely on past data or the present structure of the economy. Growth
models using an optimizing framework allow endogenous savings and investment
decisions with unlimited foresight while many recursive dynamic CGE models
restrict optimizing behavior of its agents to a sequence of static equilibria. Hence,
the time path of emissions and investments derived by most CGEs are not inter-
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temporally cost-effective. This lack of optimality is not a shortcoming of these
models as they try to replicate the outcome of decentralized markets in which
market imperfections are inherent. In contrast to recursive CGE models, an opti-
mal economic growth model allows an understanding of transition paths and an
assessment of what decentralized markets could achieve if appropriate policy in-
struments were applied. On the other hand, most intertemporal economic growth
models lack economic detail and offer only limited insights into sectoral dynam-
ics. Energy system models focus on sectoral dynamics providing very detailed
predictions. When restricted to the energy sector, they neglect feedbacks with
the macroeconomic environment, e.g. the revaluation of capital. The integration
of energy system models with macroeconomic models is a topical subject under
scrutiny and a feature of several models in this study.

Three models, MIND, MESSAGE-MACRO and E3MG, adopt a hybrid
approach, i.e. they combine features from different model designs to address the
gap between them. MIND integrates technological detail similar to energy sys-
tem models in the framework of a growth model. MESSAGE-MACRO adds an
economic environment to an energy system model by iterating the models MES-
SAGE and MACRO. E3MG includes a cost minimizing energy system sector
within a Keynesian econometric model.

Finally, we note on the scope of the models. While all models are well
calibrated, some models make very specific assumptions to explore special sce-
narios. Three models in particular are explorative in character. First, IMACLIM-R
adopts a pessimistic view of technological change by assuming strong inertia and
by neglecting carbon-free energy sources from backstop technologies. Second,
AIM/Dynamic-Global focuses on the investment in energy-saving capital as a
mitigation option, and largely neglects other options. As a consequence, economic
growth cannot be decoupled from emissions. Third, FEEM-RICE is presented in
a FAST version where especially optimistic assumptions are made about learning
and the level of crowding-out.

4. METHODS OF MODEL COMPARISON

The following section outlines the IMCP approach of quantitative model
comparison, specifically which scenarios were run, and which model outputs were
reported. The effects of climate policies may be explored by comparing scenarios
of climate protection with a business-as-usual scenario (baseline). In accordance
with Article 2 of the UNFCCC which postulates stabilizing greenhouse gas con-
centrations, we investigate climate policy scenarios with the goal of stabilized CO,
concentration. We focus on carbon dioxide as the most influential GHG, defining
three policy scenarios stabilizing CO, concentrations at levels of 450ppm, 500ppm,
and 550ppm, respectively. Where possible we also report results for a stabilization
level of 400ppm. For this stabilization level the probability to meet the 2°C target
is substantially increased (Hare and Meinshausen 2004). The 2°C target is per-
ceived by some scientists and influential politicians, CEOs (like Lord Browne) and
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governmental bodies (like the EU Commission) as an interpretation of Article 2 of
the UNFCCC. The concentration levels selected are somewhat arbitrary and serve
to explore model responses to increasingly ambitious policies. As we prescribe a
policy goal rather than a policy, model results represent a way of conforming to the
policy goal and may guide the design of actual climate policy measures.

To assess the model response to climate policies and in particular the role
of ITC, scenarios should ideally harmonize all other assumptions and also model
calibration in order to isolate the effects of different implementations of ITC. It is
known that the business-as-usual scenario has strong impact when evaluating the
consequences of climate policies: assuming lower economic growth and therefore
lower CO, emissions implies that climate protection poses a lesser challenge to the
economy. Where models prescribe gross world product (GWP) and/or emissions ex-
ogenously, data from the Common POLES/IMAGE baseline (CPI) was used (Vuuren
et al. 2003). However, harmonizing economic output and emissions in models which
determine these numbers endogenously proves to be difficult if not impossible. Here,
modeling teams have made an effort to calibrate their models to the CPI baseline, but
there remain differences that must be taken in account when interpreting results.

Carbon dioxide concentration caps could not be imposed in models that
do not include a carbon cycle submodel to translate emissions into concentrations.
Such models either prescribe CO, emission paths corresponding to the selected
concentration levels exogenously, or constrain the overall centennial carbon bud-
get. Differences in the implementation of carbon cycle models may imply that the
same concentration level requires more stringent emission paths. Care was taken
that the carbon cycle models showed good agreement.

4.1 Scenario Definitions With and Without ITC

To assess the impact of ETC model output, stabilization scenarios were
run with and without induced technological change. The baseline scenarios in IMCP
comprise all components of endogenous technological change potentially incorpo-
rated in the considered model. A policy scenario ‘with’ induced technological change
refers to a scenario in which additional endogenous technological change is induced
by climate policy. In contrast to this, a policy scenario ‘without’ induced techno-
logical change means that climate policy cannot induce endogenous technological
change beyond the baseline scenario. Therefore, in a policy scenario without ITC,
technological change simply follows the time path of the baseline scenario as if it
was given exogenously.’ A comparison between ‘with’ and ‘without’ induced tech-
nological change measures the extent to which climate policy induces technological
change in addition to baseline ETC. Table 3 summarizes these scenario definitions.

5. The time paths of ETC related variables in the baseline simulation are stored and then prescribed
as exogenous, fixed time series in this scenario.
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Table 3. Summary of IMCP Scenario Definitions

The baseline is a business-as-usual scenario. Technological change is determined endogenously.

Policy scenarios with ITC impose a policy goal of CO, stabilization at three different levels (450,
500, 550ppm CO,) or comparable

Policy scenarios without ITC impose the same policy goal but restrict technological change to the
extent found in the baseline scenario

4.2 Model Output and Indicators

The broad range of models is a key asset of this comparison, naturally
comparable model outputs that are available in all models are of an aggregate
nature. More specific outputs might allow deeper insights into some models but
would exclude others. The selected model outputs (e.g. GWP, emissions, incre-
mental costs of carbon, energy use, and the fuel mix) and the derived indicators
(e.g. macroeconomic costs and sector costs, energy- and carbon intensity) reflect
this trade off.

Despite the effort to harmonize assumptions and scenarios among mod-
els, it remains a challenging task to determine why model results differ, i.e. to
disentangle the role of ITC from other assumptions. In addition to the analysis
offered in this paper, modelers were asked to elaborate on the calibration of their
model and its sensitivities in their paper contributions to this special issue, thus
providing a starting point to assess the assumptions underlying the model calibra-
tion and their implications.

4.3 Concepts of Mitigation Costs

The SAR distinguishes four types of mitigation costs (IPCC 1996, p.
269). This taxonomy of costs provides a useful guide for the interpretation of
results and is therefore recapitulated in the following:

1. Direct engineering costs of specific technical measures: These
numbers provide some information about the costs of a mitigation
measure or a specific technology. The cost estimates are mainly
derived from engineering process-based studies of specific
technologies. Examples include the costs of switching from coal to
gas. In this model comparison, they are presupposed in all models.

2. Economic costs for a specific sector are computed in sector-specific
models, which allow the integration of a multitude of mitigation
measures, often in a partial equilibrium framework. For example,
energy system models assess the sectoral costs of the energy sector.®

3. Macroeconomic costs reflect the impact of a given mitigation
strategy on the level of the gross domestic product (GDP) and its
components. At this level of analysis, feedbacks between sectors and

6. Note that MESSAGE-MACRO goes beyond this by linking with the MACRO model.
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the macroeconomic environment are accounted for. Such “general
equilibrium effects” can be calculated by models which encompass
either the whole economy, or coupled models of specific sectors and
macro-economy. Thus, macroeconomic costs include the effects of
engineering costs and sector-specific costs.

4. Welfare costs: The GDP variations, underlying the assessment
of macroeconomic costs, do not provide an adequate measure of
human welfare because the ultimate goal of economic activities
is not producing GDP but allowing consumption of private and/
or public goods and leisure. Mitigation policies, however, may
increase investments and thus GDP while at the same time reducing
consumption. Therefore, GDP is not a reasonable indicator for
human welfare. However, per capita consumption is also a flawed
indicator for welfare because human welfare is not always a linear
function of per capita consumption. Therefore, most intertemporal
optimization models assume in accordance with some empirical
evidence that the utility index is an increasing function of per capita
consumption, and marginal utility is decreasing with consumption.
This implies that costs measured in per capita consumption are
exaggerated or underestimated depending on the per capita
consumption level. Moreover, the utility index depends also on
the distributional issues and non-market traded goods and bads.
Economists who rely on welfare theory may argue that the utility
index could be modified according to fairness criteria and public
goods. Therefore, this index could be used as a reliable indicator
for human welfare.

Within IMCP, we analyze the impact of mitigation strategies on the sec-
ond and third types of costs. Welfare implications along the lines of item 4 are
not assessed explicitly because the models participating in IMCP do not share a
common measure of welfare.

It seems worthwhile to note that all these cost concepts leave room for
interpretation and may fuel a debate about the explanatory power of mitigation
cost estimations. When GWP losses and consumption losses per capita are report-
ed in absolute numbers, these are naturally large and may create the impression
that mitigation is a costly option. Put into perspective as relative percentage of the
net present value of the GWP in the business-as-usual scenario, mitigation may be
seen as only postponing economic growth for several months. A simple thought
experiment illustrates this point: Assume that GWP growth of 2% per year in the
business-as-usual scenario. If mitigation policy lowered growth to 1.97%, GWP
losses over the whole century discounted by 5 % would amount to 1%. In conse-
quence, the annual GWP that would have been achieved in 2100 is now reached
in 2101 (see Azar and Schneider 2002 for a similar argument). Does this imply
that mitigation costs nearly nothing for humankind? One could argue that with
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these trillions of dollars the lives of millions of poor people could be rescued, e.g.
by investing in clean water facilities. On the other hand, damages caused by non-
action may destroy the rural habitats of millions of people elsewhere which also
rarely count in terms of GWP. There is need for further investigation of the extent
to which rapid climate change affects the welfare of people. Whilst acknowledg-
ing that different social outcomes can be hidden behind an aggregated number like
GWP and the limitations of this approach, some useful insights about the impact
of ITC can be drawn using GWP. Clearly, a situation where GWP is increased
because of ITC is preferable to a situation where climate policy reduces the op-
portunities to invest in other desirable global projects.

In the context of IMCP we report GWP losses and consumption losses in
terms of relative net present value which means that we measure the net present
value losses between the business-as-usual scenario and the policy scenario and
relate them to the net present value of GDP in the business-as-usual scenario. This
allows a comparison of the cost estimations of different models.

When interpreting mitigation costs, it is necessary to recall that in the
IMCP we compare mitigation costs at given stabilization levels. Some models,
e.g. ENTICE-BR and FEEM-RICE estimate climate change impacts caused by
specific stabilization levels. Therefore, the benefits of avoiding such impacts are
reflected in the GWP losses in these models. In the IMCP, we inform the reader
only about the mitigation costs of achieving a certain stabilization level irrespec-
tive how much damages can be avoided by the predefined stabilization levels.
In the cases of ENTICE-BR and FEEM-RICE the mitigation costs are reduced
further by the damages caused at the specific stabilization level. Therefore, these
GWP losses can be interpreted as net mitigation costs. In the following section we
discuss the impact of technological change on these mitigation costs.

S. RESULTS AND DISCUSSION

This section presents the collected data as follows: First we outline and
analyze the costs of achieving specific stabilization targets. Second, we analyze
the necessary emission reductions in the different models in terms of their effect
on carbon intensity, energy intensity, and gross world product. Third, the transfor-
mation of the energy system which is a key challenge to meet the climate protec-
tion targets is described and evaluated.

5.1 Mitigation Costs within Different Model Types

In this section we refer simultaneously to two different representations of
mitigation costs. In both representations — Figure 1 and in Figure 2 — we show the
mitigation costs as a loss of gross world product (GWP). Figure 1a shows mitigation
costs from different models relative to the respective baseline GWP in the case when
technological change is switched on (cf. scenario definitions in Table 3). In Figure 1b
the cost estimations are reported when technological change is switched off, Figure
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Ic indicates the additional mitigation costs for the scenarios without technological
change, 1.e. the differences between Figure 1a and Figure 1b. Figure 1c shows the
potential to induce technological change in the different models: the larger the cost
increase when ITC 1s switched off, the lower the potential of endogenous technologi-
cal change incorporated in the implementation in that model. If a models incorpo-
rated no endogenous technological change, Figure 1¢ would indicate no additional
costs because costs with ITC would be the same as costs without ITC.

In Figure 2 the mitigation costs are shown as a function of the cumula-
tive CO, reduction. The plotted data points correspond to the 550, 500 and 450
ppm stabilization scenario. The main purpose of Figure 2 is to relate costs to the
mitigation gap which has to be overcome by the different models. In some models
the costs are relatively low because of a small mitigation gap and not because of
a strong impact of ITC on the costs. In all but two models, mitigation costs are
computed as the difference in cumulated GWP (2000 to 2100) between baseline
and policy scenarios, discounted at a rate of 5% and relative to (discounted) base-
line GWP of the same time span.” As there is no endogenous GWP in DNE21+
and GET-LFL, they present instead energy system costs and producer/consumer
surplus in the energy sector, respectively.®

By plotting the costs at different stabilization levels against the corre-
sponding cumulative CO, reductions (also 2000 to 2100), the costs are put into
perspective of the mitigation challenge that each model is confronted with in the
policy scenarios.

The severity of the challenge is determined by the ‘mitigation gap, i.e.
the difference between predicted business-as-usual emissions and admissible
emissions in the policy scenario. Models tend to agree on the latter, which is a
property of the carbon cycle modules in the models, but advocate various pre-
dictions of business-as-usual GWP growth and CO, emissions. Consequently, so
called baseline effects have a strong influence on the results. Figure 2a depicts re-
sults from scenarios with I'TC; for the scenarios in Figure 2b, ITC was disabled.

With one exception (E3MG), the models agree about the trend of costs:
lower concentration targets imply larger costs. Also, costs rise disproportionately
with CO, reductions.

In Figure 1a and Figure 2a, two models (E3MG and FEEM-RICE-FAST)
show negative costs, i.e. gains from implementing climate policies. In the case of
E3MG, this originates from the Keynesian treatment of demand-side long-term

7. We use a 5% rate to discount GWP reductions from all models to make numbers comparable
among models and to other studies in the literature. The rates of pure time preference used in models
that anticipate future development vary: ENTICE-BR and FEEM-RICE use a 3% rate initially which
declines over the course of the century; AIM/Dynamic-Global applies a 4% discount rate; the rates
of pure time preference are 3% and 1% in DEMETER-1CCS and MIND, respectively; the energy
system models (DNE21+, GET-LFL, and MESSAGE-MACRO) use a 5% discount rate. There is no
(macroeconomic) discounting in E3MG (except in the electricity sector) and IMACLIM-R.

8. Surplus and energy system costs are converted to the same metric as the GWP losses, i.e. their
difference between baseline and policy scenarios is presented relative to the present value of baseline GWP.



60

Chapter 3

Implication of ITC for Atmospheric Stabilization

74 | The Energy Journal

Figure 1. Mitigation Costs

Figure 1a shows loss of gross world product, except for DNE21+, which reports the increase in en-
ergy system costs relative to the baseline, and GET-LFL, which reports the difference in producer
and consumer surplus. Figure 1b displays the corresponding data from the scenarios without ITC.

Figure 1c shows the difference between Figure 1a and Figure 1b.
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Figure 2. Mitigation Costs as a Function of Cumulative CO, Reduction

All models report loss of gross world product except the DNE21+ which reports the increase in
energy system costs relative to the baseline, and GET-LFL which reports the difference in producer
and consumer surplus. The plotted data points correspond to the 550, 500, and 450ppm stabilization
scenarios (with increasing CO, reductions). In case of MESSAGE-MACRO, the presented scenario
is 500ppm stabilization. Not shown for scaling reasons are GWP losses from IMACLIM-R which
range from 2.5-6.2% in scenarios with I'TC and 6.8-15.4% in scenarios without ITC.
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growth that assume increasing returns to production and under-employment of la-
bor resources in the global economy. In E3MG, policy-driven increases in carbon
prices lead to more investment and output. In the case of FEEM-RICE-FAST the
negative costs are the consequence of the optimistic assumptions on the effects of
R&D investments and of the role that stabilization targets have in inducing more
R&D investments. This reduces the inefficiencies in the global R&D market that
are calibrated in their second-best baseline scenario.

We now discuss these results in more detail by model design and by in-
dividual model. We start with cost estimates of energy system models, which are
relatively low, partially due to neglected general equilibrium effects. In a second
part we consider the results of general equilibrium market models and simulation
models which calculated relatively high mitigation costs because they are focused
on price effects and neglect intertemporal investment dynamics. Finally, the opti-
mal growth models within IMCP are discussed.

5.1.1 Energy System Models

Mitigation costs in the energy system models DNE21+, GET-LFL (Fig-
ure 1 and Figure 2) differ from those reported by other models in this exercise,
which measure the loss of GWP (or welfare). The opportunity costs of climate
protection are measured as the increase in energy system costs compared to the
baseline in DNE21+, and measured in terms of producer/consumer surplus rela-
tive to the baseline in the case of GET-LFL. We emphasize that using alternative
metrics in our comparisons is problematic. In fact, while macroeconomic models
are less adept to account for the system engineering costs in the energy sector,
some system engineering models do not report on the aggregated implications
of mitigation for total GWP. Thus, as the energy sector accounts for the partial
equilibrium effects, the mitigation costs appear relatively low in Figure 1 and
Figure 2. MESSAGE-MACRO adopts a hybrid approach, combining a systems
engineering and macroeconomic model, and thus calculates energy system costs
as well as GWP losses. However, it remains open to debate whether all intertem-
poral equilibrium conditions hold in this framework and thus all relevant compo-
nents of macro-economic mitigation costs are taken into account. For the sake of
consistency with the macroeconomic models, Figure 1 and Figure 2 reports loss
in terms of % GWP.

The main advantage of energy system models is their higher resolution
with respect to technology representation, emphasizing internal plausibility and
consistency of structural change in the energy system. They are hence better at ac-
counting for costs related to barriers of technology diffusion and adoption than mac-
roeconomic models, where technology is traditionally represented in a more stylized
and generic way. The downside of using purely systems engineering approaches
is that the reported energy system costs do not provide a comprehensive account
of potential welfare losses outside the energy sector. As discussed above, costs of
DNE21+ and GET-LFL presented in Figure 2 are thus relatively small compared
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to the majority of the macroeconomic models. The costs of mitigation depicted by
MESSAGE-MACRO are seen to be relatively low as well, but mainly because of the
small CO, reductions required to meet the 500-ppm stabilization target.

From a methodological point of view, the three systems engineering
frameworks differ in particular with respect to representation of energy demand. In
DNE21+ demand is price inelastic, i.e. feedbacks from changes within and outside
the energy sector are not considered. GET-LFL takes into account price-elastic en-
ergy demand and therefore considers rebound effects in a partial equilibrium of the
energy market. In partial equilibrium models, producer and consumer rents may be
diminished by climate policy. Therefore, consumer and producer surpluses present
a better estimate of the mitigation costs than energy system costs in this model.
Both these estimates of energy system costs are relevant measures of the costs
imposed by climate policy, because the transformation of the energy system is one
of the greatest challenges posed by constraining CO, emissions. In MESSAGE-
MACRO the price response of energy demand is estimated via its macroeconomic
module (MACRO), where the economy is viewed as a Ramsey-Solow model of
optimal long-term economic growth. In particular, feedbacks between energy and
non-energy sectors are determined by relative prices of the main production factors
capital stock, available labor, and energy inputs, subject to optimization.

Figure 1c compares the mitigation costs from Figure la (with ITC) and
Figure 1b (without ITC). It is apparent from the results of DNE21+ and GET-LFL
that ITC effects within the energy system are relatively small compared to those
given by macroeconomic models, which account also for GWP changes outside
the energy sector. Again, this might not come as a surprise because these energy
system models calculate only partial equilibrium effects. Another reason may be
that for the DNE21+ model, learning-by-doing to only selected technologies (wind,
photovoltaic, and fuel cell vehicle). GET-LFL, however extensively incorporates
learning-by-doing. In this case, climate policy does not induce significant progress
for two reasons: floor costs for carbon capturing and sequestration and biomass are
already nearly realized in the baseline scenario mainly because of spillover effects
in technology clusters. Additionally, abundant resources of natural gas help to close
the mitigation gap without further resorting to the carbon-free energy technologies
which lack learning potential in the scenario without ITC. Results of the latter mod-
el in particular illustrates that technological detail is needed to understand possible
compensation mechanisms that might limit inducement effects of climate policies
in the energy sector.

Figure 1 includes the GWP losses from MESSAGE-MACRO (for the
500ppm scenario only). In the scenario without ITC, mitigation costs are much
higher. However, comparability to the results from other models is limited, since
MESSAGE-MACRO ran a fixed cost “without ITC” scenario. In other words, the
structure of the energy system changes towards today’s best practice technologies
(given specific resource and environmental constraints). In contrast, the other models
have defined exogenous technological enhancements in the scenarios without ITC.
The effect of I'TC in these and other macroeconomic models are discussed next.
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5.1.2 General Equilibrium Models

CGE models are represented in the IMCP by IMACLIM-R. CGE models
have been known to predict high costs and indeed, IMACLIM-R estimates GWP
losses for 550, 500, and 450ppm stabilization targets at 2.5, 4.6, and 6.2% (Figure
1). As expected, these numbers are the highest cost estimates in this and there are
reasons inherent to the model structure that explain this tendency.

Models like IMACLIM-R calculate a general equilibrium taking into ac-
count the relative price effects not only in the energy sectors but in all sectors. This
way, climate policy not only induces a transformation of the energy system but
also a revaluation of all capital stocks in the energy sectors and in turn in energy
demand sectors. It follows that resources within the economy need to be reallocat-
ed according to the changed equilibrium. Hence in a general equilibrium model,
climate policy has the potential to trigger a greater transformation than that of the
energy system alone. Pitted against the need for change throughout the economy
are potentially larger — economy wide — flexibilities to react to the restrictions of
climate policy. However, recursive dynamic CGE models lack foresight as well as
the flexibility of endogenous, sector specific investment decisions.

In particular, the IMACLIM-R model assumes that investments in the
composite good sector simultaneously enhance labor productivity and energy
productivity, i.e. investments in physical capital exhibit an externality. Addition-
ally, labor productivity is improved by learning-by-doing. Climate policy induc-
es increases and reallocations of investment in the energy sectors including the
corresponding learning-by-doing. Due to learning-by-doing energy prices de-
crease and cause an additional energy demand — a rebound effect. These invest-
ments in the energy and transport sectors crowd out investments in the composite
good sector and reduce economic growth. The reduction of investments in the
composite good sector also lowers the growth rate in labor productivity, which
reduces economic growth further. The double dividend of increasing investments
becomes a double burden if investments have to shrink. Among other things, the
crowding out effect and this double burden increase the opportunity costs of cli-
mate protection — an effect which is very pronounced in IMACLIM-R. Moreover,
the interplay between inertia in the transport sector, imperfect foresight and non-
optimal carbon tax profile induced further welfare losses. These welfare losses
can be considerably lowered by efficiency gains and technology diffusion.

Without induced technological change, costs increase further in IMA-
CLIM-R, demonstrating that the implementations of ETC endow the models with
additional flexibility (Figure 1c). In IMACLIM-R, mitigation costs for the 550,
500, and 450ppm scenarios climb to 6.8, 12.0, and 15.4%, respectively.

5.1.3 Simulation Models

In E3MG, CO, permits and taxes are imposed on the economy in order to
achieve the required stabilization targets. In contrast to other long-term studies but
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consistent with many shorter-term studies (e.g. IPCC 2001, p. 516), climate policy in-
duces GWP gains. This result can be understood in comparison with the second-best
solutions of optimizing models. These try to reproduce the market behavior which in
general exhibits all sorts of market imperfections — like unemployment, postponed
price adjustments, etc. — by relaxing assumptions about perfect market clearing. A
crucial feature in E3MG is that although product markets clear, labor and other mar-
kets may not clear. Part of the effect of including ITC in the model is to raise growth
by more labor transfer from traditional to modern sectors in the world economy.
This effect of taxation in E3MG is due to the fact that investors are limited
in their foresight. In a perfect foresight model we would expect that investors adjust
their portfolio of investment according to long-term price and taxation expectations.

5.1.4 Optimal Growth Models

Four of the models in the IMCP are implemented in the framework of
growth models subject to intertemporal welfare maximization (MIND, ENTICE-
BR, AIM/Dynamic-Global, DEMETER-1CCS, and FEEM-RICE, the latter in
FAST and SLOW parameterizations). The large differences in CO, reductions
necessary for stabilization between these models are caused by different baseline
projections of GWP and the corresponding emissions. These different projections
are a direct result of implementing ETC within these economy models. Whereas
optimal growth models without ETC make an assumption about GWP growth,
these models make assumptions about ETC which then contribute to overall GWP
growth. This makes GWP growth a result of how ETC is modeled rather than an
assumption. In most optimal growth models in the IMCP overall technological
change is determined by an exogenous total factor productivity in addition to an
implementation of ETC. MIND differs in this respect, describing technological
change fully endogenously. All models share a common starting point in 2000.
However, large differences result over the course of the century.

With the exception of AIM/Dynamic-Global, the cost predictions of the
growth models in Figure 2 are low (below 1% GWP up to the 450ppm scenario).
We have argued above that general equilibrium effects tend to raise the opportu-
nity costs of climate policy, but these models are endowed with perfect foresight.
In conjunction with endogenous investment possibilities this allows models to act
flexibly thus avoiding large mitigation costs.

AIM/Dynamic-Global incorporates perfect foresight but studies only a
single endogenous mitigation option. Energy efficiency depends on a stock of
energy conservation capital. Investment in energy conservation capital improves
energy efficiency and is a decision variable of the optimization. AIM/Dynamic-
Global also includes carbon-free energy from renewables and nuclear power, but
investments in these options cannot be induced by climate policy — only invest-
ments in energy conservation are a control variable. This demonstrates the impact
of flexibility on mitigation costs and how the exclusion of mitigation options in-
creases the costs substantially.



66

Chapter 3  Implication of ITC for Atmospheric Stabilization

80 / The Energy Journal

In contrast, MIND includes investment decisions into capital stocks of
energy technologies, including the backstop technology in particular. We attribute
the low cost estimates of these models to this flexibility.

ENTICE-BR and FEEM-RICE-SLOW compute slightly higher costs
compared to MIND. ENTICE-BR incorporates a backstop technology which im-
proves through R&D investments. However, this effect is overcompensated by the
built-in crowding out effects caused by investments in the energy sector. In addi-
tion, the backstop technology displays most of its effects in the baseline scenario,
independent of stabilization targets. In FEEM-RICE-SLOW costs are low because
of the combined effect of learning-by-doing and R&D investments. An increase in
R&D investments induced by a stabilization target enhances learning-by-doing as
well. This makes R&D investments more profitable by oncreasing benefits from
climate change reductions. ENTICE-BR and FEEM-RICE GWP numbers include
benefits of climate policy, and that the gross numbers would be slightly higher.

In FEEM-RICE-FAST, there are negative mitigation costs, i.e. gains from
mitigating carbon. The FEEM-RICE model is a second-best model in the sense that
market imperfections occur in the baseline due to externalities in the R&D invest-
ments. Regions invest too little in R&D because of their non-cooperative behavior.
If faced with climate policy, they are induced to increase their R&D investments,
which get closer to cooperative levels. That is, an improvement of R&D investment
is a by-product of climate policy. Therefore, climate policy has a clear net benefit.
However, this net benefit changes to net costs if the learning-rate is slow and the
crowding out effect between different types of investments is large.

The DEMETER-1CCS model also computes a second-best solution
of the world economy accounting for independent actions of firms and house-
holds. DEMETER-1CCS’s cost estimates are among the lowest in this study, for
a number of reasons. In DEMETER-1CCS households are endowed with perfect
foresight, hence even though firms show a static profit maximizing behavior, the
model is at an advantage in averting mitigation costs. Moreover, the model makes
optimistic assumptions about substitution possibilities between fossil fuels and
carbon-free energy, and backstop technologies. The latter are assumed to exhibit
high learning rates (20% for renewables and 10% in case of CCS), and the share
of energy from these sources is not restricted, e.g. there is no sharp increase in
costs when the energy supply has to rise as it does in many energy system models.
Moreover, CO, emissions are low in the baseline scenario, so that complying with
policy scenarios poses a smaller challenge than in other models.

If technological change is switched off (Figure 2b), costs increase. The
comparison of Figure 1a and Figure 1b in Figure 1c shows that the cost reduction
potential of ITC varies between different models: In FEEM-RICE-FAST as well
as in FEEM-RICE-SLOW, ITC shows a large potential for reducing the mitiga-
tion costs when low stabilization scenarios should be achieved. Both versions of
FEEM-RICE show remarkably similar behavior without ITC, in particular, GWP
gains in FEEM-RICE-FAST have turned into losses, hence the observed effect
can be attributed to “fast” technological change.
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In AIM/Dynamic-Global disabling energy conservation investments has
some influence on mitigation costs. The option of energy conservation invest-
ments is shown to have significant influence, but in comparison with options in
other models, this option is less important.

In MIND, mitigation costs increase sharply when ITC is switched off.
MIND demonstrates that removing backstop technologies when switching ITC
off has a significant impact.” In scenarios without ITC, the MIND model exhibits
mitigation costs comparable to costs in CGE models.

In ENTICE-BR the net effect of ITC is small because of two effects:
first, investments in the energy sector are less productive than investments in the
rest of the economy. Therefore, less technological progress is induced in the poli-
cy scenario. Second, the exogenously determined total factor productivity further
reduces the impact of endogenous technological change on the model output.

5.1.5 Stricter Climate Policy (400ppm Stabilization)

Table 4 shows that a few models achieve a feasible solution when faced
with a stabilization target of 400ppm (DEMETER-1CCS, MIND, FEEM-RICE,
and GET-LFL). In general, the reason why many models cannot derive a feasible
solution can be found in the inflexibility of the energy system to manage the re-
quired cumulative emission reductions. The inflexibility comprises phenomena
like boundaries for the diffusion of backstop technologies, limited sets of mitiga-
tion options or myopic investment behavior.

Table 4. Mitigation Costs for 400ppm Stabilization
Mitigation costs [ % GWP]

Model Name With ITC Without ITC
DEMETER-1CCS 0.07 0.17
FEEM-RICE-FAST 0.01 3.1
FEEM-RICE-SLOW 2.0 3.7
MIND 0.76 8.9
GET-LFL 0.62 0.67

5.1.6 Robust cost estimate

The IMCP set out not only to learn from the differences in model results,
but also to identify robust findings. Is it possible to identify a robust estimate of

9. In MIND, the availability of renewable energy sources and carbon capturing and sequestration
is considered an option of ETC because its use depends on the costs of carbon, consequently, in the
scenarios without ITC, the extent of renewables and CCS is restricted to the baseline. In all other
models, the availability of technologies is not considered as “ETC”, e.g. in DEMETER-1CCS’s
scenarios without ITC, renewables and CCS may be used; however there is no learning-by-doing for
these technologies in this scenario. Therefore, if endogenous technological change is switched off,
MIND can only reduce energy consumption and GWP.
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climate protection costs across models in the IMCP?

One might be hesitant to see robustness in the broad range of costs e.g. in
the case of 450ppm stabilization, ranging from benefits to costs greater than 6% of
aggregate GWP 2000-2100 (at present value). However, the range is reduced con-
siderably when we recognize that three models are of a predominantly exploratory
nature, i.e. their intent is not to give a best estimate but to explore an extreme sce-
nario. These are: IMACLIM-R, which explores the role of the transportation sector
under the assumption that energy sector and transportation sector are inflexible and
externalities of investments in physical capital are biased against energy efficiency;
AIM/Dynamic-Global limiting mitigation options to investments in energy conser-
vation capital, hence emissions cannot be decoupled from economic growth in the
long-run (these two models arrive at the highest costs in this study); FEEM-RICE-
FAST exploring the possibility of “fast” technological change, which then results
in benefits of climate protection rather than climate protection costs.

If we furthermore consider E3MG separately, because it is fundamentally
different with its Keynesian rather than neoclassical point of view, we are thus
left with a set of seven models and cost estimates that range from 0.04% to 0.66%
for 450ppm stabilization. Average climate protection costs among these remaining
models are 0.39, 0.16, and 0.1%, for 450ppm, 500ppm, and 550ppm stabilization,
respectively. Here, the MESSAGE-MACRO model is only included in the 500ppm
average because it did not run the other scenarios. If we exclude the two energy
system models that do not report costs in terms of GWP, the numbers only slightly
change to 0.41, 0.16, and 0.1 percent, for 450ppm, 500ppm, and 550ppm stabiliza-
tion, respectively. These last numbers average over 4, 5, and 4 models, respectively.
Table 5 summarizes these values along with average costs at alternative discount
rates, illustrating the influence of the discount rate on the cost estimate.

In view of this and with the considerable uncertainties about model
structure and other assumptions in mind, it seems a robust conclusion from the
presented energy system models and optimal growth models to expect climate
protection costs of up to one percent.

5.2 Mitigation Strategies for Different Stabilization Scenarios

In this section we identify the contributions of different carbon mitiga-
tion options towards achieving an overall mitigation target, and we assess the role
of technological change in the mitigation effort. Kaya’s identity'® provides a set of
indicators that pinpoint the different ways taken by models to meet a given target,
namely the attribution of total carbon dioxide emissions to global economic out-
put, energy intensity of GWP, and carbon intensity of the energy:

CO, PE
CO. = x x GWP (1

2

10. Kaya’s identity originally also differentiates between income effect (GWP per capita) and a
population effect. As an exogenous population scenario is used in this study, we can neglect this factor.
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Table 5. Average Discounted Abatement Costs

Concentration Declining

level 5% discount rate? 2% 1% undiscounted
[ppm CO2] [% GWP] [% GWP] [% GWP] [% GWP] [% GWP]
450 ppm 0.41 0.64 0.71 0.83 0.95

500 ppm 0.16 0.25 0.28 0.32 0.37

550 ppm 0.10 0.14 0.16 0.18 0.19

a. Declining discounting rates were adopted from the Green Book (HM Treasury 2003) starting at
3.5% for the first 30 years, then dropping to 3.0% until year 75, and 2.0 until year 125.

Table 5 shows abatement costs averaged over central models, i.e. we exclude models with a
predominant explorative nature and we restrict the average to GWP losses only ignoring the different
metrics from GET-LFL and DNE21+. That is, the above averages include ENTICE-BR. FEEM-
RICE-SLOW, DEMETER-1CCS, MIND, and MESSAGE.

PE  GWP

Here, CO, denotes emissions, PE primary energy, and GWP is gross world
product. To facilitate interpretation and to help track down the features underlying
these aggregate effects in the models, we summarize endogenous and exogenous
technological change in the individual models in Table 2 and attribute the features
of technological change to their likely effects in terms of either energy intensity
or carbon intensity. Of course, the complex nature of the models does not allow a
definite classification. Still, these preliminary classifications may serve to structure
features of technological change and guide interpretation, for comprehensive
model descriptions we refer to the literature references in Section 3.

5.3 Decomposition Analysis

The indicators output, energy intensity and carbon intensity are chosen
because they provide information about fundamental differences in the mitigation
strategies pursued by the individual models. Yet because of their highly aggregate
nature, they abstract from the technological and implementational details in the
models, thus allowing quantitative comparison across models.

Reduction of carbon intensity makes it possible to maintain a high level
of energy use, putting relatively little stress on the economy as a whole (the climate
issue is ‘solved’ in the energy sector). If this solution is not feasible (this depends
largely on availability of carbon-free technologies), energy intensity must be de-
creased (implying a reduction of energy) to comply with the climate policy. Forcing
the economy to use drastically less energy can amount to ‘choking’ it, i.e. it may
lead to a reduction in output (gross world product). The decomposition analysis
allows quantification of the contribution of carbon intensity, energy intensity and
output reduction to the required effort of emission reduction. For the purpose of this
modeling comparison we use the refined Laspeyres index method (Sun 1998, Sun
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and Ang 2000). We apply the decomposition analysis to the differences of cumula-
tive values between baseline and policy scenario. Figure 3 displays the decomposi-
tion of the centennial CO, reductions along Kaya’s identity for different models.

5.3.1 Mitigation Strategies to Comply with 550ppm Stabilization

The stacked bars in Figure 3 show the CO, savings in the 550ppm policy
scenario from the baseline cumulated over the century. Additionally, shading
indicate how much reductions in carbon intensity, energy intensity, and output
(GWP) contribute to these savings.

The necessary carbon dioxide reductions differ widely between models.
The cumulative reductions necessary to comply with a 550ppm concentration cap
range from ~116GtC to ~987GtC (in FEEM-RICE and MIND, respectively), with
correspondingly great differences in the challenge that these reduction pose for
an economy.'' We stress that models tend to agree on the maximum cumulative
CO, emissions for a given stabilization scenario: averages among models for
cumulative CO, emissions are 589, 783, and 931 GtC for 450, 500, 550 ppm
stabilization scenarios, respectively. The corresponding standard deviations are
72,77, and 92 GtC. The differences in Figure 3 stem mainly from different CO,
emission paths in the baseline: cumulative CO, emissions in the baseline range
from 980 to 2000 GtC, mean 1430, with a standard deviation of 323 GtC. To
account for such baseline effects, we will base our analyses on measures that are
relative to this ‘mitigation effort’ as much as possible.

Note that baseline growth and CO, emissions seem unrelated to model
types. This is not very surprising when growth and emissions are exogenous and
therefore arbitrary. In other models, it is possible to calibrate growth and emissions,
e.g. in recursive CGE models, by a variation of exogenous model parameters like
the total factor productivity. In the optimal growth models, total factor productiv-
ity, efficiency of R&D investments, and elasticity of substitution can be adjusted to
approximate a given baseline scenario. However, the baseline is not determined by
exogenous parameters alone but also by the endogenous features of technological
change. This implies that CO, emissions of such models cannot be fully harmonized.
Nevertheless, there is no reason to assume that models with endogenous technologi-
cal change exhibit an inherent trend to particularly high or low emission scenarios.

A group of models IMACLIM-R and AIM/Dynamic-Global) share
similar behavior. Here, the larger part of the CO, reductions can be attributed to
lowered energy intensity and cut-backs in production. They also show the largest
cut-backs in production of all models. A possible explanation is that an inability
to provide enough carbon-free energy (which would show up as carbon intensity
reduction) forces economies to reduce the energy input (evident in the reduced
energy intensity) to an extent where it harms the economy (visible as GWP reduc-

11. An obvious corollary is that emission reductions are necessary to meet even the 550ppm
policy goal despite the presence of ETC in the baseline.
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Figure 3. Cumulative CO, Reduction for the S50ppm Stabilization Scenario

CO, reductions are attributed to reductions in carbon intensity, energy intensity, and gross world
product using decomposition analysis. Note that the 550ppm scenarios are not available from
MESSAGE-MACRO and we therefore display results from their 500ppm scenario using a separate
scale on the second y-axis.
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tions). IMACLIM-R resorts to decreasing energy intensity and reducing GWP be-
cause it does not incorporate a backstop technology. Here, the increasing energy
price reduces energy demand and induces additional investments in the electric-
ity- and transport sectors which crowd out the overall investments in the com-
posite good sector which are needed to induce economic growth. An optimum,
cost-effective tax profile would probably lower costs compared to the exogenous
linearly increasing tax imposed in these scenarios.

The RICE/DICE models, FEEM-RICE and ENTICE-BR, show strikingly
similar behavior but this differs substantially from the remaining growth models.
Here, the predominant mitigation strategy is to increase the energy efficiency.
FEEM-RICE does allow explicitly for carbon intensity reduction as well as for
energy intensity reduction. However, both are driven by the same index of techno-
logical change. Hence the ratio of reductions in carbon- and energy intensities is
implied by model structure and calibration, and it is not a degree of freedom in the
model. Both FAST and SLOW versions of the FEEM-RICE rely more on energy
intensity reduction than on carbon intensity reduction. The FAST version shifts
the mitigation strategy towards carbon intensity reductions. ENTICE-BR explicitly
includes a backstop technology so one might expect a bigger carbon intensity ef-
fect. However, carbon-free energy is already strongly represented in the baseline
(the share of renewables rises from 4% in 2000 to 11% in 2100). The required CO,
abatement is therefore small and can be met by energy efficiency improvements via
R&D investment in a corresponding knowledge stock and factor substitution.

DEMETER-1CCS behaves differently. Here, energy intensity reductions
and carbon intensity reductions make equally large contributions, while produc-
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tion cut-backs are kept at a minimum. A low emissions baseline and optimistic
assumptions about substitution possibilities and carbon-free energy sources play a
key part in this and were discussed in detail in the preceding section.

In energy system models, the mitigation strategy relies heavily on carbon
intensity reduction, i.e. CO, emissions are mitigated largely by switching to low car-
bon energy sources. Indeed, all these models include options to build up a backstop
technology providing carbon-free energy, and in each case learning curves are imple-
mented for some backstop technologies. At the same time, a significant share of the
CO, reductions is attributed to reductions in energy intensity implying some sort of
energy conservation. In DNE21+, energy demand is exogenously given. However,
energy savings in end-use sectors in climate policy scenarios are modeled using long-
term price elasticities. GET-LFL implements learning-by-doing in energy conversion
technologies as well as a price dependent energy demand in a partial equilibrium. In
MESSAGE-MACRO runs, energy demand is determined in the MACRO economy
model, which allows energy to be substituted by other factors.

Remembering that MIND includes a reduced form energy sector that
borrows from bottom-up energy system models, the similar ratios of carbon and
energy intensity in MIND and in the energy system models is no surprise. Rather,
it indicates that energy system dynamics are successfully approximated by the re-
duced form model. Furthermore, MIND consistently describes the macroeconomic
environment taking into account general equilibrium effects. Hybrid models like
MIND therefore constitute an attempt to bridge the gap between top-down and bot-
tom-up models in order to assess the importance of the investment dynamics.

In E3MG most of the necessary reductions are attributed to reduced en-
ergy intensity. There are three routes by which carbon intensity and energy in-
tensity are affected: First, an increasing price of carbon induces a reduction in
energy demand, and second, a switch to carbon-free technologies within the power
and transport sectors. Finally, the share of fossil fuels in the overall energy mix is
slightly decreased because the elasticity of substitution in the energy and transport
sector is very low.

5.3.2 Effects of Enhanced Climate Policies

Figure 4 indicates the change of the portfolio of mitigation options, if
instead of 550ppm CO, concentration, the more ambitious level of 450ppm has
to be achieved. How and in which way do the mitigation strategies change when
a more demanding climate protection goal is pursued? Bars in Figure 4 give the
change of the mitigation portfolio in terms of the contributions to overall CO,
reduction in Figure 3. They are symmetrical because an increased share of one
option is always balanced by a corresponding decrease in one or more other op-
tions. For example, a 20% increase of the carbon intensity effect accompanied by
the corresponding 20% decrease of the energy intensity effect in the case of DE-
METER-1CCS implies that the contribution of carbon intensity rises from 50% to
70% whereas the contribution of energy intensity drops to 30%.
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Figure 4. Change of the Mitigation Strategy with More Ambitious
Climate Policy

The bars in this figure give the absolute differences between the percentages describing the
contributions of the options in the 550ppm and the 450ppm scenarios. There is no result for
MESSAGE-MACRO because only the 500ppm scenario was available.
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Figure 4 shows that lowering the stabilization level has different impacts
on the portfolio of mitigation options in the models. Whilst several models show
little change (e.g. MIND and E3MG), others show substantial changes. Large
changes may indicate that favorable mitigation options which contribute to CO,
abatement in laxer policy scenarios have been exhausted hence other options are
increasingly deployed for more stringent climate policies. Small changes suggest
that the greater challenge is addressed much the same way as the lesser challenge.

In DEMETER-1CCS, the contribution of carbon intensity reduction in-
creases by nearly 20% to a share of 70%. In other words, carbon free energy from
renewables and CCS now contribute to mitigation to a similar extent as they do in
energy system models. The reason lies in the fact that the 550ppm scenario in DE-
METER-1CCS is relatively close to the baseline, and a large share of the neces-
sary emission reductions can be accomplished by energy savings. In contrast, the
450ppm concentration target requires a much more substantial departure from the
baseline, and the option of factor substitution decreases in relative importance.

In many models (ENTICE-BR, AIM/Dynamic-Global, DEMETER-
1CCS, MIND, DNE21+, GET-LFL, E3MG) we observe a similar pattern of change
in the portfolio: to achieve 450ppm stabilization, a mitigation strategy is chosen that
incorporates a larger share of carbon intensity reduction than in case of the 550ppm
stabilization. In all of these cases, a carbon-free technology is implemented, and
this change can be attributed to a heavier use of carbon-free energy in the energy
mix. Exceptions to this pattern are FEEM-RICE and IMACLIM-R. FEEM-RICE
and IMACLIM-R have in common, the feature that they do not model a carbon-
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free energy technology. This seems to limit their potential to reduce carbon inten-
sity compared to models with a backstop technology. The difference is particularly
striking when FEEM-RICE is compared to ENTICE-BR. The two models share
the general model structure of Nordhaus’ DICE/RICE models, yet only the latter
incorporates a backstop technology with the consequence that it becomes possible
to increase the contribution of the carbon intensity effect.

In IMACLIM-R, most of the additional CO, reductions are accomplished
by reducing GWP. The limited potential of carbon- and energy intensity reduc-
tion is largely exhausted at the 550ppm stabilization concentration. The reduction
potentials are limited due to capital inertia preventing the retirement of old capital.
As before in the 550ppm scenario, a rebound effect in the transportation sector
and crowding out of growth inducing investments in composite goods determine
the GWP losses.

5.3.3 Mitigation Strategies With and Without ITC

Figure 5 shows how the portfolio of mitigation options changes when fea-
tures of endogenous technological change are disabled, i.e. technological change
is restricted to the extent computed in the baseline. The bars give the change in
portfolio (cf. Figure 4). Large changes indicate that including the possibility for
ITC has a big impact on the mitigation strategy.

MIND, FEEM-RICE, and IMACLIM-R show relatively large changes.
In MIND, the modelers’ understanding of ITC plays an important part (see Foot-
note 9).'> When the common definition of ITC is applied, changes in MIND are
closest to the changes in DEMETER-1CCS, i.e. there are much smaller changes.
Four models show little change (AIM/Dynamic-Global, DNE21+, GET-LFL, and
ENTICE-BR) because model behavior with and without ITC is very similar.

In Figure 5, ENTICE-BR, FEEM-RICE, DEMETER-1CCS, and MIND
share the same sign for the change in the contribution of carbon intensity re-
duction. In these models, the carbon intensity effect decreases implying that the
induced technological change works more towards decarbonization rather than
reducing energy intensity. Naturally, this mirrors the fact that these models imple-
ment features of endogenous technological change that are related to decarbon-
ization, e.g. learning curves for backstop technologies. Two qualifications apply:
MIND also includes endogenous energy efficiency reduction. In this case, Figure
5 shows that induced carbon intensity reductions outweigh induced energy in-
tensity reductions. Secondly, in FEEM-RICE-SLOW the contribution of carbon
intensity decreases from an 11% contribution to -23% contribution. Here, the av-
erage global carbon intensity is higher in the policy scenario without ITC than in
the baseline because under climate policy, a larger share of global energy use is al-

12. A small carbon intensity effect remains, because the fixed amount of renewables represents
a greater share of the (reduced) total energy in the policy scenario without ITC than in the baseline,
which implies reduced carbon intensity for the energy mix.
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Figure 5. Change in Mitigation Strategies when I'TC is Disabled in the
550ppm Scenario

The bars in this figure give the absolute differences between the percentages describing the
contributions of the options in the scenarios with ITC and without ITC. For message-macro, the
500ppm scenario is used instead.
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located to countries with relatively high carbon intensity (U.S., Europe, and other
high income countries), thus raising the global average relative to the baseline.

Conversely, in E3AMG, MESSAGE-MACRO, and IMACLIM-R, the cli-
mate policy induces a larger contribution of energy intensity reduction, though
for differing reasons. In IMACLIM-R, stabilization levels without technological
change can only be achieved with a substantial reduction of GWP because of the
sunk costs in the energy system, the constant rate of exogenous technical change
and the absence of sequestration options. The carbon tax induces no additional
change in the pace of technological change. The economy only adapts to the im-
posed carbon tax through a changed energy mix (see the increasing carbon inten-
sity in Figure 5 if technological change is switched off). Therefore GWP has to be
reduced in order to compensate decreasing energy intensity.

In E3MG the key feature of the model underpinning the ITC results is
that GWP growth has been made endogenous, with technological change hav-
ing a major influence (via export equations). However, endogenous technological
change only has a small decarbonization effect on the global economy. Energy
demand and supply is very small in relation to the rest of the economy, around
3-4% of value added, and technological change is led by improvements in the
use of machinery and information technology and communications. These im-
provements allow long-term growth to proceed by decreasing energy-intensity
if technological change is switched on. The growth itself ultimately comes from
the demand by consumers for goods and services, promoted by technological and
marketing innovations.
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Disabling ITC possibilities increases the contribution of GWP reduction
to mitigation in all cases. This comes as no surprise: Removing the flexibility of
inducing further technological change from the model makes it more difficult for
the models to reduce CO, emissions without cutbacks in production.

5.4 Timing of Mitigation Options

Figure 6 depicts the timing of the mitigation options (adopted from Gerlagh
2006). We show the reduced carbon intensity in the 450ppm policy scenario relative
to the baseline versus the reduced energy intensity as a time trajectory, from 2000 un-
til 2100 with bullets set every 20 years. A trajectory where both options contributed
to the same extent would run along the bisector. Steeper or gentler slopes indicate a
preference for carbon intensity reduction or energy intensity reduction, respectively.

Interestingly, in a majority of models, the trajectory bends to the left with
time indicating that carbon intensity reduction becomes increasingly more impor-
tant. A plausible explanation is the widespread use of carbon-free technologies
that need to be built up gradually by investments, and often become increasingly
more productive through learning-by-doing. The trajectory of IMACLIM-R il-
lustrates well, how lack of a backstop technology prevents this change in the miti-
gation strategy: the model sticks to its mainly energy saving strategy over time.
FEEM-RICE-SLOW shows similar behavior: the reduction of energy intensity
dominates the reduction of carbon intensity (i.e. the slope of the trajectory is less
than unity) because of a missing backstop technology.

Similar to the other models, FEEM-RICE initially increases the reduction
of both energy intensity and carbon intensity. While FEEM-RICE-SLOW retains this
mitigation strategy, FEEM-RICE-FAST decreases reductions of carbon intensity. As
mentioned before, carbon intensity and the elasticity of substitution are driven by the
same endogenous index of technological change in FEEM-RICE, and the relation of
carbon intensity and energy intensity is therefore determined by model structure.

In GET-LFL energy demand is reduced by an increasing energy price,
which in latter periods is compensated by a stronger reduction of carbon intensity.

5.5 Energy Mix

In the previous section, we showed that the dynamics in the energy sec-
tor, e.g. the development of a carbon-free technology, have a key impact on carbon
abatement. In this section we take a close look at the projected development of the
energy system and the role of ITC.

Figure 7 shows the development of the energy system characterized by
the mix of energy sources at the beginning (2000), middle (2050) and end of
the century (2100). Five energy sources are distinguished, namely three fossil
energy sources (coal, gas, and oil) plus renewable energy sources, and nuclear
fission. If additional energy sources were implemented in a model which could
not be subsumed in these categories, or if a model does not differentiate between
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Figure 6. Trajectories in Energy Intensity/Carbon Intensity Space

Trajectories start at the origin and bullets are set 20 years apart. Figure 6a shows the 450ppm
scenario with ITC, Figure 6b the same scenario without ITC.
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the categories, the data is presented in the categories of “aggregate fossil” and
“aggregate non-fossil” energy sources. Results are reported in three columns per
model giving the baseline energy mix, the 450ppm policy scenario with ITC, and
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the 450ppm scenario without ITC." In 2000, the three cases coincide. The models
FEEM-RICE and ENTICE-BR are not shown as these models do not compute
energy in Joules but incorporate “carbon services” to productions measured in
carbon instead. In the case of MESSAGE-MACRO, results from the 500ppm sce-
narios are displayed instead of the unavailable 450ppm scenarios.

5.5.1 Different Formulations of the Backstop

We have seen that implementing a backstop technology can make a great
difference in how models respond to climate policy goals. In accordance with the
literature, we define a backstop technology as a carbon-free technology whose
usage is not restricted by scarcity of non-reproducible production factors. What
makes backstop technologies so important in carbon abatement?

In Figure 8, we sketch model behavior given two different assumptions
about backstop technology. The price of energy from a fossil resource is indicated
in black, and an exogenously set price for energy from the backstop technology is
indicated in light gray. In contrast, the price of energy from a backstop technology
1s plotted in dark gray for an endogenously determined backstop price. Solid time
paths indicate business as usual, and slashed curves are induced by a policy goal.
We assume that imposing a policy goal brings down the price of energy from the
backstop technology because larger investments in carbon-free energy sources
need to be made and therefore more learning occurs. The price of energy from
fossil resources rises due to the costs of the corresponding emissions, e.g. through
carbon taxes or emission permits.

Under climate policy, the price of non-backstop-technologies (like ex-
haustible resources) is rising sharply and intersecting the exogenous backstop
price, at which point the latter becomes economical and is used to an extent that
keeps the energy price at this same level (intersection 1).

For the backstop technology that is explicitly modeled, i.e. capacity is
being build up, and its price changes according to a learning curve, the backstop
technology is competitive much earlier and at a lower price (intersection 2). The
price of carbon-free energy declines from the beginning, indicating that invest-
ments are being made in anticipation of the later competitiveness. Intersection 3
illustrates that this may even be the case in the absence of a policy goal.

From these illustrations we conclude that the cost-decreasing potential of
backstop technologies is strengthened when lowering prices endogenously is an
option in the model, furthermore, if economic agents possess the foresight and the
possibilities to make early investments in order to use this option.

There are models in IMCP without a backstop technology (IMACLIM-R
and FEEM-RICE). As we have seen, these models mainly reduce energy intensity

13. Alternatively, the laxer scenarios could have been used to arrive at much the same conclusions.
We decided on the most stringent case because here the observed effects are more pronounced. The
alternative figures were omitted due to limited space.
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Figure 7. Energy System Represented by the Contributions of Different

Energy Sources to the Overall Primary Energy Consumption

In 2050 and 2100, the three bars per model display the energy mix in the baseline scenario, 450ppm

policy scenario, and 450ppm policy scenario without ITC. In 2000, these three cases coincide. We use

darker shading for energy from fossil fuels and lighter shading for carbon free energy sources. Data

from the 500ppm scenario is shown in case of MESSAGE-MACRO. Also in case of this model, the

third bar represents a fixed costs scenario and not the usual scenario “without ITC.”
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to achieve climate protection goals.

Those models that incorporate carbon-free energy from backstop tech-
nologies (i.e. rather than prescribing an exogenous price, the backstop technology
1s endogenous to these model) are of the second type discussed above (ENTICE-
BR, AIM/Dynamic-Global, DEMETER-1CCS, MIND, GET-LFL, DNE21+,
MESSAGE-MACRO, and E3MQG).

It is also interesting that especially in GET-LFL the investments in the
backstop technology are undertaken long before the break-even-point is achieved.
The reason is that intertemporal optimum decision-making anticipates the tem-
poral spillover effects (learning-by-doing or accumulation of knowledge through
R&D). The model GET-LFL is only a limited foresight model. Nevertheless, this
feature implies that temporal spill-overs are partially internalized. In GET-LFL
the impact of the backstop technology on the overall energy mix is very modest
because in both cases the backstop technology has gained a substantial propor-
tion of the energy mix in the business-as-usual scenario (Figure 7). In GET-LFL
enough cost reduction potential has already been realized in the business-as-usual
scenario. Moreover, the GET-LFL model assumes a high share of gas in the fossil
fuel mix, so that a modest reduction in the energy demand makes it possible to
achieve climate protection goals even without much ITC.

In DEMETER-1CCS, ITC has only a moderate impact on the energy mix
for two reasons: First, the business-as-usual scenario already assumes some learning
as the backstop technology is introduced as a technological option in 2025. Hence
the cost reduction potential in the policy scenario is limited. Second, the business-
as-usual scenario also assumes a decreasing fossil fuels price path, thus the marginal
effect of learning-by-doing is limited and the break-even point is changed little.

Figure 8 also helps to understand the role of technological change in the
resource extraction sector. Similar to technological change in the case with back-
stop technology, it could reduce the growth rate of the price of energy from fossil
fuels by making more fossil resources available at lower costs. If learning-by-do-
ing was assumed, the effect would be more pronounced in the baseline than in the
policy scenario, which would widen the gap between the resource price with and
without policy goal. Cost reductions of fossil fuels due to technological progress
decreases the competitiveness of the backstop technology and therefore increas-
es the opportunity costs of climate protection. Note, that sensitivity analysis in
MIND supports this qualitative insight — technological progress in the extraction
sector is one of the most sensitive parameters in determining the opportunity costs
of climate protection (Edenhofer et. al. 2006). Thus, it would be interesting to see
other model types including realistic representation of endogenous technological
change in resource extraction and its effects on resource availability into their
estimates of climate protection costs.

Another aspect is illustrated by Figure 7: as discussed above, some mod-
els will rather cut back on energy use relative to business-as-usual than provide
carbon-free (or low carbon) energy. This is evident in Figure 7 when overall en-
ergy consumption in the policy scenarios is much lower than in the baseline; ex-
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Figure 8. Different Formulations of Backstop and Resource Scarcity

Marginal costs of energy
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amples are IMACLIM-R, and E3MG. Other models manage to make almost as
much energy available as in the baseline by changing to low carbon or carbon-free
energy sources, e.g. MIND, DEMETER-1CCS and the energy system models.
This echoes the findings from the previous section, and is in fact one of the un-
derlying factors influencing whether a model implements a mitigation strategy of
carbon intensity reduction or energy intensity reduction.

5.5.2 Shadow Prices, Carbon Taxes and Path Dependency

The price of carbon plays a different role in different models (Figure
9 and Figure 10). First best models of the economy (e.g. MIND) make the im-
plicit assumption that all market imperfections may be cured. Hence, the result
of welfare maximization in these models is a Pareto-efficient solution without
any further restrictions. In these models, the shadow price of carbon represents
the social costs of carbon. Second best models, e.g. general equilibrium models,
simulate market behavior, i.e. the model incorporates distortions that cannot be
removed by policy instruments for institutional or political reasons. The carbon
tax in DEMETER-1CCS represents a second-best optimum in the sense that it
is imposed on the economy in order to guarantee the achievement of the stabilization
level and a minimum of welfare losses subject to the market distortions that cannot
be removed by policy instruments because of institutional or political inertia.

In the other models in Figure 9 (IMACLIM-R and E3MG) the imposed
tax does not represent a second best optimum because the carbon tax only allows
the achievement of a stabilization level irrespective of its welfare implications.
The carbon tax profiles in IMACLIM-R and E3MG are prescribed exogenously,
1.e. they are non-optimum.



82

Chapter 3  Implication of ITC for Atmospheric Stabilization

96 / The Energy Journal

In the class of optimal growth models, the carbon price is a dual variable
and represents the social costs of carbon (Figure 10). Moreover, the time path of
carbon follows an optimum path which could be interpreted as an ideal market for
carbon permits or as an imposed optimal carbon tax. In energy system models the
carbon price is also a dual variable in an optimization framework. However, the
carbon price does not necessarily represent the total social costs of carbon because
of the omitted feedback loops between the energy sector and the macro-economic
environment in that partial-equilibrium framework.

The carbon price also reflects the effect of ITC in some models. In nearly
all models the carbon price is higher in the scenarios without technological change.
However, in MIND the carbon price behaves differently: it increases exponentially

Figure 9. Carbon Tax

Figure 9 a shows the 450ppm CO?2 stabilization scenario with ITC, Figure 9b shows the
corresponding scenario without ITC. Values greater than $800 per ton of C were cut off; the
corresponding maximum value is given.
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in the case without ITC but it peaks and decreases if I'TC is switched on.

There is an interesting pattern in carbon price development in some mod-
els: towards the end of the century, the shadow price reaches a maximum and be-
gins to decline. This is true for all scenarios with ITC in MIND and in the 450ppm
scenario for DEMETER-1CCS. If the price of the backstop technology decreases
over time, even without an increasing shadow price of emissions (and fossil fuel
price), the backstop technology remains competitive with fossil fuels. In contrast
to a model with an exogenous price of the backstop technology, learning-by-do-
ing of the backstop technology creates a path dependency because its price is
determined endogenously by investments in learning-by-doing. There is no longer
an incentive for investors to promote fossil fuels after the energy system is trans-
formed because the price of the backstop technology also declines with the trans-
formation of the energy system. The shadow price in most energy system models
increases throughout the century indicating that the transformation of the energy
system is not completed before 2100. This may be in part because renewables or
nuclear power (as backstop technologies) are not able to substitute fossil fuels un-
til the end of the century, due to bounds on market share for renewables, moderate
price increases for fossil fuels that remain too low to trigger a transformation, and
relatively optimistic assumptions about CCS. The remaining share of fossil fuels
will turn carbon into a scarce factor in production with a positive price.

Path dependencies occur if the transformation to a carbon-free energy
system is irreversible in that the carbon-free technologies become the least cost
set of options.

5.5.3 The Specific Role of Carbon Capturing and Sequestration

Among the participating models, five explicitly incorporate the option
of capturing and storing CO, emissions from combustion (DEMETER-1CCS,
MIND, DNE21+, GET-LFL, and MESSAGE-MACRO). Figure 11 shows how
much CO, is captured in different scenarios, accumulated over the century. Fig-
ure 12 gives the corresponding time paths of carbon capturing and sequestration
(CCS) for one exemplary scenario (500ppm CO, stabilization).

As one would expect, Figure 11 shows that the more challenging the
climate policy target, the more CO, is captured and stored. There is no CCS in the
baseline, as capture and storage of CQO, is costly and hence only becomes econom-
ical in the presence of climate policy. DNE21+ is an exception, because the model
includes an option to use CCS in the context of enhanced oil recovery which
makes CCS economical in its own right. The contribution to overall abatement
(the difference of cumulative emissions between baseline and policy scenarios) is
substantial, in particular in MIND, DNE21+, and GET-LFL. However, nowhere
1s CCS the dominant mitigation option but rather, it is always predicted to be one
among many (we conclude this from the fact that captured CO, is only a small
proportion of the difference of emissions in baseline and policy scenario).
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Figure 10. Shadow Price of Carbon

Figure 10a shows the 450ppm scenario with ITC, Figure 10b shows the corresponding scenario
without ITC. In case of MESSAGE-MACRO, the figures show numbers from the 500ppm scenario
instead of the 450ppm scenario. Values greater than $800 per ton of C were cut off; the corresponding
maximum value is given.
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As mentioned before, the models show agreement on the allowable car-
bon budget in the policy scenarios, yet they predict divergent cumulative emis-
sions in the baseline. This affects the predicted extent of CCS. DEMETER-1CCS
and MESSAGE-MACRO, on the one hand show fairly low baseline emissions
and in turn low predictions for CCS. On the other hand the remaining three mod-
els are faced with a greater need to reduce emissions and resort to a stronger usage
of the CCS option. Both groups, DEMETER-1CCS and MESSAGE-MACRO as
well as MIND, DNE21+ and GET-LFL show good agreement in their predicted
utilization of the CCS option.

Figure 12 shows the development of CCS over the course of the century.
The five models show diverse behavior. In two of the linear-programming energy
system models (DNE21+ and GET-LFL) the capacity of CCS increases almost
linearly with time and is still rising at the end of the century. This suggests that the
rapidity of increasing this capacity is restricted, but no (anticipated) constraints
to the volume of CCS are effective yet. GET-LFL includes CCS in combination
with energy production from biomass. Thus in GET-LFL CCS is indeed not con-
strained by fossil fuel scarcity.

In contrast, CCS in DEMETER-1CCS levels off towards the end of the
century. Here, CCS activity has reached at least a temporary equilibrium. Possibly
the low emission profiles in the baseline allow these models to reach a CCS capac-
ity that is both sustainable and sufficient for the policy target.

MIND and MESSAGE-MACRO show yet another type of behavior. In
MIND, capacities for CCS are built up even faster than in the energy system models,
but after a peak around mid-century the usage of CCS declines. Similarly, in MES-
SAGE-MACRO CCS peaks in 2080 and declines. Both models respect the scarcity

Figure 11. Captured CO, and Total CO, Emissions

The figure summarizes usage of the CCS option in the baseline and two policy scenarios as a share
of total amount of CO,. CO, that is not captured is emitted.
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Figure 12. Carbon Capture and Sequestration Over the Course
of the Century
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of fossil fuel resources increasing costs on the utilization of CCS in the long-run.
While CCS is at a competitive advantage over renewable energy technologies due
to cheap fossil fuels early on in MIND and MESSAGE-MACRO, this advantage is
lost as renewables become more economical due to learning-by-doing.

Two more features contribute to the temporary nature of CCS in MIND:
readily available storage sites are subject to scarcity'4, and MIND includes leakage
from storage sites at a fixed rate (i.e. the same percentage leaks from the storage
site in each time period), implying that CCS does not prevent but only strongly
delays emissions into the atmosphere. The leakage rate is highly uncertain, but
it plays an important part in determining whether CCS constitutes a temporary
rather than a permanent solution. It would therefore be instructive to see whether
other models confirmed this result from MIND (Bauer et al. 2005), when leakage
is included.

Carbon capturing and sequestration (CCS) is different from backstop
technologies because it is dependent on non-reproducible inputs, e.g. fossil re-
sources'. Furthermore its extent is limited by the availability of storage sites.
If all relevant intertemporal social costs are taken into account, CCS is only a
temporary solution until the backstop technology becomes competitive. CCS is
an end-of-pipe technology allowing in the best case a welfare improving post-
ponement of the diffusion of the backstop technology. In a theoretical analysis,

14. In MIND, the assumption is that with the rising utilization of CCS, increasingly long pipelines
are needed to transport CO, to the storage site. In general, spatial aggregation within the models and
limited knowledge about the location of suitable storage sites add to the uncertainties in modeling CCS.

15. GET-LFL also includes CCS in combination with energy production from biomass.
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Edenhofer et al. (2005b) show that temporary welfare gains from CCS increase
when (a) the discount rate is increased, (b) the energy penalty is decreased, (c)
the operation and maintenance costs (O&M) are reduced, (c) the leakage rate of
deposits are lowered, (d) the capacity of deposits is increased and (e) the costs of
the fossil fuels are decreased. Gains are also higher when the price of the backstop
technology is high and/or when its learning rate is low.

The CGE model within IMCP has not incorporated CCS so far. In gen-
eral, CGE models could inform about the market potential of CCS under different
policy scenarios. However, CGE models allowing only for a recursive dynamic
are not appropriate for deriving realistic market behavior because they implicitly
assume purely myopic investment behavior which is arguably an exaggerated or
extreme behavior.

6. CONCLUSION

This model comparison aims to draw robust results on ETC by identify-
ing both the differences between and the underlying mechanisms of the multitude
of participating models. We find that the participating models describe a wide
range of possible futures, with and without climate policy. Although there is no
consensus on the potential role of induced technological change, we identify cru-
cial economic mechanisms that drive ITC. This modeling comparison exercise
demonstrates a large influence of the following determinants:

Baseline effects

First-best or second-best assumptions
Model structure

Long-term investment decisions

Backstop and end-of-the-pipe technologies

SANE R

6.1 Baseline Effects

All models in the IMCP incorporate endogenous technological change
in their baseline, sometimes in addition to exogenous technological change. In
effect, baseline emissions are difficult to harmonize and vary widely. Both en-
dogenous and exogenous components contribute to this mitigation gap. In some
models optimistic assumptions about exogenous parameters result in relatively
low costs which are then due not to induced technological change, but mainly
to exogenous assumptions. In addition, if the baseline scenario already includes
many positive effects of technological change related to energy and carbon sav-
ings, then the introduction of stabilization targets does not induce much addtional
technological change. Consequently, the cost difference between scenarios with
and without ITC is small.
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6.2 First Best or Second Best Assumptions

It has important consequences whether a first best or a second best world
is modeled: First best models implicitly assume perfect markets and the imple-
mentation of optimum policy tools. In other words, first best models preclude so
called no-regret options. Therefore, they are inherently more pessimistic about the
costs of climate protection because climate protection reallocates scarce resources
which are utilized in an optimum way in the baseline to climate friendly invest-
ments. In contrast, second best models assume that climate policy can positively
affect market imperfections as a side effect. Compared to first best models the op-
portunity costs of climate protection in second best models can be lower and even
negative, depending on the design of policy.

6.3 Model Structure

Previous model comparison exercises have shown that CGE models
tend to calculate higher mitigation costs than energy system models or economic
growth models (Loschel 2002); we find that this result still holds. However, the
underlying reason is not necessarily the model type, but rather in assumptions
commonly made by “CGE modelers”, “energy system modelers”, and “economic
growth modelers”, e.g. about foresight and intertemporal behavior of the agents.

It turns out that energy system models calculate low mitigation costs
because they only assess the impact of mitigation strategies on energy system
costs. Yet partial equilibrium analysis explicitly omits general equilibrium effects
- partial equilibrium models by definition exclude feedback loops between the
energy sector and other sectors of the economy. In particular, energy system mod-
els implicitly assume that investments within the energy sector can be funded
by the economy at a constant rate of interest. However, this assumption is not
justified when an ambitious climate policy is imposed in the system. This would
depreciate capital stocks in various sectors and therefore also change the return on
investment in the energy sector. Consequently, the changed return on investment
induces a reallocation of investments across sectors. This investment dynamic is a
major determinant of macroeconomic costs of climate policy which is neglected
in partial equilibrium analyses. Moreover, most energy system models neglect
rebound effects and the crowding-out implications of investments. The impact of
these general equilibrium effects emerge to be significant.

In contrast, CGE models demonstrate the quantitative impact of general
equilibrium effects. However, recursive CGE models reduce the flexibility of long-
term investment behavior remarkably. By assumption, investment shares for dif-
ferent sectors are fixed even if an ambitious stabilization level is imposed on the
economy. Some CGE models include a backstop technology, however, its costs
are independent of the timing of investments. Mitigation costs are overestimated
because of the underlying assumptions that investors are myopic.

The econometric model in IMCP describe a second best world. Imper-
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fections on the labor market and design of the carbon tax allow substantial welfare
improvements from climate policy. The policy implication is clear. Policy makers
can claim that climate policy is a free lunch. However, it should be emphasized
that second best do not claim that climate policy is the only way or the best way
to cure market failure. If better solutions exist, then climate policy is no longer a
free lunch but has positive opportunity costs. It seems promising to calculate these
opportunity costs based on the strength of both frameworks.

Optimal growth models allow greater flexibility. Some of the optimal
growth models are already designed as multi-sectoral and intertemporal optimiza-
tion models comprising a reduced form energy sector. These models demonstrate
the effect of full temporal and sectoral flexibility. In contrast to energy system
models they do not assume that the differences of the return on investments across
sectors can be ignored. It turns out that an appropriate timing of investments has
the potential to reduce the mitigation costs substantially. In particular, the opti-
mum timing of backstop technologies (like renewables) and end-of-pipe tech-
nologies (like CCS) has a great potential for cost reduction.

6.4 Long-term Decision Making: Foresight and Flexibilities

Assumptions about long-term investment decisions exert a major influ-
ence: The number and flexibility of mitigation options has been shown to have an
impact on mitigation costs (Edenhofer et al. 2005a). This observation is confirmed
in this study.

Perfect foresight enables investors to anticipate necessary long-term
changes and to control investment decisions accordingly, including possible ex-
ternalities such as learning-by-doing. The multi-sector optimal growth models in
this study demonstrate the potential of perfect foresight to reduce mitigation costs.
Models allowing for flexible and long-term investment decisions achieve an equi-
librium that can be characterized by low emissions and low macroeconomic costs.
Naturally, assuming perfect foresight is normative rather than descriptive, i.e. its
model results are motivation for policies rather than an exploration of its effects.

The assumption of intertemporal optimization may exaggerate the po-
tential of ITC to reduce mitigation costs because the rationality and foresight of
investors and entrepreneurs implicit in their intertemporal optimization behavior
represents an optimistic assumption. The assumption of great foresight of the ac-
tors in such models becomes more realistic when a macroeconomic policy ensures
credible expectations. Currently, the number of uncertainties for investors is large,
including uncertainty about emission targets, well-designed international tradable
permit schemes, subsidies for R&D investments, well-behaved capital markets
allowing for long-term investments, and competition and globalization on the en-
ergy market. A stable macro-economic environment and clear long-term emission
targets are crucial for the transformation of the energy system. Therefore, a focus
for post-Kyoto discussions beyond 2012 should be the design of policy instru-
ments allowing for long-term investments.
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6.5 Backstop and End-of-the-pipe Technologies

Finally, the results depend on the design of backstop and end-of-pipe
technologies: Whether and how a carbon-free energy source is implemented has an
essential impact on mitigation costs as well as on the mix of mitigation options.

If a model allows for endogenous long-term investments in backstop
technologies and/or end-of-pipe technologies, then mitigation costs are substan-
tially reduced and the stabilization targets can be met without drastic declines
in energy consumption. Moreover, available carbon-free energy sources shift the
abatement strategy towards decarbonization rather than energy saving.

Nearly all models conclude that more ambitious climate protection goals
increase the costs. It should be noted that this is not a trivial statement because
due to learning-by-doing, mitigation costs could be decreased if less ambitious
stabilization targets are imposed. However, modeling teams in IMCP assume that
learning-by-doing has its clear limits because of floor costs, barriers of diffusion
and other market imperfections like insufficient internalization of intertemporal
or interregional spillovers.

Over the past decade the debate has been focused mainly on the learning-
by-doing potential of backstop technologies. However, this study shows that this is
only one aspect. Another key factor determining the competitiveness of the back-
stop is technological progress in the fossil fuel sector. Assumptions about the fossil
fuel sector and its potential for technological change are crucial for determining
costs and strategies. Therefore, further modeling efforts should also focus on a more
realistic representation of technological progress within the fossil fuel sector.

Moreover, all models indicate carbon costs that rise with time in the ear-
ly years, and most maintain this across the century. However, some models which
incorporate backstop technologies and carbon capturing and sequestration show a
“hump” in the time path of carbon permit prices, i.e. carbon costs peak and decline
afterwards. This supports what some technical change analysts have supposed: expe-
rience from learning-by-doing or the reality of sunk costs introduce a path dependen-
cy scenario development, and thus the marginal costs of maintaining low emission
levels decrease in the long term due to cumulative learning effects and the usage of
a broad range of mitigation options like improvement of energy efficiency, the diffu-
sion of backstop technologies and the temporary use of end-of-pipe technologies.

6.6 Hints for a Future Research Agenda

This modeling comparison exercise takes a first step in assessing the quan-
titative impacts of I'TC on mitigation costs and mitigation strategies. We assess the
impact of ITC is isolated by imposing ceteris paribus conditions, i.e. ITC is induced
by climate stabilization targets in a setting where boundary conditions and param-
eters remain unchanged.

Beyond the IMCP, we recommend research expansion two ways. First, fu-
ture model comparisons could refine the harmonization of the participating models
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to a baseline of central variables (capital stock, investments, direction of technologi-
cal change) and parameters in order to minimize baseline effects. Second, more so-
phisticated ceteris paribus scenarios could be run, e.g. exploring the impact of single
ITC options rather than enabling and disabling all ITC as it was done here.

Not all important aspects of ITC could be addressed in this study. They
should be explored in future model comparisons, e.g. regional spillovers. More-
over, while this study restricted policy intervention to imposing stabilization levels
(i.e. represents only the targets approach to policy), the effects of different policy
instruments are neglected. An exercise comparing policy instruments across dif-
ferent model types could accelerate research on optimal climate policy design.

IMCP allows to set out a formulation of an agenda to improve model-
ing design. First, we have explored some reasons for the gaps between top-down
and bottom-up models and discussed several models that begin to bridge this gap.
These hybrid models seem a promising starting point from which to develop a
coherent framework incorporating intertemporal, intersectoral and interregional
effects of induced technological change. Second, as it has turned out in the IMCP,
assumptions about long-term investment behavior have a strong impact on mitiga-
tion costs and strategies. Therefore, experiments with different assumptions about
long-term expectations and long-term flexibility of investment behavior would be
highly valuable. Third, the way carbon-free energy is made available has turned out
to have a major influence on the response of the model to climate policy goals and
therefore deserves attention. This is explored by many models implementing back-
stop- and/or end-of-the-pipe technologies. We argue that endogenous technologi-
cal change in the extraction sector of fossil fuel is a complementary prerequisite for
a comprehensive understanding of ITC. Many modeling teams within IMCP have
incorporated learning-by-doing of the backstop technology. In contrast to this, en-
dogenous technological change in the exploration and extraction sector of fossil
fuels has not received as much attention. There is significant technological change
(e.g. in the resource extraction sector) with a potentially strong influence on the
opportunity costs of climate protection. A better understanding of the underlying
dynamics may therefore both satisfy scientific curiosity and also provide a prereq-
uisite for improving the design of climate policy.
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Abstract

The prospects for cooperation on climate protection beyond 2012 are currently uncertain. Thus policy
instruments which foster participation in International Environmental Agreements (IEA) are in demand.
Among the instruments under discussion are trade sanctions. Multi-region optimal growth models are a
state of the art tool for integrated assessment, but introducing trade sanctions distorts the competitive
equilibrium, making it difficult to compute numerically. We introduce trade and trade sanctions into a
model of coalition stability to assess the potential of trade sanctions to support an IEA. Trade is modeled
by having all countries produce a generic output good, but adopting national product differentiation
(Armington assumption). Coalitions are free to impose tariffs on imports from non-cooperating countries.
We solve the model numerically using a refined version of Negishi’s (1960) basic algorithm. We then
apply the model to analyze the influence of tariffs on international cooperation. The model suggests that
there is indeed significant potential to raise participation through trade sanctions, even when goods from
different countries are nearly perfect substitutes. Furthermore we investigate the effect of trade sanctions
on global welfare, environmental effectiveness, and the credibility of the tariff mechanism.

JEL classification: C61; C72; H41; Q54; Q58

Keywords: Climate change; Self-enforcing international environmental agreements; Trade sanctions;
Coalition stability; International cooperation

1 Introduction and Motivation

Combining elements of the economic, the energy and the climate system, Integrated
Assessment Models (IAMs) have become an indispensable formal tool in the realm of
climate policy analysis. There are numerous examples, ranging from Nordhaus' (1994)
seminal DICE model to the latest generation of regionalized models featuring high lev-
els of sectoral and technological detail.'

A prominent class within the IAM family consists of optimal growth models; these

1 See, for example, Kypreos and Bahn (2003), Barker et al. (2006), Crassous et al. (2006), Bosetti et al.
(20006).
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build on a tradition going back to Ramsey (1928), and view accumulation and economic
growth as driven by agents' intertemporally optimized investment decisions. Examples
include the RICE/DICE family of models (Nordhaus, 1994, Nordhaus and Yang, 1996),
and its modifications such as FEEM-RICE (Bosetti et al., 2004) or ENTICE (Popp,
2004), as well as the MIND (Edenhofer et al., 2005) and DEMETER (Gerlagh, 2006)
models.

Two main aspects justify the use of intertemporal optimization in the context of cli-
mate policy: First, Edenhofer et al. (2006) argue that this framework is appropriate
whenever the research question requires an economic model to be run over long time
horizons and to capture structural changes. Indeed, inertia in the climate system requires
to adopt time horizons of more than a century. Second, Turnovsky (1997, pp. 3), argu-
ing from a more theoretical point of view, backs the intertemporal utility maximization
of a representative agent as the preferred way to give macroeconomic models a firm
micro-foundation and make them suitable for welfare analysis. Although critics point to
the fact that assumptions such as perfect foresight and strict rationality are actually at
odds with reality, results from such models retain their usefulness (at least) in terms of a
first-best benchmark.

To come closer to the political reality of a world consisting of self-interested and
sovereign nation states, optimal growth models, just like other IAMs, have over time
passed from a uni-regional world® representation to a decentralized multi-regional® for-
mulation. Unfortunately, even the sole introduction of emissions trade comes at the cost
of a substantial aggravation of the numerics required to compute competitive equilibria.
The calculation of trade flows and price vectors would in principle be straightforward
with Negishi's (1960) algorithm. But in the presence of an externality like the climate
feedback, an appropriate modification of the algorithm is required.* The additional ef-
fort is, of course, justified by the need to estimate the regional distribution of climate
damages and mitigation costs, as well as by the new possibility to compute scenarios in
which only a group of nations—a ‘climate coalition’—decides to cooperate on climate
change.

In our work we follow the multi-regional modeling approach and formally extend it
in two ways: first, international trade in goods is introduced by dropping the common
assumption’ that all countries produce the same perfectly substitutable good; instead we
assume that goods are differentiated according to their place of origin.® This approach—
sometimes referred to as Armington assumption—is often encountered’ in CGE model-
ing and allows to reproduce international cost spillovers from mitigation policies.®

2 E.g. DICE (Nordhaus, 1994) and MIND (Edenhofer et al., 2005).

3 E.g. RICE (Nordhaus and Yang, 1996) and WITCH (Bosetti et al., 2006).

4 TImplementing trade in these models is challenging (Nordhaus and Yang, 1996; Eyckmans and
Tulkens, 2003). Nordhaus and Yang (1996) mention that “a major cause of the long gestation period
of this research has been the difficulty in finding a satisfactory algorithm for solving the intertemporal
general equilibrium.”

E.g. in the RICE (Nordhaus and Yang, 1996) and WITCH (Bosetti et al., 2006) models.

This model of international trade is discussed, e.g., in Feenstra et al. (2001).

E.g. Bernstein et al. (1999), Kemfert (2002).

In models without trade, one country’s carbon constraint bears no economic consequences for other
countries. This seems contradictory when thinking of shifts in competitive advantage and specializa-
tion (‘carbon leakage’), as well as of the negative consequences for some countries if fossil fuel de-

0 3 N
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Second, we introduce another feature that is incompatible with the basic Negishi ap-
proach, namely a tax distortion in form of a punitive tariff duty.

The first part of the paper emphasizes the formal aspects of solving such a model
structure for a competitive equilibrium. We describe our solution approach that draws
on work by Kehoe et al. (1992) and Leimbach and Edenhofer (2007), and illustrate how
a validation of the competitive equilibrium is obtained.

To demonstrate the usefulness of the model set-up, an application to a current issue
in climate policy is presented in the second part of the paper. Namely, we analyze the
scope for regional cooperation—that is the viability of a ‘climate coalition’—and inves-
tigate whether tariffs can help to increase participation in such a coalition.

This question seems timely in view of the currently meager prospects for full inter-
national cooperation after the expiry of the Kyoto Protocol in 2012. Indeed, a lively
debate has emerged on the scope for regional cooperation, and various supportive policy
instruments have been brought up in the literature, such as R&D protocols (Barrett,
2003, Carraro et al., 2002), a technology fund (Benedick, 2001), a Marshall Plan
(Schelling, 2002), and, last but not least, trade sanctions (e.g. Aldy, Orszag and Stiglitz,
2001).

The use of trade restricting tariff duties has been proposed in the form of energy or
CO; border tax adjustments, with the double objective to deter free-riding and to ease
the loss of competitiveness for coalition members. The debate has so far focused on the
question of whether tariffs are feasible under legal (Biermann and Brohm, 2005) and
implementation (Ismer and Neuhoff, 2007) aspects. However, another question is
whether their employment would be credible, given that orthodox economic theory sug-
gests that the distortionary effects of tariffs would be welfare depressing for all parties.

More specifically, Stiglitz (2006) proposes to raise participation in a climate treaty
by imposing trade sanctions against non-signatories. He argues that this is possible and
even required in the legal framework of the World Trade Organization (WTO): products
from countries that allow unconstrained emissions are implicitly subsidized which war-
rants to prohibit or tariff the import of such products. Perez (2005) gives a detailed
analysis of the legal implications of such a proposal concluding that recent precedents
(the so-called “shrimp decision™) suggest that the WTO will not interfere with such
tariffs. Similar to these trade sanctions, Nordhaus (1998) proposes border tax adjust-
ments to enforce compliance with harmonized carbon taxes.

The effects of trade sanctions on coalition formation have also been analyzed within
formal models (Barrett, 1997; Finus and Rundshagen, 2000), albeit to lesser extent. As
mentioned before, the widely used optimal growth models do not naturally accommo-
date trade in goods (other than emissions trade), and are therefore normally unsuitable
for an analysis of the effects of tariffs. Thus, existing formal studies of trade sanctions
and international cooperation either utilize a static modeling framework (Barrett, 1997)
or Computable General Equilibrium (CGE) models (Kemfert, 2004).

For the purpose of this paper, we apply the model in a stylized—that is not empiri-
cally calibrated—form in order to explore the scope for tariffs in international cooper-
ation. We find that under the assumption of price- as well as tariff-taking behavior of all

mand plunges.



100 Chapter 4  Effects of Tariffs on Coalition Formation

4 Lessmann et al. / Economic Modelling (2009)

countries, the imposition of tariffs on non-coalition members unequivocally raises the
scope for international cooperation. However, the coalition's welfare gains start to
decline once the tariffs go beyond a certain threshold, and—at a still higher level—
tariffs actually become welfare decreasing and thus lose credibility. We interpret the
observed effects as a consequence of the model's representation of international trade:
when each country's representative output good can only be imperfectly substituted by
goods from other countries, but all countries must behave as price-takers, then the tariff
constitutes an indirect price setting mechanism, which helps coalition countries to
capitalize on their implicit market power and increase their terms-of-trade. However,
similar to an optimum tariff rate or monopoly price, the benefits from this increase start
to vanish once the tariff exceeds a certain level.

In line with economic theory our model shows that the introduction of tariffs distorts
the otherwise efficient markets, and hence, global welfare would be higher without tar-
iffs. We find, however that these losses are easily offset by the gains of increased coop-
eration that are induced by these tariffs. With respect to environmental effectiveness, we
find that in our model carbon leakage is small, i.e. emission increases in free-riding
countries do not outweigh the abatement effort of the coalition.

Although we employ the model and the algorithm in an exemplary way in order to
explore the scope for tariffs in coalition formation, it can be easily extended to other
research questions, e.g. to investigate the effects of differentiated border tax adjustments
(BTA) on coalition formation, or to analyze the long-term structural effects of different
(optimal, non-optimal) carbon taxes.

The remaining part of the paper is organized as follows: The next section presents
the model; Section 3 explains the solution algorithm. In Section 4, we discuss its appli-
cation to coalition stability in a model with import tariffs, and Section 5 concludes.

2 Model Structure

We begin by stating the problem: we introduce a multi-actor growth model with cli-
mate change damages and tariffs on trade flows.

2.1 Preferences

Each region i is modeled following Ramsey (1928), i.e. the maximization of dis-
counted utility endogenously determines the intertemporal consumption-investment
pattern.

welfarel:f el U(cit/lit) dt (1)
0

Instantaneous utility U is an increasing and concave function of per capita consump-
tion ¢/I. It is weighted with the region's total population / and discounted with a rate of
pure time preference p.

In a world where goods from different countries are imperfect substitutes, utility
depends on the consumption of both domestic ¢ and foreign goods ¢, which are
combined into a so-called Armington aggregate via a CES (Constant Elasticity of






