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ABSTRACT

Due to screening effects, nuclear reactions in astrophysical plasmas may behave differently than in the laboratory. The possibility to determine the magnitude of these screening effects in colliding laser-generated plasmas is investigated theoretically, having as a starting point a proposed experimental setup with two laser beams at the Extreme Light Infrastructure facility. A laser pulse interacting with a solid target produces a plasma through the Target Normal Sheath Acceleration scheme, and this rapidly streaming plasma (ion flow) impacts on a secondary plasma created by the interaction of a second laser pulse on a gas jet target. We model this scenario here and calculate the reaction events for the astrophysically relevant reaction $^{13}\text{C}(^{4}\text{He}, n)^{16}\text{O}$. We find that it should be experimentally possible to determine the plasma screening enhancement factor for fusion reactions by detecting the difference in reaction events between two scenarios of ion flow interacting with the plasma target and a simple gas target. This provides a way to evaluate nuclear reaction cross-sections in stellar environments and can significantly advance the field of nuclear astrophysics.
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1. INTRODUCTION

In astrophysical environments, matter is usually found in the state of plasma. Stars are made of dense plasmas, and the intergalactic, interstellar, as well as the interplanetary medium consist mainly of diffuse plasmas. Thus, plasma plays a very important role in the universe. The properties of nuclear matter, such as reaction mechanisms and lifetimes, may drastically differ in the plasma environment from the ones in conventional laboratory environments. In this context, the role of charge screening is a crucial aspect.

Charge screening enhances the nuclear cross-sections by reducing the Coulomb barrier that reacting ions must overcome. There are basically two kinds of charge screening effects for the fusion of two positively charged nuclei (Adelberger et al. 2011). One is the electron screening applied to the laboratory reactions, which generally involve target nuclei bound in neutral atoms and molecules (Assenbaum et al. 1987). The atomic (or molecular) electron cloud surrounding the target nucleus acts as a screening potential (Assenbaum et al. 1987). This screening effect becomes important when the projectile energy is very low (Adelberger et al. 2011; Assenbaum et al. 1987). The second type of screening effect is the plasma (electrostatic) screening (Salpeter 1954; Keller 1953; Salpeter & Van Horn 1969; Grabske et al. 1973; Dzikto et al. 1995; Gruzinov & Bahcall 1998) applied to the stellar (thermonuclear) reactions that happen in plasma environments in which most atoms are ionized. In plasmas, long-range electric fields are screened down by the dynamic flow of particles moving in response to electric fields. It is necessary to take into account the effects of this screening on the rate of thermonuclear reactions in stars (Adelberger et al. 2011).

In the past decades, many experiments that test the first type of electron screening in laboratory reactions with targets in the form of neutral atoms or molecules have been performed (Adelberger et al. 2011; Assenbaum et al. 1987; Rolfs & Somorjai 1995; Rolfs 2001; Engstler et al. 1988, 1992; Greife et al. 1995; Aliotta et al. 2001). These experiments are not only important for the understanding of electron screening, but also for extracting bare cross-sections, which are needed as input for stellar reactions (Adelberger et al. 2011). In contrast to the laboratory screening, thus far, the plasma screening for stellar reactions is lacking in experimental tests (Adelberger et al. 2011). Determining the appropriate experimental conditions that allow us to evaluate the nuclear reactions in stellar environments could significantly contribute to the field of nuclear astrophysics. The study of direct measurements of reactions in laser-generated plasmas provides this opportunity (Roth et al. 2015). Appropriate experimental conditions for the study of atomic processes are also important for the understanding of the astrophysical observation results (Bennett et al. 2012; Oreshkina et al. 2014); however it is out of the scope of the present work. We note that the use of colliding laser-generated plasma plumes for nuclear physics studies was proposed a few years ago (Mascali et al. 2010) and was already experimentally demonstrated for the neutronless \( p + ^{11} \text{Be} \) fusion reaction (Laboune et al. 2013).

At the upcoming Nuclear Pillar of the Extreme Light Infrastructure (ELI-NP) facility in construction in Romania, two high-power lasers working in parallel will soon be available (Roth et al. 2015). Each laser pulse can reach a peak power up to 10 PW, with the typical pulse duration of \( \sim 25 \) fs. At this facility, an experimental setup in which two laser beams generate two colliding plasmas is envisaged in the Technical Design Report (TDR) (Roth et al. 2015) [see also the published version of Negouita et al. (2016)]. This will give the opportunity to investigate nuclear reactions under plasma conditions. The target configuration of the proposed experimental setup is shown in Fig. 1. A laser pulse interacting on a solid-state target produces a plasma through the Target Normal Sheath Acceleration (TNSA) mechanism [see Macchi et al. (2013) and references therein], and this rapidly streaming plasma (ion flow) interacts with a secondary plasma created by the interaction of a second laser pulse on a gas jet target. Alternatively, without the use of the second laser pulse, this rapidly streaming plasma (ion flow) from TNSA interacts with a simple gas target. A high granularity SiC charged-particle detector and a neutron time-of-flight detector, not shown here in Fig. 1, are placed after the target in the forward direction of the ion flow from TNSA, covering a quite large angle of the outgoing nuclear reaction products (Roth et al. 2015). This setup would allow the study of direct measurements of nuclear reaction rates in plasma environments.

In this paper, we address this scenario from the theoretical side. We apply an isothermal, fluid model (Mora 2003; Fuchs et al. 2006) to describe the TNSA mechanism in the laser-target interaction. With the ion spectrum obtained from this model, we study the nuclear fusion reactions in the interaction of the rapidly streaming plasma (ion flow) on the secondary target. As the first case of study, we analyze the reaction \( ^{13} \text{C}(^{4} \text{He}, n)^{16} \text{O} \), which is one of the important helium burning processes as well as one of the main neutron sources for the s-process (De Loore & Doom 1992; Gallino et al. 1998; Heil et al. 2008). We consider the interaction of the TNSA-accelerated ions with both a plasma target and with a gas target. Our results show that a direct comparison of the neutron events considering the two types of targets should provide experimental access to the screening effects for the colliding plasma scenario. This would be the first time when experiments with laser-created plasmas in the laboratory could give insight on screening effects for thermonuclear reactions in astrophysical plasmas. We discuss the
parameters that allow the determination of the plasma screening effect.

The paper is organized as follows. In Sec. 2, we present the fluid model for the TNSA scheme. We describe the plasma screening enhancement for fusion reactions of two positively charged nuclei in Sec. 3. Our results and discussion on the reaction $^{13}\text{C}(^{4}\text{He}, n)^{16}\text{O}$ follow in Sec. 4. We finally summarize and conclude in Sec. 5. In Sec. 2, SI units with $k_B = 1$ are adopted, unless for some quantities the units are explicitly given. In Sec. 3, the Lorentz-Heaviside natural units $\hbar = c = \varepsilon_0 = \mu_0 = k_B = 1$ are adopted.

Figure 1. Proposed experimental setup for nuclear reactions in laser-generated plasmas at ELI-NP for the $^{13}\text{C}(^{4}\text{He}, n)^{16}\text{O}$ reaction. The carbon ions are expelled and accelerated from the first solid target via the TNSA mechanism. They meet the gas jet He target (without the use of the second laser pulse) or the plasma He target and the nuclear reaction products are detected in the forward direction. A similar figure is illustrated in Roth et al. (2015).

2. TNSA MODEL

In this section, we introduce a model to describe the TNSA scheme in the laser-target interaction, based on the fluid model of plasma expansion into a vacuum studied in Mora (2003). The model in Mora (2003) is a one-dimensional, isothermal, fluid model, in which the charge separation effects in the collisionless plasma expansion were studied. In this model, at time $t = 0$, the plasma is assumed to occupy the half-space $x < 0$. The ions are cold and initially at rest with density $n_i = n_{i0}$ for $x < 0$ and $n_i = 0$ for $x > 0$ with a sharp boundary. The electron density $n_e$ is continuous and corresponds to a Boltzmann distribution with the electron temperature $T_e$. In addition, one also has $\Phi(-\infty) = 0$ and $n_{e0} = Z_i n_{i0}$, with $Z_i$ being the ion charge state, $n_{e0}$ the electron density in the unperturbed plasma, and $\Phi$ the electrostatic potential. Assuming quasi-neutrality in the expanding plasma, a self-similar expansion can be found for $x + c_s t > 0$ (Mora 2003), i.e., $n_e = Z_i n_i = n_{e0} \exp\left[-x/(c_s t) - 1\right]$ and $v_i = c_s + x/t$, where $c_s$ is the ion sound speed, $c_s = \sqrt{Z_i e^2 n_{i0}} / m_i$, $v_i$ is the ion velocity, and $m_i$ is the ion mass. Based on the self-similar expansion, and numerical solutions of the fluid model, Mora obtained the ion energy spectrum and the maximum ion energy (Mora 2003).

Following the procedure described in Fuchs et al. (2006), we can apply this fluid model of plasma expansion to study the TNSA scheme in the laser-target interaction. Since this occurs in most experiments, Fuchs et al. (2006) considers the possibility that a preformed plasma (preplasma) is present in front of the target owing to long-duration, low-level laser energy (prepulse) reaching the target before the main pulse. The electrons are accelerated following the irradiation by the main pulse. The density $n_{e0}$ can be estimated by considering that the electrons accelerated at the target front surface are ballistically sprayed into the target. As the electrons are accelerated over the laser pulse duration and spread over the surface of the sheath $S_{\text{sheath}}$, we have $n_{e0} = N_e / (\pi S_{\text{sheath}})$, where $N_e$ is the total number of electrons accelerated into the target, and $\tau_{\text{laser}}$ is the laser pulse duration. The surface of the sheath $S_{\text{sheath}}$ is given by

$$S_{\text{sheath}} = \pi (r_0 + d_1 \tan \theta)^2,$$

depending on the half-angle divergence ($\theta \approx 25^\circ$) of the hot electron inside the target (Fuchs et al. 2003, 2006), the target thickness $d_1$ and the initial radius $r_0$ of the zone over which the electrons are accelerated at the target front surface, i.e., the laser spot [$r_0$ is given by half of the full width at half maximum (FWHM)].

According to the model in Mora (2003), the maximum (cutoff) energy that can be gained by the accelerated ions is (Fuchs et al. 2006)

$$E_{\text{max}} = 2 \delta_0 \left[ \ln \left(t_p + \sqrt{t_p^2 + 1}\right) \right]^2,$$

where $t_p = \omega_{\text{pi}} t_{\text{acc}} / \sqrt{2 \text{Exp}}$ is the normalized acceleration time with Exp denoting the exponential constant that is the base of the natural logarithm, and $\delta_0 = Z_i T_e$. Furthermore, $\omega_{\text{pi}}$ is the ion plasma frequency, $\omega_{\text{pi}} = \sqrt{n_{e0} e^2 / (m_i \varepsilon_0)}$, and $t_{\text{acc}}$ is the effective acceleration time. As shown in Fuchs et al. (2006), $t_{\text{acc}} \sim 1.3 \tau_{\text{laser}}$ matches well with experimental results. This scaling provides similar results [see Fuchs et al. (2006)] to the one presented in Mora (2005), where a more refined fluid model of plasma expansion into a vacuum was introduced, which takes into account the finite size of the plasma. The number of accelerated ions per unit energy is given by (Mora 2003; Fuchs et al. 2006)

$$\frac{dN}{dE} = \frac{n_{e0} C_i S_{\text{sheath}}}{\sqrt{2 \delta_0 \varepsilon_0}} \exp \left(-\sqrt{2E/\delta_0}\right).$$

In order to obtain the cutoff energy and the energy spectrum of the ions, the ion and electron densities and the electron temperature must be known. The ponderomotive scaling
is adopted for the electron temperature,

\[ T_e = \frac{m_e c^2}{2} \left[ \sqrt{1 + \frac{I \lambda_{\mu m}^2}{1.37 \times 10^{18}}} - 1 \right], \tag{4} \]

where \( m_e \) is the electron mass, \( I \) is the laser intensity in \( \text{W/cm}^2 \), and \( \lambda_{\mu m} \) is the laser wavelength in micrometers. As shown in Fuchs et al. (2006), the total number of electrons accelerated into the target is

\[ N_e = f_{\text{abs}} E_{\text{laser}} / T_e, \tag{5} \]

where \( E_{\text{laser}} \) is the laser energy and \( f_{\text{abs}} \) is the fraction of laser light that is absorbed into the preplasma as fast electrons. According to experimental results, the empirical fraction \( f_{\text{abs}} \) can be given as (Fuchs et al. 2006)

\[ f_{\text{abs}} = 1.2 \times 10^{-15} \rho^{0.74} \tag{6} \]

with a maximum of 0.5. Alternatively, one can use more recent experimental laser absorption data that has been reported for a large range of intensities (Ping et al. 2008; Levy et al. 2014). We note that the agreement with the empirical expression [Eq. (6)] used above is good for the laser parameter regime of TNSA under consideration, when taking into account the experimental error bars.

We now turn to the charge state of the ions in the plasma. As shown in Hegelich et al. (2002), with the strong space-charge field created at the rear surface of the target in TNSA, field ionization by barrier suppression is the dominant ionization mechanism at the rear of the target. The \( q^+ \) ionic state will be created as soon as the electric field is above the threshold (Hegelich et al. 2002)

\[ E_{q}^{\text{thresh}} = \frac{U_q e_0 \pi}{q e}, \tag{7} \]

where \( U_q \) is the ionization potential in eV. As a first approximation, we assume \( Z_i \) to be the charge state that can be reached under the initial electric field at the ion front predicted by the fluid model (Mora 2003) discussed here,

\[ E_{\text{front},0} = \sqrt{2/E_{\text{laser}} (n_e T_e / e_0)^{1/2}. \tag{8} \]

For the case of \(^{13}\text{C} \) under consideration, we adopt the values of \( U_q \) and \( E_{q}^{\text{thresh}} \) used in Hegelich et al. (2002). These values are also shown in Table 1.
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<table>
<thead>
<tr>
<th>( q )</th>
<th>( U_q ) [eV]</th>
<th>( E_{q}^{\text{thresh}} ) [V/m]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>11.2</td>
<td>( 2.2 \times 10^{10} )</td>
</tr>
<tr>
<td>2</td>
<td>24.4</td>
<td>( 5.2 \times 10^{10} )</td>
</tr>
<tr>
<td>3</td>
<td>47.9</td>
<td>( 1.3 \times 10^{11} )</td>
</tr>
<tr>
<td>4</td>
<td>64.5</td>
<td>( 1.8 \times 10^{11} )</td>
</tr>
<tr>
<td>5</td>
<td>392</td>
<td>( 5.3 \times 10^{12} )</td>
</tr>
<tr>
<td>6</td>
<td>490</td>
<td>( 7.0 \times 10^{12} )</td>
</tr>
</tbody>
</table>

Table 1. The ionization potential \( U_q \) and threshold \( E_{q}^{\text{thresh}} \) of the electric field for the creation of the \( q^+ \) charged state state of carbon. These values are adopted from Hegelich et al. (2002).

\[ Z_i Z_j \alpha \sqrt{m_i / (2E_{q})} \] with \( \alpha \) being the fine-structure constant. Here, \( Z_i \) and \( Z_j \) are the charge numbers of the interacting nuclei and \( m_i \) is their reduced mass, \( m_i = m_1 m_2 / (m_1 + m_2) \), where \( m_1 \) and \( m_2 \) are the masses of the nuclei. The cross-section provided in Eq. (9) assumes that the Coulomb potential of the interacting nuclei is that resulting from bare nuclei. However, this picture of nuclear reactions could be drastically affected inside plasmas, owing to the charge screening effects. According to the classical theory of plasmas, in weakly coupled plasmas, i.e., plasmas in which the Coulomb interaction energy between the nucleus and the nearest few electrons and nuclei is small compared to the thermal energy \( T \), each particle only feels the effect of the particles at a distance smaller than the Debye length while, on longer scales, the plasma is quasi-neutral (Atzeni & Meyer-ter Vehn 2004). The nuclear reaction rate in such a plasma is therefore enhanced by a factor of (Salpeter 1954; Gruzinov & Bahcall 1998)

\[ \frac{g_{\text{scr}}}{\lambda_D} = \exp \left( \frac{Z_i Z_j \alpha}{T \lambda_D} \right), \tag{10} \]

where \( \lambda_D \) is the Debye length,

\[ \frac{1}{\lambda_D} = 4 \pi n \alpha / T \zeta^2, \tag{11} \]

with

\[ \zeta = \left[ \sum_i X_i Z_i^2 / A_i + \left( f' / f \right) \sum_i X_i Z_i^2 / A_i \right]^{1/2}, \tag{12} \]

and \( n \) being the baryon number density. Here, \( X_i, Z_i, \) and \( A_i \) are the mass fraction, the nuclear charge, and the atomic weight of ions of type \( i \), respectively. The ratio \( f' / f \) accounts for the electron degeneracy (Salpeter 1954), which for the plasmas under consideration \( f' / f \approx 1 \). The detailed description of the term \( f' / f \) can be found in Salpeter (1954). It is important to notice here that the Salpeter formula (10) is valid under the assumption (Salpeter 1954)

\[ \mathcal{J}_Z = \left( \frac{Z \alpha}{2 \alpha_{\text{iz}}} \right) T^{-1} \ll 1, \tag{13} \]
where \( \mathcal{I}_z \) stands for the ratio of the ionization potential of a \( K \)-shell electron in a hydrogen-like atom of charge \( Z \) to the mean thermal energy and \( a_0 \) is the Bohr radius for such an atom. Under this assumption, all atoms are completely ionized.

The averaged reactivity for the fusion of two positively charged nuclei in plasmas can be written as (Salpeter 1954; Gruzinov & Bahcall 1998; Atzeni & Meyer-ter Vehn 2004)

\[
<\sigma v>_{scr} = g_{scr} <\sigma v>,
\]

where \( <\sigma v> \) is the averaged reactivity neglecting screening.

The expression (10) is valid for the weak-screening case. In astrophysical environments, in addition to the weak-screening regime, it is also possible to reach the intermediate-screening and the strong-screening regimes (Salpeter 1954; Salpeter & Van Horn 1969; Graboske et al. 1973; Dzitko et al. 1995; Gruzinov & Bahcall 1998) when going to more extreme conditions. However, in the plasmas under consideration here, which are produced by an intense optical laser interacting on a gas jet target, the density is typically lower than 10\(^{21} \) cm\(^{-3} \) and the temperature reaches values between \( \sim 100 \) eV and a few keV. For these parameters, the weak-screening effect applies and we focus on this regime in the following.

4. RESULTS AND DISCUSSION

In this section, we present our numerical results and a discussion on the reaction \( ^{13}\text{C}(^{4}\text{He}, n)^{16}\text{O} \) in \( ^{4}\text{He} \) plasmas. As shown in the Salpeter formula (10), high-density plasmas are preferred in order to have a significantly large screening enhancement. With already available technology, gas jets with densities of several times of \( 10^{20} \) cm\(^{-3} \) or even \( 10^{21} \) cm\(^{-3} \) can be obtained [see, e.g., Schmid & Veisz (2012); Sylla et al. (2012)]. Therefore, in the present work, we focus on the density range between \( 10^{20} \) cm\(^{-3} \) and \( 10^{21} \) cm\(^{-3} \) for \( ^{4}\text{He} \). The plasma target is then created by a second laser interacting with the gas jet, as illustrated in Fig. 1. The requirements on this laser are less stringent than the ones for the first laser responsible for TNSA; in particular, a large power and high-energy pulse would be advantageous for a large focal spot and stable operation over a longer pulse duration. However, intensities of \( 10^{14} \) W/cm\(^2 \) are already sufficient to create the target plasma. We note that some rough numerical simulations for nuclear reactions in the gas jet target have been presented in the original ELI-NP TDR (Roth et al. 2015), however, focusing mostly on low gas jet densities (\( \sim 10^{18} \) cm\(^{-3} \)) and the low-energy part of the reactions. In this work, we go beyond that to address the plasma screening effects in fusion reactions.

Figure 2 shows the enhancement factor \( g_{scr} \) as a function of the temperature \( T \) for the reaction \( ^{13}\text{C}(^{4}\text{He}, n)^{16}\text{O} \) in \( ^{4}\text{He} \) plasmas predicted by the formula (10); results for selected helium densities are shown in Fig. 2(a) and results for different carbon charge states are shown in Fig. 2(b). The plots show that the enhancement factor approaches unity for high plasma temperatures. The screening effects are quite small for temperatures \( T \sim 1 \) keV in the plasmas under consideration. When decreasing the plasma temperature to \( T \sim 100 \) eV, the enhancement factor \( g_{scr} \) becomes significantly large because it is comparable to values in astrophysical scenarios [see, e.g., Salpeter (1954); Dzitko et al. (1995); Gruzinov & Bahcall (1998)]. Therefore, in the following, we focus on the cases for \(^{4}\text{He} \) plasmas with temperatures of \( T = 100 \) eV.

Turning to the \(^{13}\text{C} \) ions produced in the TNSA scenario, we show in Fig. 3 two examples of ion spectra predicted by the TNSA model described in Sec. 2. In these two examples, a \(^{13}\text{C} \) target thickness of 5 \( \mu \text{m} \) is considered. We consider here isotopically enriched \(^{13}\text{C} \) targets enriched \(^{13}\text{C} \) targets are available and have been already used in \(^{13}\text{C} \)-related experiments (Harissopulos et al. 2005; Heil et al. 2008). Furthermore, since the ion beam from TNSA is originating from the rear surface of the target (Hegelich et al. 2002; Fuchs et al. 2006; Macchi et al. 2013), it is possible to obtain similar \(^{13}\text{C} \) ion beams using conductor targets covered with a thin \(^{13}\text{C} \)
layer on the rear surface. We first consider the case of a laser of peak intensity \( I = 10^{20} \text{ W/cm}^2 \), peak power \( P = 10 \text{ PW} \) and pulse duration \( \tau_{\text{pulse}} = 25 \text{ fs (FWHM)} \) interacting with the target (we denote this case as case A). The space-charge field created at the rear surface of the target can reach a value higher than \( 10^{13} \text{ V/m} \). Therefore, \(^{13}\text{C} \) ions with the charge state \( 6^+ \) can be produced. As a second case, we consider the interaction with a laser of peak intensity \( I = 10^{19} \text{ W/cm}^2 \), peak power \( P = 1 \text{ PW} \), and pulse duration \( \tau_{\text{pulse}} = 250 \text{ fs (FWHM)} \); we denote this case as case B. Now only a lower space-charge field can be created. Therefore, only up to \(^{4}\text{He} \) can be produced in this case. We adopt in this work a wavelength of 800 nm for the laser, which is the same as the one of the two ELI-NP lasers (Roth et al. 2015).

In Fig. 3 it is shown that for case A a larger number of high-energy ions can be obtained than in case B, though they have similar values for the low-energy part. As shown in the ponderomotive scaling (4), the electron temperature is higher for the case of the high-intensity laser. Therefore, the exponential term in Eq. (3) decreases more slowly for the high-intensity laser when increasing the ion energy. In other words, since the space-charge field created at the rear surface of the target is higher for case A, it is obvious that this configuration can accelerate more ions to high energy.
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**Figure 3.** Number of TNSA-accelerated \(^{13}\text{C} \) ions per unit energy. The thickness of the \(^{13}\text{C} \) target is \( 5 \mu\text{m} \). Solid black line: laser parameters corresponding to case A described in text. In this case, the charge state of the \(^{13}\text{C} \) ions is \( 6^+ \). Dashed red curve: laser parameters corresponding to case B described in text. In this case, the charge state of the \(^{13}\text{C} \) ions is \( 4^+ \).

In order to obtain a pure carbon ion beam from TNSA, one needs to remove the contaminants that are always adsorbed on the target surface. This can be made by resistive heating [see Hegelich et al. (2002)] or surface cleaning [see Allen et al. (2004)]. We note also that TNSA will produce multiple charge states simultaneously [see, e.g., Hegelich et al. (2002)]. As a first approximation, here we restrict our calculations to the highest charge state that can be reached only, as detailed in Sec. 2.

Now we turn to the calculation of neutron events for the reaction \(^{13}\text{C}(^{4}\text{He}, n)^{16}\text{O} \) in the envisaged experimental setup, considering the ion spectra calculated by the TNSA model described in Sec. 2. In order to do this, knowledge of the nuclear cross-section for the reaction \(^{13}\text{C}(^{4}\text{He}, n)^{16}\text{O} \) is also necessary. A combination of experimental results and a fit of the data for the reaction \(^{13}\text{C}(^{4}\text{He}, n)^{16}\text{O} \) has been shown in Xu et al. (2013). We adopt here, as an approximation, the fit of the \( S(E_c) \) in Xu et al. (2013) for the low-energy part \( (E_c < 0.97 \text{ MeV}) \), and the cross-section data form Harissopulos et al. (2005) for the high-energy part \( (E_c > 0.97 \text{ MeV}) \), respectively.

Taking into account that the density of ions from TNSA is normally much lower than the density of the secondary target under consideration, the influence of the fast ions from TNSA on the secondary target is expected to be negligible. The reaction events per laser pulse per unit energy of the incident fast ions are then given as

\[
d\overline{N} = \frac{dN}{dE} g_{\text{scr}} \langle \sigma(E_c) \rangle n_s d, \tag{15}
\]

\[
d\overline{N} = \frac{dN}{dE} \sigma(E_c) n_s d, \tag{16}
\]

for fusion reactions in a secondary plasma target [Eq. (15)] and in a secondary gas target [Eq. (16)], respectively. Here \( n_s \) is the ion (atom) number density of the secondary target and \( d \) is its thickness. Furthermore, \( \langle \sigma(E_c) \rangle \) stands for the averaged cross-section under the Maxwellian distribution of the plasma target. For the sake of self-consistency and simplicity, in numerical calculations, \( \langle \sigma(E_c) \rangle \) is obtained from a one-dimensional (1D) system, since the model adopted here for TNSA is also a 1D model.

It is worth mentioning here that the reaction events Eqs. (15) and (16) are given under the assumption that the secondary target is a thin target such that the stopping of the fast ions passing through the target is negligible. Applying now the expressions above to the reaction \(^{13}\text{C}(^{4}\text{He}, n)^{16}\text{O} \) in the considered experimental setup, \( d\overline{N}/dE \) of Eqs. (15) and (16) give the neutron events per laser pulse per unit energy of the incident fast ions, and the density \( n_s \) becomes the \(^4\text{He} \) density \( n_{\text{He}} \).

We show in Fig. 4 the neutron spectra for the reaction \(^{13}\text{C}(^{4}\text{He}, n)^{16}\text{O} \) in \(^4\text{He} \) plasmas with temperatures of \( T = 100 \text{ eV} \) and \( T = 1 \text{ keV} \). For the TNSA part, we adopt the same target and laser parameters as in the case A of Fig. 3. The \(^4\text{He} \) plasma density \( n_{\text{He}} \) is \( 5 \times 10^{20} \text{ cm}^{-3} \) and the thickness of the plasma is \( 100 \mu\text{m} \). We can learn from Fig. 4 that when the \(^{13}\text{C} \) ion energy \( E \lesssim 4 \text{ MeV} \), the number of neutron events is very small. This is mainly due to the small cross-section of the reaction for \( E_c \lesssim 1 \text{ MeV} \). Figure 4 also shows a quite strong averaging effect due to the plasma for
the case of $T = 1$ keV. The feature of detailed resonances in the cross-section [see Xu et al. (2013)] is washed out by the plasma at the higher temperature, and the neutron spectrum has less of a pronounced appearance. In contrast, for the case of $T = 100$ eV shown in Fig. 4(a), the neutron spectrum clearly follows the detailed feature of the cross-section.
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**Figure 4.** Number of neutron events per laser pulse per unit energy of the incident $^{13}$C ions interacting with a plasma target. For the TNSA part, the thickness of the $^{13}$C target is 5 µm, the peak intensity of the incident laser is $10^{20}$ W/cm², the peak power of the laser pulse is 10 PW, and the pulse duration is 25 fs, respectively (case A discussed in the text). We consider the $^{4}$He plasma density $n_{\text{He}} = 5 \times 10^{20}$ cm⁻³, the thickness 100 µm, and the temperatures (a) 100 eV and (b) 1 keV, respectively.

Integrating Eqs. (15) and (16), we obtain the total number $\mathcal{N}$ of neutron events per laser pulse for the reaction under investigation. The results of the total number $\mathcal{N}$ of neutron events per laser pulse are shown in Table 2, in the cases of $^{4}$He plasma with density $n_{\text{He}} = 5 \times 10^{20}$ cm⁻³, thickness 100 µm, and temperature 100 eV. Several laser parameter sets and target thicknesses for TNSA are adopted in Table 2. For the sake of comparison, we also show in Table 2 the total number of neutron events for the cases of a $^{4}$He gas target. The number of neutron events in the case of the carbon ions interacting with the plasma is significantly larger than the one interacting with the gas target; in particular, the differences are larger than 10% for the cases of $^{6}$C⁺. These differences are mainly coming from the screening enhancement, since the energy contribution from the plasma to the reaction is negligible for the case of $T = 100$ eV [see also Fig. 4(a)]. The detection of these differences could determine for the first time experimentally the screening enhancement factor.

### Table 2

<table>
<thead>
<tr>
<th>$P$ [PW]</th>
<th>10</th>
<th>10</th>
<th>10</th>
<th>10</th>
<th>5</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I$ [W/cm²]</td>
<td>$10^{20}$</td>
<td>$10^{20}$</td>
<td>$10^{20}$</td>
<td>$10^{20}$</td>
<td>$3 \times 10^{19}$</td>
<td>$10^{19}$</td>
</tr>
<tr>
<td>$\tau_{\text{Laser}}$ [fs]</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>25</td>
<td>50</td>
<td>250</td>
</tr>
<tr>
<td>$d_{t}$ [µm]</td>
<td>10</td>
<td>5</td>
<td>1</td>
<td>0.1</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>$^{13}$C ion charge state</td>
<td>6⁺</td>
<td>6⁺</td>
<td>6⁺</td>
<td>6⁺</td>
<td>5⁺</td>
<td>4⁺</td>
</tr>
<tr>
<td>$\mathcal{N}$ for plasma [$10^{4}$]</td>
<td>19.6</td>
<td>24.5</td>
<td>30.1</td>
<td>31.5</td>
<td>5.69</td>
<td>2.75</td>
</tr>
<tr>
<td>$\mathcal{N}$ for gas target [$10^{4}$]</td>
<td>17.3</td>
<td>21.6</td>
<td>26.5</td>
<td>27.7</td>
<td>5.12</td>
<td>2.53</td>
</tr>
</tbody>
</table>

**Table 2.** The total number $\mathcal{N}$ of neutron events per laser pulse for $^{4}$He gas and plasma targets. We consider the target density $n_{\text{He}} = 5 \times 10^{20}$ cm⁻³ and target thickness 100 µm for both cases. For the $^{4}$He plasma target, the plasma temperature is 100 eV. Results for several laser parameter sets and target thicknesses for TNSA are presented.

Furthermore, we show in Table 3 the total number of neutron events per laser pulse for selected $^{4}$He densities. Here, we adopt the same target and laser parameters as in case A of Fig. 3 for the TNSA part. As expected, the difference between the two scenarios of fast ions interacting with the plasma and gas targets increases with increasing density of the $^{4}$He target. As shown in Table 3, the difference reaches $\sim 20\%$ for the density $n_{\text{He}} = 10^{21}$ cm⁻³. Such high-density gas jet targets are experimentally more challenging to realize, but have been recently demonstrated (Sylla et al. 2012).

### Table 3

<table>
<thead>
<tr>
<th>$n_{\text{He}}$ [cm⁻³]</th>
<th>$10^{21}$</th>
<th>$5 \times 10^{20}$</th>
<th>$10^{20}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{N}$ for plasma [$10^{4}$]</td>
<td>51.6</td>
<td>24.5</td>
<td>4.57</td>
</tr>
<tr>
<td>$\mathcal{N}$ for gas target [$10^{4}$]</td>
<td>43.1</td>
<td>21.6</td>
<td>4.31</td>
</tr>
</tbody>
</table>

**Table 3.** The total number $\mathcal{N}$ of neutron events per laser pulse for $^{4}$He gas and plasma targets. The thickness of the $^{4}$He target is in both cases 100 µm. For the plasma target, the temperature is 100 eV. In the TNSA part, the thickness of the $^{13}$C target is 5 µm, the peak intensity of the incident laser is $10^{20}$ W/cm², the peak power of the laser pulse is 10 PW, and the pulse duration is 25 fs, respectively (case A discussed in the text).

We also study the effects of the plasma temperature on the total number of neutron events. The results of the number $\mathcal{N}$ of neutron events per laser pulse for selected temperatures $T$ of $^{4}$He plasmas are shown in Table 4. The values show that...
for the plasma temperatures 500 eV and 1 keV, the differences between the two scenarios of fast ions interacting with the plasma target and the gas target are much smaller than the ones shown in Tables 2 and 3. The screening effects are very small for high plasma temperatures at the densities considered. Furthermore, with increasing plasma temperature, the energy contribution from the plasma to the reaction center-of-mass grows. This will also effect the number of neutron events. Therefore, as shown in Table 4, for the case of C\(^{5+}\) and \(T = 1 \text{ keV}\), the number of neutron events in the plasma can be even smaller than the one in the gas target.

5. SUMMARY AND CONCLUSIONS

We have theoretically investigated a proposed experimental setup for nuclear reactions in laser-generated plasmas at ELI-NP, where two laser beams generate two colliding plasmas (Roth et al. 2015). One of these two plasmas is a rapidly streaming plasma (ion flow), which is produced by an intense laser pulse interacting on a solid target through the TNSA mechanism. The second plasma in this experimental setup is a cold plasma that is produced by the interaction of a second laser pulse on a gas jet target. We have used an isothermal, fluid model (Mora 2003; Fuchs et al. 2006) to model the TNSA scheme. With the ion spectrum obtained from this model, we have studied the fusion reactions in the interaction of the rapidly streaming plasma (ion flow) on the secondary target.

As the first case of study, we have considered the reaction \(^{13}\text{C}^{(4}\text{He}, n)^{16}\text{O}\), which is one of the important helium burning processes, as well as one of the main neutron sources for the \(s\)-process (De Loore & Doom 1992; Gallino et al. 1998; Heil et al. 2008). We have obtained the neutron spectra and the total number of neutron events expected in this experimental setup, based on the ELI-NP laser parameters of Roth et al. (2015). We have found that it is possible to determine the plasma screening enhancement factor (Salpeter 1954; Gruzinov & Bahcall 1998) for fusion reactions in plasmas by detecting the difference of the reaction events between the two scenarios of ion flow interacting with the plasma target and the gas target (i.e., without the use of the second laser pulse). By selecting appropriate experimental conditions, this difference in neutron events for reaction \(^{13}\text{C}^{(4}\text{He}, n)^{16}\text{O}\) exceeds 10% and can even reach \(\sim 20\%\). This work shows a possible way to experimentally access and understand the plasma screening effect for nuclear reactions in stellar environments in the weak-screening regime. This could allow for the first time the evaluation of nuclear reactions in stellar environments. While it is obvious that laser-generated plasmas in the laboratory cannot cover all parameter ranges present in astrophysical environments, a verification of the screening theory in the available weak-screening regime would be very valuable and significantly advance the field of nuclear astrophysics.
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### Table 4

<table>
<thead>
<tr>
<th>(P \text{ [PW]})</th>
<th>(I \text{ [W/cm}^2)</th>
<th>(\tau_{\text{las}} \text{ [fs]})</th>
<th>(d_0 \text{ [(\mu\text{m})]})</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>5</td>
<td>1</td>
<td>10</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>10</td>
<td>5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(N) for plasma (10^4)</th>
<th>(N) for gas target (10^4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>21.8</td>
<td>5.12</td>
</tr>
</tbody>
</table>

The total number \(N\) of neutron events per laser pulse for selected temperatures \(T\) of the \(^4\text{He}\) plasma target, and for the case of a gas target. The density of the \(^4\text{He}\) target all cases is \(n_{\text{He}} = 5 \times 10^{20} \text{ cm}^{-3}\) and its thickness is 100 \(\mu\text{m}\), respectively.