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Single, but not dual, attention 
facilitates statistical learning of two 
concurrent auditory sequences
Tatsuya Daikoku1,2 & Masato Yumoto1

When we are exposed to a novel stimulus sequence, we can learn the sequence by extracting a 
statistical structure that is potentially embedded in the sequence. This mechanism is called statistical 
learning, and is considered a fundamental and domain-general process that is innate in humans. In the 
real-world environment, humans are inevitably exposed to auditory sequences that often overlap with 
one another, such as speech sound streams from multiple speakers or entangled melody lines generated 
by multiple instruments. The present study investigated how single and dual attention modulates brain 
activity, reflecting statistical learning when two auditory sequences were presented simultaneously. 
The results demonstrated that the effect of statistical learning had more pronounced neural activity 
when listeners paid attention to only one sequence and ignored the other, rather than paying attention 
to both sequences. Biased attention may thus be an essential strategy when learners are exposed to 
multiple information streams.

The brain is a learning system that adapts to multiple stimuli in a living environment. Learners can acquire a 
great deal of information attentionally and nonattentionally1, 2. Statistical learning, which is a learning system 
of transitional probabilities in sequential information such as music and language, has been hypothesised to be 
a fundamental, domain-general, and automatic process regardless of attention3–9. Several studies demonstrated 
that the statistical learning of tone sequences could be reflected in neural responses elicited in the auditory cor-
tex10–17; auditory responses to tones that appeared with a higher transitional probability were reduced compared 
to those with a lower transitional probability, while listeners acquired statistical knowledge from the exposed tone 
sequence. However, a previous study suggests that, based on the implicitness of statistical learning in humans, we 
cannot delineate learned statistical knowledge, even when we tried to “intentionally” learn statistical knowledge13. 
Although humans are unaware of the learned statistical structure of auditory sequences, they can, instead, rec-
ognize sequences with at least nine tones transitioned with high probability as familiar tone sequences13, 14, 16, 17.  
Thus, statistical knowledge itself is implicit and does not reach the level of explicit awareness, whereas it can be 
alternatively expressed via an abstract medium such as a musical melody.

Using a Markov chain11, 13, 14, 16, 17 or a word segmentation task10, 12, 15, 17, previous studies demonstrated 
that auditory statistical learning could be reflected in auditory event-related responses, such as P1/P1 m12, 16, 
N1/N1 m or mismatch negativity/mismatch field10–15, 17, and P2/P2 m11, peaking in a latency range from 50 
to 200 ms after stimulus onset. Some studies suggest that the learning effect relationship with P1 m involves 
music expertise and specialised training experience12, 16. When pure tone sequences were presented, learning 
effects on P1 m, but not N1 m, were larger in musicians compared with non-musicians12. In our previous study, 
the statistical learning of atonal chord sequences of augmented triads was reflected in P1 m16. However, when 
auditory sequences of complex tones were presented, statistical learning was reflected in N1 m13, 14, 17. Thus, 
the type of the stimulus, the structural character of the stream, attention to the stimuli, and the instructions 
given to the listeners may modulate neural responses for statistical learning in the auditory cortex. However, 
the relationships between event-related responses elicited in the auditory cortex and statistical learning effect 
is still controversial.

Despite nonattentional sensitivity to statistics in humans, we often attentionally access linguistic and musi-
cal knowledge that potentially involves statistical information. A previous neurophysiological study on auditory 
statistical learning demonstrated that attentional statistical learning could be more effective than nonattentional 
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statistical learning13. This suggests that attention to the auditory stimuli modulates the neural basis underlying 
statistical learning in the auditory cortex. According to the predictive coding theory18, the brain constantly gener-
ates probabilistic predictions based on learned knowledge. When a predicted tone is presented, there is a suppres-
sion of activities in the primary auditory cortex. In the previous studies on auditory statistical learning, auditory 
responses to predictable tones were reduced compared to unpredictable tones. Thus, there might be relationships 
between attention and prediction in auditory mechanisms underlying statistical learning. It is necessary to verify 
how neural responses in the auditory cortex are modulated by attention, in relation to prediction during auditory 
statistical learning.

Given the superiority of the attentional strategy over the nonattentional strategy for statistical learning, it is 
not known why we possess nonattentional learning ability. It might be difficult to pay attention to every detail of 
multiple information streams that can occur concurrently as a result of cognitive capacity limitations in humans19. 
Our living environment, however, is rich in overlapping sound streams, such as human voices, musical instru-
ments, water, and wind. In general, learners can acquire a great deal of information through both attentional and 
nonattentional processes1, 2. A previous study behaviourally demonstrated that attentional and nonattentional 
learning operated independently and in parallel when learners were presented with two simultaneous streams of 
stimuli20. Thus, nonattentional learning may be necessary when learners are simultaneously exposed to multiple 
pieces of auditory information. Few studies have neurophysiologically investigated nonattentional and attentional 
statistical learning when humans are simultaneously exposed to multiple auditory streams of statistically struc-
tured sequences. In the present study, we used magnetoencephalography (MEG) to investigate how attentional 
and nonattentional learning were reflected in neurological responses in the auditory cortex when participants 
were presented with two simultaneous streams of tones.

Results
Experimental procedure.  The experiment consisted of two sessions. In each session, MEG was carried out 
on the participants while they were listening to a dyad (two-note chord) sequence, and learning achievement was 
evaluated using behavioural tests (Fig. 1). The dyad sequences can be separated into high- and low-voiced concur-
rent tone sequences, within which the intervals were separated by more than an octave and presented every 0.5 s. 
The tone transition in high- and low-voice sequences was independently ruled by distinct second-order Markov 
chains, such that a forthcoming tone was statistically defined by the latest two successive tones in each voice 
(Fig. 2). Hereafter, the tones that appeared with higher and lower transitional probabilities are termed frequent 
and rare tones, respectively.

In the single attention session, participants were instructed to listen to either the high- or low-voice sequence 
(attended sequence) and ignore the other sequence (ignored sequence). After MEG measurement, partici-
pants completed an interview in which they were presented with 30 series of 8 tones. Participants then reported 
whether each 8-tone series sounded familiar. The 30 series of 8 tones were categorised into three types, and the 
presentation order was randomised. In the 10 series, tones were ordered based on the same constraint as the 
ignored sequence (tone series I). In an additional 10 series, tones were ordered based on the same constraint as 
the attended sequence (tone series A). In the remaining 10 series, tones were pseudo-randomly ordered (random 
tone series). The target of analysis was the MEG responses to the dyads, which were categorised into four groups: 
2 (frequent, rare) × 2 (attended and ignored sequences).

In the dual attention session, participants were instructed to listen to both the high- and low-voice sequences. 
After MEG measurement, participants completed an interview in which they were presented with 30 series of 
8 tones. Participants then reported whether each 8-tone series sounded familiar. The 30 series of 8 tones were 
categorised into three types, and the presentation order was randomised. In the 10 series, tones were ordered 
based on the same constraint as the high-voice sequence (high-voice series). In an additional 10 series, tones were 
ordered based on the same constraint as the low-voice sequences (low-voice series). In the remaining 10 series, 
tones were pseudo-randomly ordered (random tone series). The target of analysis was the MEG responses to the 
dyads, which were categorised into four groups: 2 (frequent, rare) × 2 (high- and low-voiced).

Behavioural results.  In the single attention session, the results of two-tailed t-tests indicated that the famili-
arity ratios were significantly above chance level in both tone series A and I (tone series A: t[14] = 2.74, p = 0.016; 
tone series I: t[14] = 2.72, p = 0.017) (Fig. 3). The analysis of variance (ANOVA) for the single attention session 
detected a significant difference (F[2, 28] = 4.79, p = 0.016). The Bonferroni-corrected post-hoc test revealed that 

Figure 1.  Experimental procedure. The dyad sequences with 728 two-tones can also be interpreted as two 
simultaneous sequences that consisted of low- and high-voice sequences. After measuring MEG, participants 
completed an interview in which they were presented with 30 series of eight single tones.
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there was no significant difference. In the dual attention session, the results of two-tailed t-tests indicated that 
the familiarity ratios were not significantly different from the level of chance in any type of tone series. No other 
significant results were detected in the behavioural tests.

Magnetoencephalographic results.  The averaged amplitudes and latencies of P1 m are shown in Fig. 4. 
Because there were insufficient samples of N1 m and P2 m for statistical analysis based on the criteria of equiv-
alent current dipole (ECD) estimation with a goodness-of-fit above 80%, N1 m and P2 m components were 
excluded from further analysis. In the single attention session, the main stimulus effect on the P1 m peak 
amplitudes and latencies were significant (amplitudes F[3, 33] = 5.62, p = 0.0030; latencies F[3, 33] = 4.52, 
p = 0.0092). The P1 m peak amplitudes for the dyads that consisted of two rare tones in both the ignored 
and attended sequences were significantly increased compared with those for dyads that consisted of a rare 
tone in the ignored sequence and a frequent tone in the attended sequence (p = 0.010), and also those for the 
dyads that consisted of two frequent tones in both the ignored and attended sequences (p = 0.0037; Fig. 4). 
The P1 m peak latencies for the dyads that consisted of a frequent tone in the ignored sequence and a rare 
tone in the attended sequence were significantly longer compared with those for the dyads that consisted of a 
rare tone in the ignored sequence and a frequent tone in the attended sequence (p = 0.042), and also those for 
the dyads that consisted of two frequent tones in both the ignored and attended sequences (p = 0.042; Fig. 4). 
The hemisphere-tone interactions of the P1 m peak latencies were significant (F[3, 33] = 3.83, p = 0.019). In 
the dyads that consisted of a rare tone in the ignored sequence and a frequent tone in the attended sequence, 
the P1 m peak latencies were significantly shorter in the left than the right hemispheres (p = 0.022). In the left 
hemisphere, the P1 m peak latencies for the dyads that consisted of a frequent tone in the ignored sequence and 

Figure 2.  State transition diagrams of the Markov chains used in the present study. The paired digits in the 
circles represent two successive tones in the stimulus sequence. A forthcoming tone was statistically defined 
by the last two successive tones. The distinct two of four Markov chains were used in each of the low and high 
voices, and the use of Markov chains was counterbalanced across participants. The solid arrows represent 
transitions from each state with a high probability (80%). The remaining possible transitions from each state to 
the other three states occurred with a low probability (6.67% each); the low probability transitions only from the 
state (1, 2) are shown by dashed arrows to avoid illegibility.
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Figure 3.  Results of answering that the tone series sounded familiar in the (a) single and (b) dual attention 
sessions. (a) In tone series A, tones were ordered based on the same constraint as the attended sequence. In 
tone series I, tones were ordered based on the same constraint as the ignored sequence. In the random tone 
series, tones were pseudo-randomly ordered. (b) In the high-voice series, tones were ordered based on the same 
constraint as for the high-voice sequence. In the low-voice tone series, tones were ordered based on the same 
constraint as in the low-voice sequences. In the random tone series, tones were pseudo-randomly ordered. 
The bars indicate the standard error of the mean. Only the tone series A and I in the single attention session 
significantly sounded familiar to the participants. In the single attention session (a), the familiarity ratios were 
significantly above the level of chance (50%) in both tone series A and I. In the dual attention session (b), the 
familiarity ratios were not significantly different from the level of chance in any type of tone series.

Figure 4.  Grand-averaged peak amplitudes and latencies of source-strength waveforms for the P1 m responses 
(n = 12). The single and dual attention sessions are located on the left and right sides, respectively. Single 
attention session: the red bars represent the responses to dyads that consisted of two rare tones in both the 
ignored and attended sequences; green bars represent the responses to dyads that consisted of a frequent tone 
in the ignored sequence and a rare tone in the attended sequence; yellow bars represent the responses to dyads 
that consisted of a rare tone in the ignored sequence and a frequent tone in the attended sequence; and blue 
bars represent the responses to dyads that consisted of two frequent tones in both the ignored and attended 
sequences. Dual attention session: the red bars represent the responses to dyads that consisted of two rare 
tones in both the high- and low-voice sequences; green bars represent the responses to dyads that consisted 
of a rare tone in the high-voice sequence and a frequent tone in the low-voice sequence; yellow bars represent 
the responses to dyads that consisted of a rare tone in the low-voice sequence and a frequent tone in the high-
voice sequence; and blue bars represent the responses to dyads that consisted of two frequent tones in both the 
high- and low-voice sequences. In the single attention session, the peak amplitudes for the dyads that consisted 
of two rare tones in both the ignored and attended sequences were significantly increased compared with those 
for dyads that consisted of a rare tone in the ignored sequence and a frequent tone in the attended sequence, 
and also those for the dyads that consisted of two frequent tones in both the ignored and attended sequences. 
However, in the dual attention session, no other significant differences were detected.
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a rare tone in the attended sequence were significantly longer compared with those for dyads that consisted of 
a rare tone in the ignored sequence and a frequent tone in the attended sequence (p = 0.014), and also those for 
the dyads that consisted of two frequent tones in both the ignored and attended sequences (p = 0.023). In the 
dual attention session, no other significant differences were detected.

Discussion
By learning statistics of transitional probabilities embedded in tone sequences, learners can predict a tone 
that will follow certain preceding tones in the sequence. With this prediction for upcoming tones, tones with 
higher transitional probability (i.e., more predictable tones) lead to a decrease in amplitude and shortening of 
latencies in neural responses. In contrast, tones with lower transitional probability (i.e., less predictable tones) 
lead to an increased neural response amplitude10–17. In the present study, participants were presented with two 
simultaneous tone sequences that had tones with higher and lower transitional probabilities (i.e., frequent and 
rare tones, respectively). Based on the combinations of frequent and rare tones in the two simultaneous tone 
sequences, there were four types of dyads: a dyad that consisted of two frequent tones in both sequences, a 
dyad that consisted of two rare tones in both sequences, a dyad that consisted of a frequent tone in a sequence 
and a rare tone in the other sequence, and vice versa. If participants could acquire statistical knowledge in 
the two tone sequences, the dyad that consisted of two frequent tones should have the lowest amplitudes, and 
those consisting of two rare tones should have the highest amplitudes. In contrast, the increase in responses to 
the dyad that consisted of a frequent tone and a rare tone can be interpreted as a statistical learning effect of a 
sequence with a rare tone.

In the single attention session, the participants were instructed to listen to one of the two simultaneous 
sequences and ignore the other sequence. In the dual attention session, the participants were instructed to listen 
to both of the two simultaneous sequences. As a result, in the single attention session, the neural responses to the 
dyad that consisted of two rare tones in both the attended and ignored sequences were significantly increased 
compared with those that consisted of two frequent tones in both the attended and ignored sequences. The chord 
that consisted of two rare tones in both the attended and ignored sequences evoked the highest amplitude of 
the four types of chords. The chord that consisted of a rare tone in the attended sequence and a frequent tone in 
the ignored sequence evoked the second highest amplitude of the four. The chord that consisted of a rare tone 
in the ignored sequence and a frequent tone in the attended sequence evoked the third highest amplitude of 
the four. The chord that consisted of two frequent tones in both the attended and ignored sequences evoked the 
lowest amplitude of the four. The peak response latency for the chords that consisted of a rare tone in the ignored 
sequence and a frequent tone in the attended sequence were significantly shorter compared with those for the 
dyads that consisted of a frequent tone in the ignored sequence and a rare tone in the attended sequence. These 
results suggest that statistical learning was facilitated in attentional learning but not in nonattentional learning, 
which is in agreement with the results of our previous study13.

In contrast, no significant statistical learning effect was detected in the dual attention session. The findings 
in the single and dual attention sessions were also consistent with the behavioural data. Our results suggest 
that the statistical learning of two simultaneous auditory sequences may be facilitated by paying attention only 
to one sequence (i.e., attentional learning) and ignoring the other sequence (i.e., nonattentional learning), 
whereas the learning effect could not be detected when paying attention to both sequences. This hypothesis 
might be consistent with previous studies19. Attentional access to much of the information that occurs concur-
rently could interfere with the acquisition of this information because cognitive capacity is limited in humans. 
In natural auditory environments, however, learners can concurrently acquire a great deal of information 
through both attentional and nonattentional processes. Earlier studies suggested that the brain regions and 
activation patterns engaged during attentional and nonattentional learning might be partially distinct21–25. It 
has been reported that the neural basis for the spatial dichotomy that underlies attentional and nonattentional 
learning predominantly depends on the frontal lobe and the striatum, respectively26–29. In other words, there 
might be a specific cognitive capacity underlying nonattentional learning that is independent of the capacity 
underlying attentional learning. A previous study behaviourally demonstrated that attentional and nonatten-
tional learning operates independently and in parallel when learners were presented with two simultaneous 
streams of stimuli19. Our neurophysiological findings are consistent with those of the previous study. The 
attentional and nonattentional statistical learning of two simultaneous auditory sequences was reflected in P1 
responses, which have been considered to be generated in the vicinity of the primary auditory cortex. When 
humans have learned transitional probabilities in an auditory sequence, they can predict a forthcoming tone 
that will frequently follow preceding tones in the sequence. Prediction of forthcoming tones that will appear 
with higher transitional probability reduces P1 responses in the auditory cortex. Through biased attention in 
the present study, participants might be able to clearly distinguish and better predict each sequence. We could 
not, however, demonstrate a difference in the neural basis underlying nonattentional and attentional statistical 
learning because of the methodological limitations of this study. Further research is needed to clarify the neu-
ral substrates for nonattentional and attentional learning.

Previous studies suggest that statistical learning can be reflected in the late components such as N1 and 
P2 and also in the earlier component, P110–15, 17. Previous studies reported that learning effects on P1 were 
not correlated with the other event-related responses30–32. Some studies suggest that the learning effect 
relationship with P1 involves music expertise and specialised training experience33, 34. Paraskevopoulos et 
al. demonstrated that, in the initial phase of statistical learning, learning effects on P1, but not N1, were 
larger in musicians compared with non-musicians12. In our previous study, the statistical learning of chord 
sequences was reflected in P116. Another study reported that, in learning the chord progression with condi-
tional probability, the learning effects on the later responses such as early anterior negativity (EAN: 150–250 
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ms)35, 36 were facilitated by musical training37. Especially in the initial learning phase such as statistical 
learning, earlier responses of the P1 may be more associated with perception of musical sequences compared 
with other components.

In the neurophysiological studies using the paired-click paradigm, the P1 responses are measured as a marker 
of sensory gaiting function38. Compared to single sine tones, the click tones contain a broad frequency spectrum 
and recruit more neural activity. In the present study, the complex tones may have helped elicit the P1 responses, 
otherwise showing relatively high inter-individual variability among other components. In addition, infinite aver-
aging of continuous data at every SOA of 0.5 s eliminates signals below a frequency of 2 Hz. The relatively short 
SOA of 0.5 s corresponding to the applied high-pass filter of 2 Hz may be critical to refractory recovery of the late 
components such as P2.

Neuroimaging studies have shown that the P1 and N1 components are generated in the auditory cortex with 
different topographies39, 40. P1 and N1 are generated in the lateral part of the primary auditory cortex and the sec-
ondary auditory cortex, respectively. Neurophysiological effects of statistical learning on neural responses in the 
auditory cortex can also be explained in the framework of predictive coding in a top-down manner18. The brain 
constantly generates probabilistic predictions of what is going to happen. The auditory input is compared with the 
expected tone and produces a signal that codes a prediction error. The lower the probability of the sensory input, 
the greater the prediction error and reaction to the stimulus. When no error occurs, there is a suppression of 
responses encoding prediction error in the primary auditory cortex. According to previous studies, earlier audi-
tory responses that peaked at 20–80 ms, which is around P1 latency, were attributed to parallel thalamo-cortical 
connections, or to cortico-cortical connections between the primary auditory cortex and the superior temporal 
gyrus38. Thus, an early component of auditory responses in lower cortical areas can be interpreted as the transient 
expression of prediction error that is suppressed by predictions from higher cortical areas in a top-down connec-
tion18. This suppression may be compromised if the sequences have not been learned previously. The difference 
in the behaviour of the P1 and N1 responses in statistical learning suggests that the neural basis of the P1 and 
N1 components reflecting auditory statistical learning is at least partially different. Further studies are needed to 
clarify the specific attributes of P1 in statistical learning.

In conclusion, we demonstrated that the statistical learning of two simultaneous auditory sequences might be 
facilitated by paying attention to only one sequence and ignoring the other sequence, whereas the learning effect 
could not be detected when paying attention to both sequences. Our results suggest that there could be a partially 
distinct neural basis underlying nonattentional and attentional statistical learning. Biased attention may be an 
essential strategy under conditions where learners are exposed to multiple information streams.

Experimental procedure
Participants.  Fifteen right-handed (Edinburgh handedness questionnaires; laterality quotient ranged from 
57.9–100)41 healthy participants with no history of neurological or audiological disorders were included (9 males, 
6 females; age range, 24–36 years). No participants had experience living abroad, and no participants possessed 
absolute pitch. This study was approved by the Ethics Committee of The University of Tokyo and performed in 
accordance with the guidelines and regulations. All participants were well informed of the purpose, safety, and 
protection of personal data in this experiment, and they provided written informed consent for this study.

Stimuli.  Tones.  Using a cascade-Klatt-type formant synthesizer42 HLsyn (Sensimetrics Corporation, 
Malden, MA, USA), we generated eight complex tones that consisted of fundamental frequencies (F0) in a 
five-tone equal temperament (F0 = 100 × 2(n−1)/5 Hz). The nine tones consisted of 4 low and high pitches each 
(low pitch: n = 1–4; 100, 115, 132, and 152 Hz, high pitch: n = 11–14; 400, 459, 528, and 606 Hz). Only F0 s were 
variable; all of the other parameters were constant (duration, 350 ms; rise/fall, 10/150 ms; binaural presentation, 
80 dBSPL intensity).

Sequences.  The auditory stimulus sequence was 728 repetitions of two-tone chords (dyads), each of which con-
sisted of a low and high pitch. Within each chord, the intervals were separated by more than an octave, and they 
were presented with a stimulus onset asynchrony (SOA) of 500 ms. The order of low and high voice in the dyads 
was defined according to second-order Markov processes with the constraint that the probability of a forthcom-
ing tone was statistically defined (80% for a tone; 6.67% for the other three tones) by the last two successive tones 
(Fig. 2). The distinct two of four Markov chains shown in Fig. 2 were used in each of the low and high voices, and 
the use of Markov chains was counterbalanced across participants. The dyad sequences can also be interpreted as 
two simultaneous sequences that consisted of low- and high-voice sequences (Fig. 1).

Experimental protocol.  Participants completed two sessions: single and dual attention sessions. In each 
session, exposure to the sequence during MEG measurement was preceded by a behavioural test. The order of the 
two sessions was counterbalanced across participants to ensure that specific transitional patterns did not interfere 
with learning in adjacent experimental sessions.

Single attention session.  Participants were instructed to listen to a sequence (attended sequence) and ignore the 
other sequence (ignored sequence). The use of attended and ignored sequences in two simultaneous sequences 
was counterbalanced across participants. To distinguish between ignored and attended conditions, there was a 
500 ms silent period that was pseudo-randomly inserted (i.e., SOA 1000 ms) within every set of 40 successive 
tones in the attended sequence only. Before the session, participants were instructed to raise their right hand at 
every silent period in the attended sequence and ignore the other sequence. Using these approaches, we con-
firmed that all of the participants correctly raised their right hand at every silent period in the attended sequences, 
and that they were continuing to pay attention only to that sequence.



www.nature.com/scientificreports/

7SCIeNTIfIC REPOrTS | 7: 10108  | DOI:10.1038/s41598-017-10476-x

After measuring MEG, participants completed an interview in which they were presented with 30 series 
of 8 single tones. Participants then reported whether each 8-tone series sounded familiar. The 30 series of 8 
tones were categorised into three types, and the presentation order was randomised. In the 10 series, tones were 
ordered based on the same constraint as the ignored sequence (tone series I). In an additional 10 series, tones 
were ordered based on the same constraint as the attended sequence (tone series A). In the remaining 10 series, 
tones were pseudo-randomly ordered (random tone series).

Dual attention session.  Participants were instructed to listen to both of the two simultaneous sequences. To 
distinguish between two attended conditions, a 500-ms silent period was pseudo-randomly inserted (i.e., SOA 
1000 ms) within every set of 40 successive tones independently in each sequence. Before the session, participants 
were instructed to raise their right and left hands at every silent period in a sequence and at the other sequences 
of the two simultaneous sequences, respectively. Thus, we could confirm that all participants correctly raised 
their hands at every silent period in both sequences, and that they continued to pay attention to each sequence 
independently.

After the MEG measurement, participants completed an interview in which they were presented with 30 series 
of 8 single tones. Participants then reported whether each 8-tone series sounded familiar. The 30 series of 8 tones 
could be categorised into three types, and the presentation order was randomised. In the 10 series, tones were 
ordered based on the same constraint as the high-voice sequence (high-voice series). In an additional 10 series, 

Figure 5.  (a) The 66 channels selected in each hemisphere for ECD and source-strength calculation are 
identified using dashed lines. (b) Source-strength waveforms for the P1 m responses in a representative subject. 
The source-strength waveforms for P1 m in each hemisphere were calculated using the ECDs as templates. (c) 
Isofield contour maps for P1 m are shown for each hemisphere. Outflux (red lines) and influx (blue lines) are 
stepped by 20 fT. The green arrows represent ECDs. The P1 m responses were separately modelled as single 
attention ECDs in each hemisphere.
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tones were ordered based on the same constraint as lower-pitch sequences (low-voice series). In the remaining 10 
series, tones were pseudo-randomly ordered (random tone series).

Measurement.  Measurement and analysis were performed as in our previous studies13, 14, 16, 17. We recorded 
MEG signals from participants while they listened to the two simultaneous sequences. Auditory stimuli were 
sequenced using the STIM2 system (Compumedics Neuroscan, El Paso, TX, USA), and were binaurally delivered 
to participant’s ears at 80 dBSPL through ER-3 A earphones (Etymotic Research, Elk Grove Village, IL, USA). 
MEG signals were recorded in a magnetically shielded room, using a 306-channel neuromagnetometer system 
(Elekta Neuromag Oy, Helsinki, Finland) with 204 planar first-order gradiometers and 102 magnetometers at 102 
measuring sites on a helmet-shaped surface that covers the entire scalp. Auditory stimulus-triggered epochs were 
filtered online with a 0.1 to 200 Hz band-pass filter and were then recorded at a sampling rate of 600 Hz.

Data analysis.  Epochs with artefacts that exceeded 3 pT/cm or 3 pT for any MEG channel were excluded 
from analyses. Contamination from environmental noise was reduced using the temporally extended signal 
space separation method with a buffer length of 10 s and a correlation limit of 0.98043. To extract learning effects 
from the neuromagnetic response series, neuromagnetic responses were selectively averaged from the beginning 
of the latter half of the sequence until the average number was reached twice for each dyad, and was distin-
guished according to transitional probabilities. In addition to selective averaging, all responses to dyads in the 
two sequences were averaged for each participant to evaluate the reliability of the evoked response individual 
components. The averaged responses were filtered offline with a 2 to 40 Hz band-pass. The baseline for magnetic 
signals in each MEG channel was defined by the mean amplitude in the pre-stimulus period from −100 to 0 ms. 
The analysis window was defined as 0 to 500 ms.

The P1 m, N1 m, and P2 m responses were separately modelled as single attention ECDs in each hemisphere. 
The ECDs for the P1 m, N1 m, and P2 m responses to all dyads were separately estimated at the peak latency using 
66 temporal channels for each participant (Fig. 5a). Participants who demonstrated poor ECD estimation, with a 
goodness-of-fit below 80% in either the left or right hemisphere, were not used in further analysis. The number of 
participants who demonstrated ECD estimation with a goodness-of-fit above 80% for the P1 m, N1 m, and P2 m 
components was 12, 5, and 9, respectively. Because there were insufficient samples of N1 m and P2 m for statistical 
analysis, these components were excluded from further analysis.

The source-strength waveforms for P1 m in each hemisphere were calculated using the ECDs as templates 
(Fig. 5). Then, in the single attention session, we performed a 2 (hemisphere: right and left) × 4 (stimulus: chord 
consisting of two frequent tones both in the attended and ignored sequences; chord consisting of two rare tones in 
both the attended and ignored sequences; chord consisting of a frequent tone in the attended sequence and a rare 
tone in the ignored sequence; and chord consisting of a rare tone in the attended sequence and a frequent tone in the 
ignored sequence) repeated-measures ANOVA with peak amplitude and latency of source-strength of P1 m in the 
time window of 30 ms–90 ms. When we detected significant effects, Bonferroni-corrected post-hoc tests were con-
ducted for further analysis. In the dual attention session, we performed a 2 (hemisphere: right and left) × 4 (stimulus: 
chord consisting of two frequent tones in both high- and low-voice sequences; chord consisting of two rare tones in 
both the high- and low-voice sequences; chord consisting of a rare tone in the high-voice sequence and a frequent 
tone in the low-voice sequence; and chord consisting of a rare tone in the low-voice sequence and a frequent tone in 
the high-voice sequence) repeated-measures ANOVA with peak amplitude and latency of source-strength of P1 m. 
When we detected significant effects, a Bonferroni-corrected post-hoc test was conducted for further analysis. In 
the behavioural test, logit transformation was applied to normalize the familiarity ratios (ratios of answering that the 
tone series sounded familiar to the number of tone series). We performed an ANOVA using the logit values of the 
familiarity ratios for each series. When we detected significant effects, Bonferroni-corrected post-hoc tests were con-
ducted for further analysis. Statistical significance levels were set at p = 0.05. We could not include between-session 
factors (i.e., single and dual attention sessions) in the statistical analysis of MEG and behavioural responses, because 
simultaneous sequences were divided into attended and ignored sequences in the single attention session, and high- 
and low-voiced sequences in the dual attention session.
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