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Abstract

Much of the complexity of regulatory networks derives from the necessity to integrate multiple signals and to avoid malfunction due to cross-talk or harmful perturbations. Hence, one may expect that the input-output behavior of larger networks is not necessarily more complex than that of smaller network motifs which suggests that both can, under certain conditions, be described by similar equations. In this review, we illustrate this approach by discussing the similarities that exist in the steady state descriptions of a simple bimolecular reaction, covalent modification cycles and bacterial two-component systems. Interestingly, in all three systems fundamental input-output characteristics such as thresholds, ultrasensitivity or concentration robustness are described by structurally similar equations. Depending on the system the meaning of the parameters can differ ranging from protein concentrations and affinity constants to complex parameter combinations which allows for a quantitative understanding of signal integration in these systems. We argue that this approach may also be extended to larger regulatory networks.
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1. Introduction

Biological networks are complex – not just by the number of their components, but also by the number and specificity of their interactions. Despite increasing knowledge of the molecular keyplayers involved in specific regulatory systems and signaling pathways simulating larger networks does not necessarily lead to deeper insights. It has thus become a useful strategy to analyze smaller recurring network structures called network motifs. Since the seminal work of Milo et al. (Milo et al., 2002), which originally focused on gene regulatory networks, the systematic analysis of network motifs has led to an increasing list of circuits that may generate specific input-output behavior such as ultrasensitivity and thresholds (Goldbeter and Koshland Jr., 1981; Gunawardena, 2005; Gomez-Uribe et al., 2007), fold-change detection (Geontoro et al., 2009; Adler et al., 2014; Olsman and Geontoro, 2016), concentration robustness (Shinar et al., 2007, 2009; Shinar and Feinberg, 2010) or multistability (Ferrell, Jr., 2002; Markevich et al., 2004; Tiwari et al., 2011; Straube and Conradi, 2013). Using methods from control theory network motifs were also analyzed from an engineering perspective (Sauro and Kholodenko, 2004).

Despite this increasing knowledge it has remained challenging to predict the behavior of larger networks based on the known behavior of its constituent parts (Rosenfeld et al., 2007). Exceptions are multistationarity and certain forms of robustness which can be detected based on algebraic properties of a network (Craciun et al., 2006; Conradi et al., 2007; Shinar and Feinberg, 2010; Dexter et al., 2015; Sontag, 2017), i.e. without detailed knowledge of reaction rates and parameters. However, while these methods can be used to decide whether a given system has a certain property they often do not say much about the parameter range or the biological conditions under which a certain behavior occurs. Obtaining this type of information typically requires more detailed analysis of the governing equations which will be the strategy advocated in this review.

To this end, we shall focus on mass-action networks with at most bimolecular interactions. Starting with the most simple of such systems, the receptor-ligand binding motif, we will stepwise extend the analysis to more complex network motifs. First, we show how thresholds and ultrasensitivity can arise through cooperativity in ligand binding and substrate competition. Subsequently, we consider covalent modification cycles which represent the elementary building blocks for many eukaryotic signaling networks such as protein kinase cascades or multisite phosphorylation systems, which are reviewed elsewhere (Heinrich et al., 2002; Salazar and Höfer, 2009; Ferrell Jr. and Ha, 2014). Finally, we discuss regulatory properties of two-component systems which share some similarity with covalent modification cycles, but occur mostly in bacteria (Stock et al., 2000). Again, we focus on the most simple regulatory structures leaving out more complicated architectures such as phosphorelay systems (Tiwari et al., 2011).

A major goal of this review is to highlight structural similarities that exist between the steady state equations characterizing the input-output behavior of different network motifs. Despite the fact that the transient dynamics will, in general, be different for different systems it turns out that in certain limiting regimes the steady state behavior of the network motifs considered in this review can be characterized by one of the following three...
types of (quadratic) equations
\[ x^2 - (A + B + C)x + qAB = 0 \]  
\[ x^2 + (A + B - C)x - BC = 0 \]
where \( x \) denotes the concentration for the quantity of interest while \( A, B, C, q \) and \( \alpha \) denote single parameters or parameter combinations depending on the system. The above three equations arise in the analysis of receptor-ligand binding (Eqs. 1 and 2) and covalent modification cycles (Eq. 3) which may, thus, be regarded as ‘elementary’ network motifs. While the focus of this review lies on small networks and network motifs the presented methods may also be applicable to larger networks.

2. Receptor-Ligand Binding

2.1. The LR-type equation

The reversible binding of a ligand to a receptor is described by the reaction (Fig. 1A)
\[ L + R \rightleftharpoons LR \]
where the dissociation constant \( K_d = k_0^d/k_0^r \) represents a measure for the binding affinity of the ligand. Assuming that the concentrations of ligand and receptor are constant, i.e.
\[ [L] + [LR] = L_T \]
\[ [R] + [LR] = R_T \]
the dynamics of the receptor-ligand complex is described by the ordinary differential equation (ODE)
\[ \frac{d[LR]}{dt} = k_0^r (L_T - [LR])(R_T - [LR]) - k_0^d[L] \]
where \( L_T \) and \( R_T \) denote the total concentrations of ligand and receptor, respectively. Eq. (5) is one of the few nonlinear equations arising in mathematical biology that is exactly solvable (Tzafriri, 2003). If, initially, the concentration of LR vanishes its solution is given by
\[ [LR]_i(t) = [LR]_i \left( \frac{1}{1 - e^{-t/\tau_s}} \right) \]
where
\[ [LR]_i = \frac{L_T + R_T + K_d}{2} \pm \frac{(L_T + R_T + K_d)^2}{4} - L_T R_T \]
are the solutions of the steady state equation \((d[LR]/dt = 0)\)
\[ [LR]_i^2 - (L_T + R_T + K_d)[LR] + L_T R_T = 0, \]
and
\[ \tau_s = \frac{1}{k_0^d} \frac{L_T}{\sqrt{(L_T + R_T + K_d)^2 - 4 L_T R_T}} \]
denotes the time scale on which the stable steady state is reached for \( t \gg \tau_s \) (cf. Eq. 6). Due to the constraint \( 0 \leq [LR] \leq \min (L_T, R_T) \) the latter is given by \([LR]_i\). As shown below the quadratic equation (8) frequently arises in the analysis of network motifs, so we denote it by LR-type equation.

It is instructive to analyze the expressions for the steady state and the time scale \( \tau_s \) in the limits of low and high affinity. For definiteness we consider the receptor concentration as fixed and the ligand concentration as variable. In that case, the high-affinity limit is defined by \( K_d \ll R_T \) and the stimulus-response curve can be approximated by (Straube, 2015)
\[ [LR] \approx \begin{cases} L_T \left( 1 - \frac{K_d}{R_T} \right), & L_T < R_T \\ R_T \left( 1 - \frac{K_d}{L_T} \right), & L_T > R_T \end{cases} \]
while the expression for \( \tau_s \) simplifies to (cf. subsection 6.1)
\[ \tau_s \approx \begin{cases} \frac{1}{k_0^d K_d}, & L_T < R_T \\ \frac{1}{k_0^d (L_T - R_T)}, & L_T > R_T \end{cases} \]
In the low-affinity limit, defined by \( K_d \gg R_T \), the approximations read
\[ [LR] \approx \frac{L_T R_T}{K_d + L_T + R_T} \]
\[ \tau_s \approx \frac{1}{k_0^d K_d + L_T + R_T}. \]

Hence, in the high-affinity limit the receptor behaves as a stoichiometric inhibitor since the concentration of the complex increases in 1:1 stoichiometry with the ligand concentration until saturation (Fig. 1B). In contrast, the time scale for reaching the steady state \( \tau_s \) exhibits a non-monotonic dependence on the ligand concentration with a maximum at \( L_T = R_T \) (Fig. 1D). The latter can be rationalized as follows: If there is a surplus of either reaction partner (i.e. \( L_T \gg R_T \) or \( R_T \gg L_T \)) a steady state is quickly reached because the probability for any molecule of the low-abundant species to find a molecule from the high-abundant species is large during the whole course of the reaction in which the high-abundant species is rarely depleted. The situation is different when ligands and receptors are present in comparable amounts (i.e. \( L_T \approx R_T \)) because in the high-affinity regime essentially all ligands will be bound to receptors in steady state. Hence, as the reaction proceeds both ligand and receptor pools are depleted simultaneously, thereby lowering the reaction rate which increases the time scale for reaching the steady state. In fact, from Eq. (9) one can show that \( \tau_s \sim K_d R_T \) when \( L_T = R_T \) (cf. Section 6.1). In contrast, in the low-affinity regime \([LR]\) increases hyperbolically with the ligand concentration while the time scale for reaching the steady state remains almost constant for \( L_T < R_T \) and decreases monotonically for \( L_T > R_T \) (Fig. 1C and E).

2.2. Synthesis and degradation

It is an interesting question how changing the boundary conditions affects the dynamic behavior of a system. In general, changing boundary conditions may not only affect the transient
Figure 1: (A) Receptor-ligand binding motif. (B)-(E) Stimulus-response curves and time scales for reaching a new steady state in the strong and weak binding limits. Solid lines represent the exact solutions in Eq. (7) (B,C) and Eq. (9) (D,E) while the dashed lines denote the approximations in Eq. (10) (B), Eq. (12) (C), Eq. (11) (D) and Eq. (13) (E). Parameters: $k_d^L = 0.01/(nM \cdot s)$, $k_{d,t} = k_d^L \cdot K_d$ where $K_d = 0.1nM$ (B,D) and $K_d = 100nM$ (C,E).

dynamics, but also the steady state behavior of a system. In the case of receptor-ligand binding Buchler and Louis have shown (Buchler and Louis, 2008) that going from a closed system with mass-conservation to an open system with constitutive synthesis for L and R

$$\theta \xrightarrow{k_{s,L}} L, \quad \theta \xrightarrow{k_{s,R}} R$$

and linear degradation of the form

$$L \xrightarrow{k_{d,L}} \theta, \quad R \xrightarrow{k_{d,R}} \theta, \quad LR \xrightarrow{k_{d,LR}} \theta$$

leads again to a LR-type steady state equation for the receptor-ligand complex that is given by

$$[LR]^2 \frac{k_{s,L} + k_{s,R} + \kappa}{k_{d,LR}} [LR] + \frac{k_{s,L} k_{s,R}}{k_{d,LR}} = 0. \quad (14)$$

Note that Eq. (8) becomes identical with Eq. (14) through the substitution

$$L_T \leftrightarrow \frac{k_{s,L}}{k_{d,LR}}, \quad R_T \leftrightarrow \frac{k_{s,R}}{k_{d,LR}}, \quad K_d \leftrightarrow \frac{\kappa}{k_{d,LR}}. \quad (15)$$

Here, $\kappa = (k_{d,LR})^2/k_{d,LR}$ is defined in terms of the in vivo dissociation constant $K_D^L = k_{d,LR}/k_{s,L}$ which is always larger than the in vitro dissociation constant $K_d = k_d^L/k_{s,L}$. For fixed receptor synthesis rate $k_{s,R}$ one may again define a high-affinity ($\kappa \ll k_{s,R}$) and a low-affinity regime ($\kappa \gg k_{s,R}$), and utilize the correspondence in Eq. (15) to derive approximate expressions similar to those in Eqs. (10) and (12).

2.3. The L-type equation

In many occasions the species of interest is the free form of the ligand rather than the receptor-ligand complex. The steady state equation for the free ligand can be obtained from that of the complex by substituting the conservation relation (4) into Eq. (8) which yields another type of quadratic equation

$$[L]^2 + (R_T + K_d - L_T)[L] - K_d L_T = 0 \quad (16)$$

that we shall denote by L-type equation. Using the approximations for [LR] and the conservation relation (4) one can readily derive corresponding approximations for [L]. In the high-affinity limit ($K_d \ll R_T$) this yields

$$[L] \approx \begin{cases} \frac{k_{d,L} R_T}{L_T - R_T + \frac{k_{d,R}}{L_T - R_T}}, & L_T < R_T \\ \frac{K_d + L_T}{K_d + L_T + R_T} \approx L_T. & L_T > R_T \end{cases} \quad (17)$$

while the low-affinity approximation ($K_d \gg R_T$) becomes

$$[L] \approx L_T \frac{K_d + L_T}{K_d + L_T + R_T} \approx L_T. \quad (18)$$

From the expression in Eq. (17) we see that [L] exhibits threshold behavior, i.e. below the threshold $L_T = R_T$ it remains low ($O(K_d/R_T)$), and it increases linearly beyond the threshold.

This threshold-linear response behavior has been observed in diverse systems. It occurs, for example, in the context of molecular titration if the active form of a transcription factor is sequestered by a repressor into an inactive complex (Buchler and Louis, 2008) or if the translation of a mRNA is inhibited through sequestration of the target mRNA by a small repressor RNA (Levine et al., 2007). In the latter case Levine et al. derived the following steady state equation (Fig.2A)

$$[m_T]^2 + (\alpha_R + \lambda - \alpha_T) \frac{[m_T]}{\beta_T} - \frac{\alpha_T \lambda}{\beta_T^2} = 0, \quad \lambda = \beta_R \beta_T / k \quad (19)$$

which is structurally identical with the L-type equation (Eq. 16). Here, $\alpha_R$ and $\alpha_T$ denote the synthesis rates for repressor and target mRNA whereas $\lambda = \beta_R \beta_T / k$ is related to the mRNA turnover rates and the association rate (Fig. 2A). Similar as for the case of receptor-ligand binding in the 'high-affinity' regime $\lambda \ll \alpha_R$ the concentration of the target mRNA $[m_T]$ remains low until a threshold is crossed beyond which the mRNA level increases proportionally to the synthesis rate (Fig.2B).

2.4. Approximation at the threshold

In the high-affinity regime the approximations listed in Eqs. (10), (11) and (17) become singular at the threshold ($L_T = R_T$) because the leading order of the exact solution of the quadratic equation becomes of $O(\sqrt{e})$ (rather than $O(\epsilon)$) where $\epsilon = K_d / R_T \ll 1$. To see this more explicitly we set $L_T = R_T$ in Eq. (8) and expand its solution as

$$[L] = R_T + \frac{K_d}{2} \sqrt{K_d R_T + \frac{K_d^2}{4}} = R_T (1 - \sqrt{\epsilon} + O(\epsilon)).$$
To reproduce this solution to leading order we modify the approximation in Eq. (10) as (cf. (Levine et al., 2007))

\[
[LR] \approx \begin{cases} 
L_T \left(1 - \frac{K_d}{R_T - L_T + \sqrt{K_d R_T}}\right), & L_T \leq R_T \\
R_T \left(1 - \frac{K_d}{L_T - R_T + \sqrt{K_d R_T}}\right), & L_T \geq R_T 
\end{cases}
\]  
(20)

Using the same procedure one may derive improved approximations for \(\tau_1\) (Eq. 11) and \([L]\) (Eq. 17) as well as for many of the approximations given in the remainder of this review.

2.5. Independent binding to a scaffold protein

Signal transduction often involves recruitment of signaling molecules to a scaffold protein (Witzel et al., 2012) which one may think of as kinases for definiteness (Fig. 3A). If binding of each kinase to the scaffold occurs independently the probability for the occurrence of a fully assembled complex consisting of the scaffold and \(n\) kinases is given by

\[
p_n(SK_1 \ldots SK_n) = \Pi_{i=1}^n p_1(SK_i)
\]

where \(p_1(SK_i) = [SK_i]/S_T\) is the probability for binding of a single kinase to the scaffold. In that case the concentration of the fully assembled complex can be computed from (cf. (Borisov et al., 2005))

\[
[S K_1 \ldots K_n] = \frac{\Pi_{i=1}^n [SK_i]}{S_T^{-1}}
\]  
(21)

where the concentration of a single scaffold-kinase complex is determined by the LR-type equation (cf. Eq. 8)

\[
[S K_i]^2 - [SK_i] (S_T + K_{IT} + K_{i0}) + S_T K_{IT} = 0.
\]  
(22)

Here, \(S_T\) denotes the total concentration of the scaffold while \(K_{IT}\) and \(K_{i0}\) denote the total concentrations of the kinases and their dissociation constants, respectively.

The approximate expressions derived for the solution of Eq. (22) can now be used to construct explicit expressions for the concentration of the fully assembled complex. To illustrate this procedure we consider the case \(n = 3\). If all three kinases are of high affinity (so that \(K_{i0} \ll K_{IT}\) for \(i = 1, 2, 3\)) the stimulus-response curve for the fully assembled complex can be approximated by (cf. Fig. 3B)

\[
[S K_1 K_2 K_3] \approx \begin{cases} 
S_T, & 0 < S_T < K_{IT} \\
K_{IT}, & K_{IT} < S_T < K_{ST} \\
K_{IT} S_T, & K_{ST} < S_T < K_{3T} \\
K_{3T}, & K_{3T} < S_T
\end{cases}
\]  
(23)

Here, we have assumed without loss of generality that \(K_{IT} < K_{2T} < K_{3T}\). Interestingly, in the regime \(K_{IT} < S_T < K_{2T}\) the concentration of the fully assembled complex is independent of the scaffold concentration, i.e. the system exhibits ‘concentration robustness’ with respect to changes in \(S_T\) in that regime.

The extent of this regime can be tuned by changing the concentrations of the two least abundant kinases (Witzel et al., 2012). Indeed, when the concentrations of all kinases become equal the two middle regimes in Eq. (23) disappear leaving a sharp maximum at \(S_T = K_{IT}\) in the response curve (Fig. 3C). As demonstrated in Fig. 3D a plateau can also be generated with two high-affinity kinases (\(K_1\) and \(K_2\)) and one low-affinity kinase (\(K_3\)). Combining the corresponding expressions for the high- and low-affinity approximations of Eq. (22) yields

\[
[S K_1 K_2 K_3] \approx \frac{K_{IT}}{K_{ST} + S_T + K_{i3}} [SK_1 K_2]
\]

where \([SK_1 K_2]\) is given by

\[
[S K_1 K_2] \approx \begin{cases} 
S_T, & 0 < S_T < K_{IT} \\
K_{IT}, & K_{IT} < S_T < K_{2T} \\
K_{IT} S_T, & K_{2T} < S_T
\end{cases}
\]  
(24)

However, since \(K_{3T} \ll K_{i3}\) for the low-affinity kinase the activity of the fully assembled complex in the plateau regime is substantially reduced by a factor \(K_{3T}/K_{i3} \ll 1\) compared to the case of three high-affinity kinases (Eq. 23).

2.6. Cooperativity and molecular exchange systems

If binding of one ligand affects binding of another ligand the system is said to exhibit cooperativity. The analysis of such a scenario is more complicated and even in the simplest case of two ligands (Fig. 4A) no general solution exists. Depending on whether binding of the first ligand favors or hinders binding of the next one the cooperativity can be positive or negative, respectively. The cooperative-binding motif arises in many different contexts. Classically, it described mixed-type inhibition of an enzyme-catalyzed reaction (Cornish-Bowden, 2004)
Figure 3: Ligand binding to a scaffold protein may lead to concentration robustness. (A) Three kinases (K1-K3) bind independently to a scaffold S with dissociation constants $K_d$. (B-D) Stimulus-response curves for the fully assembled complex as a function of the scaffold concentration. If at least two high-affinity kinases bind to the scaffold a plateau regime exists in the region $K_{1T} < S_T < K_{2T}$ where the concentration of the fully assembled complex does not depend on the scaffold concentration. Parameters: (B) $K_{1T} = 10 \, \text{nM}$, $K_{2T} = 50 \, \text{nM}$, $K_{3T} = 100 \, \text{nM}$, $K_{d} = 0.1 \, \text{nM}$. (C) $K_{1T} = 10 \, \text{nM}$, $K_{d} = 0.1 \, \text{nM}$. (D) $K_{1T} = K_{2T} = 10 \, \text{nM}$, $K_{2T} = 50 \, \text{nM}$, $K_{d1} = K_{d2} = 0.1 \, \text{nM}$, $K_{d3} = 10^4 \, \text{nM}$.

Figure 4: Cooperativity between ligands binding to a scaffold. (A) Two kinases bind to a scaffold such that $c = K_d / K^{*}_{d} > 1$ (positive cooperativity) or $c < 1$ (negative cooperativity). (B) Negative cooperativity leads to more localized concentration profiles for $[SK_1K_2]$ as a function of the scaffold concentration ($K_{1T} = 10 \, \text{nM}$, $K_{2T} = 20 \, \text{nM}$). (C) Strong negative cooperativity generates a sharp threshold and ultrasensitivity for $[SK_1K_2]$ as a function of the kinase concentration ($S_T = 40 \, \text{nM}$, $K_{2T} = 10 \, \text{nM}$). Note that stimulus-response curves are partially overlapping for $S_T \leq K_{2T}$ (B) and $K_{1T} \geq S_T$ (C). Dashed lines were computed according to Eqs. (28) (B) as well as Eq. (31) (C, red curve) and Eq. (32) (C, blue curve). Other parameters: $b = 1$, $K^{*}_{d1} = 0.01 \, \text{nM}$. 
where $S$, $K_1$ and $K_2$ correspond to the enzyme, the substrate and the inhibitor, respectively. The same pattern was also used in a pharmacological context to estimate the binding affinities of drugs that interact allosterically with a receptor (Ehlert, 1988).

Recently, this motif has been studied in the context of two-component signaling where a signaling molecule controls the interaction between a modulator and a response regulator (Babel and Bischofs, 2016).

The steady states of the cooperative-binding motif are described by 3 of the 4 binding equilibria, e.g.

\[
[S][K_1] = K_{d1}[SK_1]
\]

\[
[S][K_1][K_2] = K_{d2}[SK_1K_2]
\]

\[
[S][K_2][K_1] = K_{d1}[SK_2K_1]
\]

\[
[S][K_1][K_2] = K_{d2}[SK_1K_2]
\]

(25)

Together with the three conservation relations

\[
[S] + [SK_1] + [SK_2] = ST
\]

\[
[K_1] + [SK_1] + [SK_2K_2] = K_{IT}
\]

\[
[K_2] + [SK_2] + [SK_1K_2] = K_{2T}
\]

(26)

Since the free energy change for the formation of the ternary complex ($SK_1K_2$) must not depend on the order in which it was formed the 4th dissociation constant $K_{d2}$ is determined by the other three constants through the detailed balance relation

\[
K_{d1} \cdot K_{d2} = K_{d2} \cdot K_{d1}.
\]

To characterize the steady state operating regimes of the cooperative-binding motif it is useful to introduce two parameters that measure cooperativity ($c$) and bias ($b$) as

\[
c = \frac{K_{d2}}{K_{d1}}, \quad b = \frac{K_{d2}}{K_{d1}} = \frac{K_{d2}^*}{K_{d1}^*}.
\]

Similar as in the case of the receptor-ligand binding motif one may distinguish a high-affinity and a low-affinity regime (Fig. 1). Together with the limiting regimes of strong positive ($c \gg 1$) or strong negative ($c \ll 1$) cooperativity and strong bias ($b \ll 1$) or no bias ($b = 1$) there are potentially 8 interesting operating regimes for this motif.

Recently, Ha et al. showed that in the high-affinity regime ($K_{d1} \ll S_T$) the steady states of the ternary complex $[SK_1K_2]$, defined by Eqs. (25) and (26), can be approximated by the set $S = [ST, K_{IT}, K_{2T}, x_+, x_-]$ where $x_\pm$ are the roots of the quadratic equation (Ha et al., 2016)

\[
x^2 - (K_{IT} + K_{2T} + \frac{b}{c-b}S_T)x + \frac{c}{c-b}K_{IT}K_{2T} \approx 0.
\]

(27)

This equation can be viewed as a generalized LR-type equation where the constant term involves the additional scaling factor $c/(c-b)$ (cf. Eq. 1). The elements in $S$ can be combined to yield approximate expressions for the stimulus-response curve as a function of various parameters. For example, if $K_{IT} < K_{2T}$ the concentration of $SK_1K_2$ as a function of $S_T$ is given by

\[
[SK_1K_2] \approx \begin{cases} 
S_T, & 0 < S_T < K_{IT} \\
K_{IT}, & K_{IT} < S_T < K_{2T} \\
x_+, & K_{2T} < S_T
\end{cases}
\]

(28)

where $x_+$ denote the positive ($x_+$) or negative ($x_-$) square root solution of Eq. (27) depending on whether $c < b$ or $c > b$, respectively (Fig. 4B). If $c = b$ Eq. (27) has just the single solution $x = K_{IT}K_{2T}/S_T$ which declines to zero as $1/S_T$, similarly as in the case of independent binding (cf. Eq. 24). In the case of strong positive cooperativity ($c \gg b$) the asymptotic decline of $[SK_1K_2]$ is described by (cf. subsection 6.2)

\[
x_+ \sim \frac{K_{IT}K_{2T}}{K_{IT} + K_{2T} + eS_T}, \quad S_T \gg \frac{K_{IT} + K_{2T}}{e}
\]

(29)

where $e \equiv b/(c-b) \ll 1$, i.e. the concentration of the ternary complex decays more slowly as in the case of independent binding (Fig. 4B). In contrast, for strong negative cooperativity ($c \ll b$) the solution of Eq. (27) can be approximated by

\[
x_+ \approx \begin{cases} 
K_{IT} + K_{2T} - S_T, & K_{2T} \leq S_T < K_{IT} + K_{2T} \\
K_{IT} \left(1 - \frac{S_T - K_{IT}}{K_{IT} - K_{2T}}\right), & 0 \leq K_{IT} < K_{2T}
\end{cases}
\]

(30)

\[
[S][K_1K_2] \approx \begin{cases} 
K_{IT} \left(1 - \frac{S_T - K_{IT}}{K_{IT} - K_{2T}}\right), & 0 \leq K_{IT} < K_{2T} \\
K_{IT} - (S_T - K_{2T}), & K_{2T} \leq K_{IT} < S_T \\
K_{IT}, & S_T \leq K_{IT}
\end{cases}
\]

(31)

which is of linear-saturation shape (Fig. 4C, red curve) similar as obtained for receptor-ligand binding in the case of a high-affinity ligand (Fig. 1B). In the limit of strong negative cooperativity the approximation for the stimulus-response curve reads

\[
[S][K_1K_2] \approx \begin{cases} 
\frac{\eta K_{IT}K_{2T}}{S_T - K_{2T} - \eta K_{IT}}, & 0 \leq K_{IT} < S_T - K_{2T} \\
K_{IT} - (S_T - K_{2T}), & S_T - K_{2T} < K_{IT} < S_T \\
K_{IT}, & S_T \leq K_{IT}
\end{cases}
\]

(32)

which shows that in the transition region, defined by $S_T - K_{2T} < K_{IT} < S_T$, the response curve changes in an ultrasensitive manner from $O(\eta)$ to $K_{2T}$ (Fig. 4C, blue curve). The width of the transition region as well as the maximal amplitude of the response are given by $K_{2T}$, i.e. steep responses require $K_{2T} \ll S_T$ which limits the dynamic range of the output. By combining theory with experiments Ha and Ferrer recently showed that negative cooperativity may lead to sharp thresholds and ultrasensitivity in the cooperative binding motif for the case of two identical ligands (Ha and Ferrer Jr., 2016).

Another class of systems that operates under conditions of strong negative cooperativity are molecular exchange systems (Fig. 5). A prominent example are small GTPases which alter between an inactive GDP-bound form and a GTP-bound form that can act as a signaling molecule for a large variety of cellular processes (Cherifis and Zeghouf, 2013). In isolation the binary GTPase,GDP / GTPase,GTP complexes are extremely stable with half-lives between hours and days (Goody
and Hofmann-Goody, 2002). However, in the presence of a guanine nucleotide exchange factor (GEF) the dissociation constants of GDP and GTP from the GTPase are increased by several orders of magnitude leading to their rapid dissociation and to nucleotide exchange (Fig. 5). Mathematical models have shown that there exist intrinsic trade-offs in molecular exchange systems (Goryachev and Pokhilko, 2006; Straube et al., 2017) which, in the case of the GTPase cycle, predict an optimal concentration for the GEF as a result of a trade-off between high GTPase activity and fast GDP/GTP cycling.

2.7. Substrate competition and thresholds

Substrate competition arises if at least two ligands compete for a single binding site on a receptor (Fig. 6A). Examples of substrate competition are numerous including gene regulation by small RNAs (Levine et al., 2007; Mukherji et al., 2011) and during development (Kim et al., 2010, 2011), binding of substrate receptors to ubiquitin E3 ligases (Petroski and Deshaies, 2005; Lydeard et al., 2013), phosphorylation/dephosphorylation cycles (Kim and Ferrell, Jr., 2007; Rowland et al., 2012) and bacterial two-component systems (Laub and Goulian, 2007; Rowland and Deeds, 2014), the latter two being discussed in sections 3.3 and 4.3, respectively.

Here, we consider the simplest form of substrate competition as it arises when two ligands bind to a scaffold protein or to a receptor (Fig. 6A). In that case the steady states are determined by the two binding equilibria

\[
K_{d1} [L1] [R] = [L1] [R], \quad K_{d2} [L2] [R] = [L2] [R]
\]

and the three conservation relations

\[
[L1] + [L1] [R] = L1_T \\
[L2] + [L2] [R] = L2_T \\
[R] + [L1] [R] + [L2] [R] = R_T
\]

Combining Eqs. (33) and (34) yields a cubic polynomial which can be written in the form (Straube, 2015)

\[
(1 - \varepsilon) [L1] R_T^2 - a_2 [L1] R_T^2 - a_1 [L1] + \varepsilon R_T L1_T^2 = 0
\]

where \(a_2\) and \(a_1\) are given by

\[
a_2 = -(L1_T + R_T - L2_T + K_{d1}) + \varepsilon (2L1_T + R_T + K_{d1}) \\
a_1 = L1_T (R_T - L2_T) - \varepsilon L1_T (L1_T + 2R_T + K_{d1})
\]

Depending on the value of \(\varepsilon = K_{d2}/K_{d1}\) some interesting limiting regimes can be considered.

2.7.1. Competition by relative abundance

If both ligands exhibit the same affinity (\(K_{d1} = K_{d2} \equiv K_d\)), so that competition only arises through relative ligand abundances, the cubic polynomial reduces to a L.R-type equation

\[
[L1].R^2 - [L1].R (L1_T + \rho R_T + \rho K_d) + \rho R_T L1_T = 0,
\]

i.e. compared to Eq. (8) the receptor concentration \(R_T\) and the dissociation constant \(K_d\) are rescaled by a factor

\[
P = \frac{L1_T}{L1_T + L2_T}
\]

which measures the relative abundance of \(L1\). From the expressions in Eqs. (10) and (12) one may readily obtain the corresponding approximations in the high-affinity (\(K_d \ll R_T\)) and low-affinity regimes (\(K_d \gg R_T\)) as

\[
[L1].R \approx \begin{cases} 
L1_T, & L1_T < R_T - L2_T \\
\frac{L1_T}{L1_T + L2_T}, & L1_T > R_T - L2_T
\end{cases}
\]

and

\[
[L1].R = \frac{(L1_T + L2_T) R_T}{L1_T + L2_T + R_T + K_d}
\]

respectively. Hence, under conditions when the receptor is saturated (\(L1_T + L2_T > R_T\)) the receptor-ligand complex for high-affinity ligands (Eq. 36) increases proportional to the relative abundance of a ligand – in agreement with intuition.

2.7.2. Strong substrate competition

If the affinity of one ligand is much higher than that of the other one the solutions of the cubic equation (Eq. 35) can be analyzed in the limit of strong substrate competition \(\varepsilon \ll 1\) which may lead to thresholds and ultrasensitivity (Straube, 2015). For receptor concentrations below the threshold (which occurs at \(R_T = L2_T\) ) the concentration of \(L1.R\) remains low

\[
[L1].R \approx \varepsilon \frac{L1_T R_T}{L2_T - R_T}, \quad R_T < L2_T
\]

since \(L2\) sequesters all receptors away. Beyond the threshold (\(R_T > L2_T\) ) the response curve can, again, be approximated by the solution of a L.R-type equation

\[
[L1].R^2 - [L1].R \left( L1_T + R_T^p + K_{d1} \right) + L1_T R_T^p = 0
\]

where \(R_T^p = R_T - L2_T\) denotes the effective receptor concentration. The latter accounts for the fact that the low-affinity ligand can only bind to receptor molecules that are not yet bound by high-affinity ligands.

Depending on the relative magnitude between \(K_{d1}\) and \(L1_T\) one may use similar approximations for the solutions of Eq. (38) as for the single ligand in Eqs. (10) and (12). Hence, if \(K_{d1} \gg L1_T\) the response curve increases hyperbolically beyond the threshold (Fig. 6B) while for \(K_{d1} \ll L1_T\) the response curve...
may become highly ultrasensitive (Fig. 6C). In the latter regime one obtains the approximation

\[ [L1.R] \approx \begin{cases} \frac{L1R_T}{L2_T - R_T}, & 0 \leq R_T < L2_T \\ R_T - L2_T, & L2_T < R_T < L1_T + L2_T \\ L1_T, & L1_T + L2_T \leq R_T \end{cases} \]  

(39)

Comparing this stimulus-response curve with that for negative cooperativity (Eq. 32) we see that both exhibit a tripartite structure with a linear increase in the middle regime. In particular, there exists a similar trade-off between the steepness of the response curve, which decreases with \( L1_T \), and the dynamic range, which increases with \( L1_T \).

The response curve for \([L1.R]\) as a function of the ligand concentration \( L1_T \) can exhibit biphasic behavior and is, thus, more difficult to obtain (cf. section 6.3). Note that the asymptotic value for \([L1.R]\) in the limit of \( L1_T \gg K_{d1} \), as predicted by Eq. (38), is \( R_T^{eff} \) rather than \( R_T \). Hence, the latter describes the relation between \([L1.R]\) and \( L1_T \) only at sufficiently low ligand concentrations. A more detailed analysis of the cubic equation (Eq. 35) shows that the behavior of \([L1.R]\) for large \( L1_T \) can be approximated by the solution of the L-type equation (Fig. 6D) (cf. subsection 6.3)

\[ [L1.R]^2 + [L1.R] \left( L2_T + eL1_T - R_T \right) - eL1_T R_T = 0. \]

(40)

When \( R_T < L2_T \) one may obtain an approximate solution of this equation by balancing the linear and the constant term

\[ [L1.R] \approx \frac{L1_T R_T}{L1_T + \frac{L2_T - R_T}{e}}, \quad R_T < L2_T. \]

(41)

In that case the approximation is valid for all ligand concentrations and the stimulus-response curve exhibits no biphasic behavior (Fig. 6E).

3. Covalent Modification Cycles

3.1. Goldbeter-Koshland model and the GK-type equation

In 1981 Goldbeter and Koshland proposed a simple mechanism through which biological systems can generate extremely high sensitivity (known as zero-order ultrasensitivity) to input signals (Goldbeter and Koshland Jr., 1981). Interestingly, the mechanism did not involve cooperative binding of ligands to an oligomeric enzyme rather than two (converter) enzymes catalyzing the covalent modification and demodification of a target protein by utilizing energy in the form of ATP. Often, such futile cycles occur in the form of phosphorylation/d Dephosphorylation cycles as mediated by a kinase and a phosphatase, respectively (Fig. 7), but energy in the form of ATP is also required for other covalent modifications such as ubiquitylation or neddylation (Dye and Schulman, 2007).

The dynamics of phosphorylation/dephosphorylation cycles,
as described by Fig. 7B, is determined by the ODE system
\[
\frac{d[S^*]}{dt} = k_1 [SK] - k_2^1 [S^*] [P] + k_2^2 [S^*] P \quad (42)
\]
\[
\frac{d[SK]}{dt} = k_1^i [S] [K] - (k_1 + k_1^i) [SK] \quad (43)
\]
\[
\frac{d[S^*] P}{dt} = k_2^i [S^*] [P] - (k_2 + k_2^i) [S^*] P
\]
where \( [S], [K] \) and \([P]\) have to be replaced using the conservation relations
\[
[S] + [S^*] + [SK] + [S^*] P = S_T
\]
\[
[K] + [SK] = K_T
\]
\[
[P] + [S^*] P = P_T.
\]
The Goldbeter-Koshland model is based on two assumptions: (i) the enzyme-substrate complexes rapidly approach a quasi-stationary state defined by
\[
\frac{d[SK]}{dt} \approx \frac{d[S^*] P}{dt} \approx 0,
\]
and the substrate concentration is much higher than that of the converter enzymes, i.e.
\[
S_T \gg (K_T, P_T),
\]
which allows simplifying the conservation relation for the substrate as \( [S] + [S^*] \approx S_T \). Under these conditions Goldbeter and Koshland derived the following ODE for the concentration of \( S^* \) (Goldbeter and Koshland Jr., 1981)
\[
\frac{d[S^*]}{dt} \approx k_1 K_T \frac{S_T - [S^*]}{K_1 + S_T - [S^*]} - k_2 P_T \frac{[S^*]}{K_2 + [S^*]}.
\]
(44)
Here, \( K_T, P_T \) and \( S_T \) denote the total concentrations of kinase, phosphatase and substrate while \( K_1 = (k_1 + k_1^i)/k_2^i \) are the corresponding Michaelis-Menten constants.

The steady state equation \( (d[S^*]/dt = 0) \) derived from Eq. (44) will be denoted as GK-type equation. Note that it is structurally similar to Eq. (3) mentioned in the Introduction.

To characterize the steady state operating regimes of covalent modification cycles it is useful to introduce dimensionless quantities through \( x = [S^*] / S_T \) and \( K'_1 = K_1 / S_T \) which yields the steady state equation
\[
x^2 - \left(1 + \frac{K'_1 + aK'_2}{1 - \alpha} \right) x + \frac{aK'_2}{1 - \alpha} = 0, \quad \alpha = \frac{k_1 K_T}{k_2 P_T}.
\]
(45)
where \( \alpha \) is the ratio between the maximal rates of kinase and phosphatase. The solution of Eq. (45) reads
\[
x = \begin{cases} 
  x_-, & \alpha < 1 \\
  x_+, & \alpha > 1
\end{cases}
\]
(46)
where \( x_\pm \) are given by
\[
x_\pm = \frac{1}{2} \left(1 + \frac{K'_1 + aK'_2}{1 - \alpha} \right) \pm \frac{1}{2} \sqrt{\left(1 + \frac{K'_1 + aK'_2}{1 - \alpha} \right)^2 - 4 \frac{aK'_2}{1 - \alpha}}.
\]
A systematic analysis of the steady state operating regimes of covalent modification cycles was given by Gomez-Uribe et al. (Gomez-Uribe et al., 2007). Depending on whether the converter enzymes are saturated \( (K'_1 \ll 1) \) or not unsaturated \( (K'_1 \gg 1) \), there exist 4 operating regimes as depicted in Fig. (8). Zero-order ultrasensitivity requires both enzymes to be saturated \( (\max (K'_1, K'_2) \ll 1) \). On the other hand if both enzymes are unsaturated \( (\min (K'_1, K'_2) \gg 1) \) the response curve resembles that of a Michaelian enzyme (Fig. 8B).

Interestingly, if the two converter enzymes operate in opposite regimes the steady state equation resulting from Eq. (44) becomes similar to one of the two quadratic equations shown in Eqs. (1) and (2). Specifically, if the phosphatase is saturated while the kinase is unsaturated \( (K'_2 \ll 1 < K'_1) \), linearization of the first term in Eq. (44) results in the L-type equation
\[
x^2 + \left(\frac{K'_2}{\alpha} + K'_2 - 1 \right) x - K'_2 = 0.
\]
(47)
Since, by assumption, \( K'_2 \ll 1 \) the response curve exhibits a threshold defined by \( K'_2 / \alpha = 1 \) beyond which the response curve increases hyperbolically as a function of \( \alpha \) (Fig. 8C). In the opposite case \( (K'_1 \ll 1 \ll K'_2) \) linearization of the second term in Eq. (44) results in the LR-type equation
\[
x^2 - (\alpha K'_2 + K'_1 + 1) x + \alpha K'_2 \approx 0.
\]
(48)
Since, by assumption, \( K'_1 \ll 1 \) the response curve is of linear-saturation type (Fig. 8D) similar to that of the receptor-ligand complex in the limit of a high-affinity ligand (Fig. 1B). In this case the saturation threshold is defined by \( \alpha K'_2 = 1 \).

3.2. High enzyme concentrations

One of the limitations of the Goldbeter-Koshland model is that it only applies if the substrate concentration is much higher than that of the converter enzymes. While this condition is routinely used for in vitro experiments it is rarely satisfied in vivo (Blüthgen et al., 2006; Legewie et al., 2008). To analyze enzyme-catalyzed reactions at high enzyme concentrations Borghans et al. proposed a simple method, known as the total quasi-steady state approximation (tQSSA), involving a linear change of variables (Borghans et al., 1996). Their original motivation was to extend the parameter domain for the applicability of the standard QSSA (Segel and Slemrod, 1989). Later on, the conditions for the validity of the tQSSA have been refined (Schnell and Maini, 2000; Tzafriri, 2003), and the method has been successfully applied to more complicated reaction systems such as the reversible Michaelis-Menten reaction (Tzafriri and Edelman, 2004), substrate competition (Pedersen et al., 2007), covalent modification cycles (Gomez-Uribe et al., 2007; Ciliberto et al., 2007; Pedersen et al., 2010) and to describe the transient phase kinetics (Masia et al., 2016).

The tQSSA is based on the idea to introduce the total concentration of the phosphorylated substrate as a slow variable
\[
[Y'] = [S^*] + [S^*] P.
\]

In the second case (high-K substrate (Straube, 2017). To this end, we approximate the so-converter enzymes are comparable to or larger than that of the Uribe et al. (Fig. 8) to the case when the concentrations of the sification of the steady state operating regimes given by Gomez-covalent modification cycles (Ciliberto et al., 2007).

\[
\frac{d [Y^*]}{dt} = k_1 [S K] - k_2 [S^*P].
\]

(49)

Here, the concentrations of the enzyme-substrate complexes are determined by LR-type equations of the form

\[
[S K]^2 - (K_T + S_T - [Y^*] + K_1) [S K] + K_T (S_T - [Y^*]) = 0
\]

(50)

\[
[S^*P]^2 - (P_T + [Y^*] + K_2) [S^*P] + P_T [Y^*] = 0.
\]

(51)

Substituting the positive solutions of Eqs. (50) and (51) into Eq. (49) yields the total QSSA. Compared to the standard QSSA (Eq. 44) it more accurately describes the transient dynamics of covalent modification cycles (Ciliberto et al., 2007).

However, the total QSSA can also be used to extend the classification of the steady state operating regimes given by Gomez-Uribe et al. (Fig. 8) to the case when the concentrations of the converter enzymes are comparable to or larger than that of the substrate (Straube, 2017). To this end, we approximate the solutions of Eqs. (50) and (51) in the limit of high \((K_1 \ll K_T \text{ and } K_2 \ll P_T)\) and low affinity \((K_1 \gg K_T \text{ and } K_2 \gg P_T)\). In the first case (low-K_M regime) this yields the approximations

\[
[S K] \approx \begin{cases} 
K_T, & [Y^*] < S_T - K_T \\
S_T - [Y^*], & [Y^*] > S_T - K_T
\end{cases}
\]

(52)

and

\[
[S^*P] \approx \begin{cases} 
[Y^*], & [Y^*] < P_T \\
P_T, & [Y^*] > P_T
\end{cases}
\]

(53)

In the second case (high-K_M regime) the approximations read

\[
[S K] \approx \frac{K_T (S_T - [Y^*])}{K_T + S_T - [Y^*] + K_1}
\]

(54)

\[
[S^*P] \approx \frac{P_T [Y^*]}{P_T + [Y^*] + K_2}.
\]

(55)

Altogether this defines 4 operating regimes depending on the ratio between the Michaelis-Menten constants and the concentrations of the converter enzymes. To derive approximate expressions for \([Y^*]\) in a particular regime one has to combine the expressions in Eqs. (52) - (55) in an appropriate manner. Depending on the parameter of interest and the values of the remaining parameters several subregimes may exist. For example, if both enzymes are saturated \((K_1 \ll S_T \text{ and } K_2 \ll P_T)\) and the total enzyme concentration exceeds that of the substrate \((K_T + P_T > S_T)\) there are 4 subregimes defining \([Y^*]\) as a function of \(k_1\) depending on whether \(K_T \leq S_T \text{ and } P_T \leq S_T\) (Fig. 9). Interestingly, when at least one of the enzyme concentrations is lower than that of the substrate the response curve exhibits enhanced sensitivity with respect to changes in that particular enzyme concentration. For example, if \(K_T > S_T\) the response curve becomes independent of that enzyme concentration, i.e. the system exhibits concentration robustness with respect to changes in that particular enzyme concentration. For example, if \(K_T > S_T\) the response curve becomes independent of that enzyme concentration, although it still depends on \(P_T\) (Fig. 9B). Finally, if both enzyme concentrations exceed that of the substrate the response curve only depends on the catalytic rate constants and the substrate concentration (Fig. 9D).

Together, this suggests that there are two regimes where covalent modification cycles exhibit both enhanced sensitivity and concentration robustness (Fig. 9B and C).

To describe the effect of genetic perturbations one is often interested in \([Y^*]\) as a function of the total substrate concentration \(S_T\). One can show that in this case the shape of the response curve depends on the ratio \(\alpha\) of the maximal reaction rates of kinase and phosphatase (Eq. 45). If \(\alpha > 1\) (\(\alpha < 1\)) the response curve is monotonically increasing (decreasing) and if both converter enzymes operate in opposite regimes it may also change in a non-monotonic manner (Straube, 2017).
3.3. Substrate competition

Apart from the zero-order effect substrate competition represents an alternative mechanism for the generation of ultrasensitivity in regulatory networks. First experimental evidence for this effect came from studies of Kim and Ferrell who showed that the phosphorylation level of the mitotic regulator Wee1 exhibits a sharp threshold and ultrasensitivity to changes in the concentration of Cdk1 (Kim and Ferrell, Jr., 2007). The latter is a cell-cycle related kinase that is estimated to have about 200 substrates in budding yeast (Ubersax et al., 2003; Enserink and Kolodner, 2010). Interestingly, the ultrasensitive response could be reproduced in a reconstituted system by adding a different high-affinity Cdk1 substrate. However, in the absence of such substrates the response of phosphorylated Wee1 was hyperbolic suggesting that the observed ultrasensitivity did not arise from the zero-order effect rather than from the competition between Wee1 and alternative Cdk1 substrates.

To describe competition effects in phosphorylation/dephosphorylation cycles Ferrell and Ha proposed a model (Ferrell Jr. and Ha, 2014) where two substrates (X and Y) are phosphorylated by a single kinase (K) according to a Michaelis-Menten scheme whereas dephosphorylation was assumed to occur by an auxiliary phosphatase in a first-order process (Fig. 10A). Interestingly, the analysis of this system yields a cubic steady state equation for the phosphorylation level of the low-affinity substrate that is structurally similar to Eq. (35) (Straube, 2015). Hence, one can expect the same type of input-output behaviors as in the case of receptor-ligand binding, i.e. hyperbolic, threshold-hyperbolic and ultrasensitive responses. To analyze a particular limiting regime one may use the approximations derived in Eqs. (37) and (38), and substitute the parameters in these equations by those corresponding to covalent modification cycles (cf. Table 1).

For example, in phosphorylation/dephosphorylation cycles the limit of strong substrate competition is defined by

\[ \varepsilon \cdot \beta \ll 1 \]  \hspace{1cm} (56)

where \( \varepsilon = K_2/K_1 \) represents the ratio between the Michaelis-Menten constants of the two substrates and

\[ \beta = \frac{\alpha_2}{\alpha_1 \alpha_i} \frac{1 + \alpha_i}{\alpha_i} \]  \hspace{1cm} (57)

represents a scale factor that involves ratios between the catalytic rates of phosphorylation and dephosphorylation of the two substrates (cf. Eq. (38)). Under the condition in Eq. (56) the concentration of the phosphorylation level of the low-affinity substrate can be approximated by

\[ [XP] \approx \begin{cases} \epsilon \beta \frac{X_T}{K_T - X_T} \frac{K_T}{K_T - K_T^*}, & K_T < K_T^* \\ [XP]_{\infty}, & K_T > K_T^* \end{cases} \]  \hspace{1cm} (57)

where

\[ K_T^* = \frac{\alpha_2}{1 + \alpha_2} Y_T \]

defines a threshold concentration and \([XP]_{\infty}\) is given by the negative root of the LR-type equation (cf. Eq. (38))

\[ x^2 - \left( \frac{K_T - K_T^*}{\alpha_1} + \frac{X_T + K_1}{1 + \alpha_1} \right)x + \frac{K_T - K_T^*}{\alpha_1} \frac{X_T}{1 + \alpha_1} = 0. \]

Using the parameter substitutions in Table 1 one can predict that the response curve increases hyperbolically beyond the threshold if \( K_1 \gg X_T \) whereas an ultrasensitive response requires \( K_2 \ll K_1 \ll X_T \). Compared to the case of receptor-ligand binding both the threshold and the maximal phosphorylation level of the low-affinity substrate depend on the kinetic parameters of phosphorylation and dephosphorylation. Specifically, increasing \( \alpha_2 \) increases the threshold while increasing \( \alpha_1 \) lowers the maximal phosphorylation level (Fig. 10B).

3.4. Bifunctional converer enzymes

In some cases the activities of the two opposing enzymes in a covalent modification cycle are located on the same protein in which case modification and demodification are carried out by a
were computed from Eq. (57). Parameters: lines) increases and the maximal amplitude: maximally increased from 0 to 1 the threshold are simultaneously increased from 0.01 to 1 the threshold (K) as well as in the backward rate (T). Hence, for bifunctional enzymes (with K = P) the parameter becomes independent of the enzyme concentration so that changes in the latter would not affect the stimulus-response curves in Fig. 8. This form of concentration robustness has been related to structural properties of a network (Shinar and Feinberg, 2010) or to the existence of certain algebraic invariants (Dexter et al., 2015). More generally, robustness properties can be understood in terms of parameter non-identifiability (Sontag, 2017).

Concentration robustness may not only occur with respect to the enzyme concentration, but also to that of substrates and/or effectors. Interestingly, this can happen already at the level of the Goldbeter-Koshland model in the signal-transducing regime. To see this more explicitly, we rewrite the approximation for the stimulus-response curve (Fig. 8D) as a function of the substrate concentration, i.e.

\[
[S^*] \approx \begin{cases} 
S_T \left(1 - \frac{k_1}{\alpha K_2 + S_T}\right), & S_T < \alpha K_2 \\
\alpha K_2, & S_T > \alpha K_2 
\end{cases}
\]

Hence, if \(S_T > \alpha K_2\) the concentration of the phosphorylated substrate becomes independent of the substrate concentration \([S^*] \approx \alpha K_2\) so that \([S^*]\) exhibits concentration robustness with respect to \(S_T\) in that regime.

Yet, there were known examples of demonstrated ultrasensitivity for bifunctional enzymes (Fig. 11A) raising the question how one can understand the emergence of ultrasensitivity in bifunctional enzyme systems (Straube, 2012). In fact, the first experimental evidence for enhanced sensitivity in covalent modification cycles came from studies with the bifunctional IDHKP (LaPorte and Koshland Jr., 1983) although the measured stimulus-response curve (Fig. 11B) more resembled that of a linear-saturation response as it occurs in the signal-transducing regime (Fig. 8D). Interestingly, both behaviors can be understood within a common mechanistic model which was originally proposed by Shinar et al. (Shinar et al., 2009) to describe IDHKP-mediated robustness in glyoxylate bypass regulation (LaPorte et al., 1985). Later, it was shown by means of a rapid equilibrium approximation that the Shinar model yields a GK-type equation (Straube, 2013) if one replaces in Eq. (44) Michaelis-Menten constants by dissociation constants. Hence,

---

Figure 10: Substrate competition in phosphorylation/dephosphorylation cycles. (A) Two substrates (X and Y) compete for access to Cdk1 (K) which mediates phosphorylation of Wee1 and Sic1. Dephosphorylation is assumed to follow pseudo first-order kinetics. (B) Steady state concentration of the phosphorylated form of the low-affinity substrate as a function of the kinase concentration

<table>
<thead>
<tr>
<th>receptor-ligand modification binding</th>
<th>covalent modification cycles</th>
<th>two-component systems</th>
</tr>
</thead>
<tbody>
<tr>
<td>[L1R]</td>
<td>[XP]</td>
<td>[RR1+]</td>
</tr>
<tr>
<td>(R_T)</td>
<td>(\frac{K_d}{a_1a_2})</td>
<td>(C_{P1})</td>
</tr>
<tr>
<td>(L2T)</td>
<td>(\frac{a_2}{a_1})</td>
<td>(c_{P1} / c_{P2})</td>
</tr>
<tr>
<td>(L1T)</td>
<td>(\frac{a_1}{a_2})</td>
<td>(C_{P1})</td>
</tr>
<tr>
<td>(K_{d1})</td>
<td>(\frac{a_1}{a_2})</td>
<td>(C_{P1})</td>
</tr>
</tbody>
</table>

Table 1: Parameter substitutions for systems with substrate competition as described by Eq. (35).
if a bifunctional enzyme exhibits two distinct catalytic sites for its opposing activities one may expect similar types of stimulus-response curves as for covalent modification cycles with distinct converter enzymes (Fig. 8) including ultrasensitivity and concentration robustness where the latter occurs in the signal-transducing regime (Eq. 58). In support of this expectation evidence for concentration robustness has recently been observed in the regulation of cellular Pi homeostasis by PPiPSK which denotes a family of bifunctional enzymes with two domains for its kinase and phosphatase activities (Gu et al., 2017).

### 3.4.1. Bifunctional enzymes with a single catalytic site

Although many bifunctional enzymes seem to exhibit distinct catalytic sites for their opposing activities there are examples where modification and demodification are carried out by a single catalytic center. The most prominent members of this class are sensor histidine kinases which are part of two-component systems (cf. section 4). Based on the crystal structure it seems that also the IDHKP exhibits just a single catalytic site (Zheng and Jia, 2010) which would prevent formation of a ternary $S-KP-S^*$ complex as assumed in the Shinar model (Fig. 11C). This leads to the strange situation that, though the predictions based on this model quantitatively agree with the measured stimulus-response curve (Fig. 11B) it mechanistically does not apply to the case of the IDHKP. However, a revised model taking into account the structure of the active site as well as substrate dimerization confirms the existence of concentration robustness for the IDH cycle (Dexter and Gunawardena, 2013).

Apart from concentration robustness one might ask whether bifunctional enzymes with a single catalytic site may also yield ultrasensitivity? It turns out that this is, indeed, the case if one assumes that the opposing activities are reciprocally regulated by an allosteric effector (Fig. 12A). To this end, we assume that the enzyme may exist in a kinase state $(E_K)$ and in a phosphatase state $(E_P)$, and that binding of the effector to the kinase state switches it from kinase to phosphatase mode. Interestingly, the response behavior of such a system depends on the affinity of the effector (Straube, 2014). If the affinity is low $(K_d \gg E_T)$ the concentration of the phosphorylated form of the substrate exhibits a hyperbolic dependence on the effector concentration as described by

$$[S^*] \approx \frac{S_T}{1 + \frac{k_1}{k_2} \frac{[S_T]}{K_d}}.$$  
(59)

Here, $K_1$ and $K_2$ denote respectively the Michaelis-Menten constants associated with the kinase and the phosphatase activity, and $K_d = k_d^+/k_d^-$ denotes the dissociation constant of the enzyme-effector complex. In contrast, if the enzyme exhibits a high affinity for the effector $(K_d \ll E_T)$ the steady state is determined a $GK$-type equation of the form

$$k_1 (E_T - L_T) \frac{S_T - [S^*]}{K_1 + S_T - [S^*]} \approx k_2 L_T \frac{[S^*]}{K_2 + [S^*]}.$$  
(60)

where $E_T - L_T$ and $L_T$ play the role of an effective kinase and phosphatase concentration, respectively. In this regime bifunctional enzymes with a single catalytic site may generate similar response behaviors as covalent modification cycles with distinct converter enzymes. However, this regime is restricted to low effector concentration $(L_T < E_T)$ where the enzyme is not saturated by the effector.

### 4. Two-Component Signal Transduction

Two-component systems (TCSs) are modular signal transduction systems which are utilized by bacteria and other microorganisms to sense and respond to diverse stimuli (Stock et al., 2000) such as osmolarity (EnvZ/OmpR), magnesium limitation (PhoQ/PhoP) or nitrogen assimilation (NtrB/NtrC). While *E. coli* comprises about 30 of these systems, other bacteria express more than 100 TCSs (Aln et al., 2006). Canonical TCSs consist of a sensor histidine kinase (HK) and a cognate response regulator (RR) which often acts as a transcription factor to activate or repress a particular set of response genes. The HK exhibits up to three distinct activities to modulate the RR phosphorylation level: Upon stimulation, the HK autophosphorylates at a conserved histidine residue and transfers the phosphoryl group to an aspartate residue in the RR receiver domain. The
unphosphorylated form of the HK often exhibits a distinct phosphatase activity towards the phosphorylated form of RR endowing many HKs with a bifunctional design (Goulian, 2010).

### 4.1. The Batchelor-Goulian Model

More than 20 years ago Russo and Silhavy argued that if HK autophosphorylation represents the rate-limiting step in RR phosphorylation TCSs with a bifunctional design should exhibit special robustness properties. Specifically, the RR phosphorylation level should be approximately independent with respect to variations in both the concentration of the HK and that of the RR (Russo and Silhavy, 1993). Ten years later, by measuring the transcriptional activity of OmpR-regulated genes, Batchelor and Goulian provided the first experimental evidence for concentration robustness in TCSs (Batchelor and Goulian, 2003). They also proposed a simple model that could qualitatively account for the observed robustness under variations of RR and HK abundances (Fig. 13A). Under conditions when the HK is much less abundant than the RR (which is the typical situation in TCSs) the steady states within the Batchelor-Goulian model are determined by the LR-type equation (cf. Eq. 8)

\[
[R] = \left( C_p + RRT + C_i \right) R^* + C_p RRT \approx 0 \tag{61}
\]

where \( R^* \) stands for the phosphorylated form of the RR.

\[
C_p = \frac{k_p}{k_p} K_p \quad \text{and} \quad C_i = \frac{k_i}{k_i} K_i \tag{62}
\]

denote rescaled Michaelis-Menten constants associated with the phosphatase and the kinase activities of the HK, and \( RRT \) denotes the total RR concentration. In the ‘high-affinity’ limit, defined by \( C_i \ll C_p \), the solution of Eq. (61) can be approximated by

\[
[R] \approx \begin{cases} RRT, & RRT < C_p \\ C_p, & RRT > C_p \end{cases} \tag{63}
\]

i.e. if the concentration of the RR exceeds the threshold \( C_p \) its level remains approximately constant. Note that the value of this constant \( C_p \) only depends on kinetic parameters, but not on protein concentrations (Eq. 62). In the ‘low-affinity’ regime, defined by \( C_i \gg C_p \), the solution of Eq. (61) can be approximated by

\[
[R] \approx \frac{C_p RRT}{C_p + RRT + C_i} \tag{64}
\]

Interestingly, both types of behaviors were observed experimentally (Fig. 13B). The Batchelor-Goulian model has also been used to model other regulatory aspects of TCSs such as the impact of autoregulation (Miyashiro and Goulian, 2008) and the emergence of cross-talk (Siryporn et al., 2010). However, there also exist alternative TCS models which describe, for example, phosphotransfer as a reversible reaction (Kremling et al., 2004; Tindall et al., 2013) or include the formation of dead-end complexes (Igoshin et al., 2008).

### 4.2. Reciprocal regulation of HK activities

A quantitative analysis of the input-output behavior of TCSs is often limited by the fact that the physiological signal sensed by the HK is not well known (Krell et al., 2010). In cases where the signal has been identified it became evident that the HK’s autokinase and phosphatase activities are the primary targets of regulation (Stewart, 2010; Heermann and Jung, 2010) and that regulation of these activities often occurs in a reciprocal manner (Jiang and Ninfa, 1999; Chamnongpol et al., 2003; Dubey et al., 2016). Figure 14A shows an example where binding of an allosteric ligand switches the HK from kinase to phosphatase mode, i.e. in the presence of the signal the system is shut-off and only when the signal becomes limiting the system is switched on. Similar regulatory structures have been

---

**Figure 12:** Reciprocal regulation in covalent modification cycles with a bifunctional converter enzyme. (A) Reaction mechanism for an enzyme with a single catalytic site. \( E_K \) and \( E_P \) denote enzyme states in kinase and phosphatase mode, respectively. Binding of a ligand \( L \) to \( E_K \) is assumed to switch the enzyme into phosphatase mode. (B) Stimulus-response curves for increasing binding affinity. At low affinity \( K_d \gg E_T \) (\( K_d \approx k_d/k_p \)) the response is graded, at high affinity \( K_d \ll E_T \) the response becomes ultrasensitive, but is restricted to \( L \approx E_T \). Dashed curves were computed from Eqs. (59) (red) and (60) (blue). Parameters: \( E_T = 0.1\text{nM}, S_T = 10\text{nM}, K_1 = K_2 = 0.1\text{nM}, k_1 = k_2 = 1/s \).

**Figure 13:** Concentration robustness in the Batchelor-Goulian model. (A) Reaction scheme includes HK autophosphorylation (1), phosphotransfer (2) and HK phosphatase activity (3). (B) Comparison of the Batchelor-Goulian model with measurements of the RR phosphorylation level as a function of total RR abundance. Left panel: PhoR/PhoB system (Gao and Stock, 2013). The mutant PhoB exhibits reduced affinity for PhoR which increases the value of \( C_p \). The stimulus-response curves are of linear-saturation type as predicted by Eq. (63). Right panel: NtrB/NtrC system (Jiang et al., 2012). The stimulus-response curve exhibits a Michaelian shape as predicted by Eq. (64).
observed in the PhoQ/PhoP and NtrB/NtrC systems (Jiang and Ninfa, 1999; Chammongkol et al., 2003).

Similar as in the case of covalent modification cycles with a bifunctional converter enzyme (cf. Fig. 12) the steady state behavior of a TCS with reciprocal regulation depends on the affinity of the ligand. If the affinity is low ($K_d \gg HK_T$) the steady state equation becomes identical with the LR-type equation in Eq. (61) if $C_p$ is replaced by $C_{p1} = C_pK_d/L_T$ where $L_T$ denotes the total ligand concentration and $K_d = k_{\text{d}}/k_{\text{d}}^\text{app}$ denotes the dissociation constant for ligand binding. Hence, in this regime the threshold for reaching a constant phosphorylation level as well as the value of this constant depend on the ligand concentration (Fig. 14B, left panel), i.e. the system exhibits stimulus-dependent concentration robustness (Straube, 2014). In contrast, if the ligand exhibits a high affinity for the HK the steady state is determined by a GK-type equation

$$k_{i}^{\text{app}}(HK_T - L_T) \frac{[RR']^p}{K_{i}^{\text{app}} + [RR']^p} = k_pL_T \frac{[RR']^p}{K_p + [RR']^p}$$

(65)

where $K_p$ denotes the Michaelis-Menten constant associated with the phosphatase activity of the HK and

$$k_{i}^{\text{app}} = \frac{k_i}{1 + k_i/k_i^*} \quad \text{and} \quad K_{i}^{\text{app}} = K_i^*\frac{1 + k_i/k_i^*}{1 + k_i/k_i^*}$$

denote apparent constants that can be expressed in terms of rate constants and the Michaelis-Menten constant associated with the phosphotransferase activity ($K_i$). Hence, when triggered by a high-affinity ligand TCSs may behave similarly to covalent modification cycles and exhibit ultrasensitivity to input signals (Fig. 14B, right panel). In this regime TCSs may even exhibit bistability if ultrasensitivity is combined with a positive feedback loop, e.g. due to autoregulation of the HK and RR genes (Wei et al., 2014). However, as can be seen from Eq. (65) the occurrence of ultrasensitivity is restricted to ligand concentrations that are lower than that of the sensor kinase (such that $HK_T - L_T > 0$) making this operating regime particularly useful to detect and amplify low-abundant input signals.

4.3. Cross-talk

New input-output functionality of TCSs is often acquired through gene duplication and subsequent divergence of paralogous genes (Alm et al., 2006; Capra et al., 2012). As a result, many sensor kinases do not only phosphotransfer to their cognate response regulator, but (on longer time scales) also to those of other TCSs (Fisher et al., 1996; Skerker et al., 2005) implying a huge kinetic preference of a HK for its cognate RR. In fact, mathematical modeling has suggested that there is a strong selective pressure to eliminate cross-talk between TCSs after gene duplication before new input-output functionality can be acquired (Rowland and Deeds, 2014).

To understand how a strong kinetic preference may generate pathway insulation within the Batchelor-Goulian model we consider the case where one HK phosphorylates its cognate RR (Fisher et al., 1996; Grimshaw et al., 1998; Skerker et al., 2005) implying a huge kinetic preference of a HK for its cognate RR. In fact, the occurrence of ultrasensitivity is restricted to ligand concentrations that are lower than that of the sensor kinase (such that $HK_T - L_T > 0$) making this operating regime particularly useful to detect and amplify low-abundant input signals.

Figure 14: Reciprocal regulation in two-component systems. (A) Binding of a ligand (4) inhibits autophosphorylation (1) and phosphotransfer (2), but activates the HK’s phosphatase activity (3). (B) Depending on the binding affinity of the ligand ($K_d = k_d/k_d^\text{app}$) the system may either exhibit concentration robustness (left panel) or ultrasensitivity (right panel).

In the first case ($\varepsilon_i \gg 1$) the steady states for $[RR']^p_i$ and $[RR']^i_2$ are determined (leading order) by the LR-type equations

$$[RR']^p_i - [RR']^p_2 = [RR']^p_2 + C_{p2} + C_{i2} + C_{p2}'R_{2T} \approx 0$$

(66)

and

$$[RR']^i_1 - [RR']^i_2 + C_{eff}^i + C_{i1} + C_{eff}'R_{1T} \approx 0$$

(67)

where $C_{eff}^i = C_{p1} - \varepsilon_i R_{1T}'$. Hence, the cognate RR (RR2) behaves as if the non-cognate partner was absent while the latter may exhibit threshold behavior if $C_{i1} \ll RR_{1T}$. For autophosphorylation rates below a threshold the phosphorylation level...
of RR$_i$ remains low, too, i.e.

$$[RR^*_i] \approx \frac{1}{k_{P1}^T} \frac{[RR^*_{1T}]C_{p1}}{RR^*_{2T} - C_{p2}}, \quad k_{P2}^T < \frac{k_{P2}}{k_{P2}^T}RR^*_2. \quad (68)$$

beyond the threshold it increases either hyperbolically ($C_{i1} \gg RR^*_{1T}$) or in an ultrasensitive manner ($C_{i1} \ll RR^*_{1T}$) (Fig. 15D).

In contrast, if the HK develops a kinetic preference with respect to its phosphatase activity ($\epsilon_p \gg 1$) the steady state for $[RR^*_i]$ is still determined by Eq. (66) while that for $[RR^*_1]$ is determined by a different LR-type equation

$$[RR^*_1]^2 - (RR^*_{1T} + C_{p1} + C_{p2}^*)[RR^*_1] + C_{p1}RR^*_{1T} \approx 0 \quad (69)$$

where $C_{p2}^* = C_{p2} + \epsilon_p RR^*_{2T}$. In that case no threshold exists and the order in which the RRs are phosphorylated is reversed. As a result the non-cognate RR becomes fully phosphorylated already at low autophosphorylation rates (Fig. 15E). Together this suggests that to insulate newly emerging TCSs developing a kinetic preference with respect to the phosphotransferase rather than the phosphatase activity should be the better strategy which is supported by the fact that the latter has not been observed experimentally yet (Siryaporn and Goulian, 2008).

In some cases cross-talk where two RRs are phosphorylated by a single HK may be a desirable feature of a regulatory network in which case it has been referred to as cross-regulation (Laub and Goulian, 2007). For example, in the chemotaxis network of E. coli the histidine kinase CheA can phosphorylate either of the two regulator proteins CheY and CheB: while CheY-P controls the sense of rotation of the flagellar motor CheB-P mediates feedback regulation at the receptor level (Sourjik, 2004). Also, since the threshold for the non-cognate partner depends on the concentration of the cognate RR (Eq. (68) the 1HK/2RR motif (Fig. 15B) has been suggested as a basis for constructing a tunable threshold device in the context of synthetic biology applications (Amin et al., 2014).

5. Conclusions

In physics, the superior importance of the harmonic oscillator derives from its repeated occurrence in different branches of physics which allows describing diverse phenomena such as vibrational modes in solid states or oscillations in electrical circuits using similar equations. In this review we advocated the opinion that, as far as the steady state behavior is concerned, elementary network motifs might play a similar role for understanding the behavior of larger biological networks. We have illustrated this approach starting from a simple bimolecular reaction and adding successively more complexity such as substrate competition, cooperativity or covalent modifications. If analyzed in the limit of strong or weak coupling (e.g. high or low affinity of a ligand) or under conditions of substrate excess the corresponding steady state equations became structurally similar to those of a bimolecular reaction (L-type and LR-type equations) or to that of the Goldbeter-Koshland model describing covalent modifications (GK-type equation).

![Figure 15: Cross-talk and substrate competition in two-component systems.](image-url)
Different limits may lead to different equations as in the case of two-component systems where the sensor kinase is reciprocally regulated by an allosteric effector (Eq. 14): If the affinity of the effector is high the system is described by an equation of the Goldbeter-Koshland type (Eq. 65); in the low-affinity limit it becomes similar to that of a bimolecular reaction (Eq. 61). In these equations the parameters of the elementary motifs are typically replaced by parameters with a different meaning or by parameter combinations. In the latter case information from different parts of the network is condensed into few effective parameters (cf. Table 1) which allows for a quantitative understanding of signal integration.

Despite the fact that different systems can be described by similar equations the interpretation of the resulting input-output behavior might be different. For example, under conditions of substrate excess two-component systems can be described by a similar equation as receptor-ligand binding. However, for two-component systems the receptor concentration is replaced by a rescaled Michaelis-Menten constant which only depends on kinetic parameters of the system. As a consequence the stimulus-response curve for receptor-ligand binding describes saturation of a receptor by a ligand while that for a two-component system describes concentration robustness (Fig. 13).

5.1. Challenges and future directions

In this review we focussed on the simplest network motifs within each class, e.g. two ligands competing for a binding site on a receptor, for which analytical results are known. However, in vivo the number of competitors could be substantially higher which may lead to multiple thresholds and hierarchical regulation (Levine et al., 2007; Mitarai et al., 2007). As the number of competitors increases the polynomial order of the corresponding steady state equations increases, too. To systematically derive and analyze such equations algebraic approaches have proven to be useful (Thomson and Gunawardena, 2009; Feliu et al., 2012; Estrada et al., 2016). When going from 2 to n competitors or from one covalent modification cycle to n such cycles, as in a MAP kinase cascade, it will be interesting to see if the resulting steady state equations can still be reduced to a L-type, LR-type or GK-type equation. If so, this may provide a classification of network architectures based on their decomposability into elementary network motifs. One could also envision a classification where larger networks, that can be described by the same equation as an elementary network motif, may be replaced by an ‘equivalent circuit’ of the motif with renormalized input-output parameters similar as for electrical circuits. Such a classification would be particularly useful to aid the construction and integration of novel regulatory circuits in the context of synthetic biology.

While this review almost exclusively focussed on steady state aspects of regulatory networks it remains a major challenge to decode the information processed by cells that is encoded in the temporal response of a network (Sasagawa et al., 2005; Thurlery et al., 2012; Levine et al., 2013). For example, the physiological response may depend on whether a steady state is approached monotonically or through relaxation after an overshoot (Shin et al., 2006). In ODE systems with two or more state variables a steady state may become unstable in a Hopf bifurcation giving rise to sustained oscillations which encode information in their shape and their frequency. Similar as for steady states an approach based on network motifs was used to classify biological oscillators (Novak and Tyson, 2008). At least close to bifurcation points the transient dynamics of such systems can be described by ‘normal form’ equations which contain only a few effective parameters (Kuznetsov, 1998). Away from bifurcation points systems typically have to be analyzed on a case by case basis, and it remains an open question whether the transient dynamics of larger networks can be understood in terms of the known behavior of some elementary motifs. However, model reduction techniques such as the total QSSA may provide a suitable starting point for a systematic analysis.

6. Appendix

6.1. Approximations for τs

If \( K_d \ll |L_T - R_T| \) and \( L_T \neq R_T \) we can approximate \( \tau_s \), defined in Eq. (9), by

\[
\tau_s = \frac{K_d}{k_d' \sqrt{(|L_T - R_T|)^2 + 2K_d (L_T + R_T) + K_d'^2}}
\]

\[
\approx \frac{K_d}{k_d' |L_T - R_T| \sqrt{1 + \frac{2k_d(L_T + R_T)}{(|L_T - R_T|)^2}}}
\]

\[
\approx \frac{1}{k_d' |L_T - R_T|} \left( 1 - \frac{K_d (L_T + R_T)}{L_T - R_T} \right)
\]

where we have used that \( \sqrt{1 + x} \approx 1 + x/2 \) and \( 1/(1 + x) \approx 1 - x \) when \( x \ll 1 \). For \( L_T = R_T \) the leading order diverges and we obtain from Eq. (70)

\[
\tau_s = \frac{K_d}{k_d' \sqrt{4K_dR_T + K_d'^2}} = \frac{1}{k_d' \sqrt{1 + \frac{K_d}{8K_T}}}
\]

\[
\approx \frac{1}{k_d' \left( \frac{4K_dR_T}{8K_T} \right)}
\]

In the limit \( K_d \gg \max (L_T, R_T) \) we approximate \( \tau_s \) by

\[
\tau_s = \frac{1}{k_d' \sqrt{1 + \frac{2L_T + R_T}{K_d'((L_T + R_T)^2)}}}
\]

\[
\approx \frac{1}{k_d' \left( 1 + \frac{L_0 + R_0}{K_d} \right)}
\]

which agrees with the expression in Eq. (13).

6.2. Approximations for the cooperative binding motif

6.2.1. Positive cooperativity

In the limit of strong positive cooperativity (\( c \gg b \)) we rewrite Eq. (27) in the form

\[
x^2 - (K_{1T} + K_{2T} + \varepsilon S_T)x + (1 + \varepsilon)K_{1T}K_{2T} = 0
\]
where
\[ \varepsilon = \frac{b}{c - b} \ll 1. \]

For fixed \( S_T \sim O(K_{1T}, K_{2T}) \) substituting the Ansatz
\[ x = x_0 + \varepsilon x_1 + O(\varepsilon^2) \]
into Eq. (71) yields
\[ x_0^2 - (K_{1T} + K_{2T}) x_0 + K_{1T}K_{2T} = 0 \]
and
\[ 2x_0x_1 - (K_{1T} + K_{2T}) x_1 - S_T x_0 + K_{1T}K_{2T} = 0. \]

Substituting this solution into Eq. (72) yields the approximation (cf. Eq. 30)
\[ x_0 = \frac{K_{1T} + K_{2T}}{2} - \frac{|K_{1T} - K_{2T}|}{2} = \begin{cases} K_{1T}, & K_{1T} < K_{2T} \\ K_{2T}, & K_{1T} > K_{2T} \end{cases} \]

Substituting this into Eq. (73) and solving for \( x_1 \) gives
\[ x_1 = \begin{cases} -K_{1T} \frac{S_T - K_{2T}}{S_T - K_{1T}} + K_{2T}, & K_{1T} < K_{2T} < S_T \\ -K_{2T} \frac{S_T - K_{1T}}{S_T - K_{2T}} + K_{1T}, & K_{2T} < K_{1T} < S_T \end{cases} \]

Together, this yields the approximation
\[ x \approx \begin{cases} K_{1T} \left( 1 - \frac{S_T - K_{2T}}{S_T - K_{1T}} \right), & K_{1T} < K_{2T} < S_T \\ K_{2T} \left( 1 - \frac{S_T - K_{1T}}{S_T - K_{2T}} \right), & K_{2T} < K_{1T} < S_T \end{cases} \]

which has been used to construct the solution in Eq. (31).

For large \( S_T \) the term \( \varepsilon S_T \) must not be neglected against \( K_{1T} \) and \( K_{2T} \) in the linear term of Eq. (71). Specifically, if \( \varepsilon S_T \gg K_{1T} + K_{2T} \) the linear term becomes dominant so that balancing it with the \( O(1) \) part of the constant term yields the asymptotic form of the solution (cf. Eq. 29)
\[ x \sim \frac{K_{1T}K_{2T}}{K_{1T} + K_{2T} + \varepsilon S_T}, \quad S_T \gg \frac{1}{\varepsilon} K_{1T} + K_{2T}. \]

6.2.2. Negative cooperativity

In the case of strong negative cooperativity \( (c \ll b) \) we rewrite Eq. (27) in the form
\[ x^2 - (K_{1T} + K_{2T} - (1 + \eta) S_T) x - \eta K_{1T} K_{2T} = 0 \]
where \[ \eta = \frac{c}{b - c} \ll 1. \]
Substituting the Ansatz
\[ x = x_0 + \eta x_1 + O(\eta^2) \]
into Eq. (75) yields
\[ (x_0 - K_{1T} + K_{2T} - S_T) x_0 = 0 \]
and
\[ 2\varepsilon x_0x_1 - (K_{1T} + K_{2T} - S_T) x_1 + S_T x_0 - K_{1T}K_{2T} = 0. \]

The non-negative solutions of Eq. (76) are given by
\[ x_0^{(1)} = 0 \]
\[ x_0^{(2)} = K_{1T} + K_{2T} - S_T, \quad S_T < K_{1T} + K_{2T}. \]
Substituting \( x_0^{(i)} \) into Eq. (77) and solving for \( x_1 \) gives
\[ x_1^{(1)} = \frac{K_{1T}K_{2T}}{S_T - (K_{1T} + K_{2T})}, \quad S_T > K_{1T} + K_{2T} \]
\[ x_1^{(2)} = -\left( S_T - \frac{K_{1T}K_{2T}}{K_{1T} + K_{2T} - S_T} \right), \quad S_T < K_{1T} + K_{2T}. \]

Together, this yields the approximation (cf. Eq. 30)
\[ x \approx \begin{cases} \eta \frac{K_{1T}K_{2T}}{S_T - \eta K_{1T} + K_{2T}}, & K_{1T} < S_T < K_{2T} \\ K_{1T} + K_{2T} - S_T, & K_{1T} > S_T - K_{2T} \end{cases} \]

which has been used to construct the solution in Eq. (32).

6.3. Stimulus response curve for substrate competition at large substrate concentration

The steady state for \([L].R] \) is determined by the cubic equation in Eq. (35). To derive an approximate expression for the stimulus response curve in the limit \( L_{1T} \gg (R_T - L_{2T}) / \varepsilon \) with \( \varepsilon = K_{1L} / K_{1T} \ll 1 \) we note that \([L].R] \leq R_T \) remains bounded as \( L_{1T} \) becomes large so that the cubic term can be neglected in that limit. Then, keeping only the dominant terms from the coefficients of the linear and the quadratic terms, the stimulus response curve is determined to leading order by
\[ L_{1T}[L].R] \leq L_{1T} (R_T - L_{2T} - \varepsilon L_{1T}) [L].R] + \varepsilon R_T L_{1T}^2 \approx 0 \]
which agrees with Eq. (40).
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The phosphorylation of two response regulators (RRs) by a single sensor kinase (HK), as depicted in Fig. 15C, is described by the reaction mechanism

\[
\begin{align*}
HK^* + RR_i^\ast & \underset{k_{t,i}}{\overset{k_{i,i}}{\rightleftharpoons}} HK^*-RR_i^\ast \rightarrow HK + RR_i^*, \quad i = 1, 2 \\
HK + RR_i^\ast & \underset{k_{p,i}}{\overset{k_{p,i}}{\rightleftharpoons}} HK-RR_i^\ast \rightarrow HK + RR_i, \quad i = 1, 2 \\
HK & \underset{k_K}{\overset{k_K}{\rightleftharpoons}} HK^\ast
\end{align*}
\]

where \(HK^*\) and \(RR_i^*\) denote the phosphorylated forms of the sensor kinase and the response regulator, respectively. The corresponding ODE system reads

\[
\begin{align*}
\frac{d[RR_1^*]}{dt} &= k_{t,1}[HK^*-RR_1] - k_{p,1}[RR_1^*][HK] + k_{p,1}[HK-RR_1^*] \quad (S1) \\
\frac{d[HK]}{dt} &= -k_{p}^+[HK] + k_{p}^-[HK^*] + \sum_{i=1}^{2} k_{t,i}[HK^*-RR_i] \\
&\quad - \sum_{i=1}^{2} (k_{p,i}^+[RR_i^*][HK] - (k_{p,i}^+[RR_i^*][HK^*-RR_i]) \\
\frac{d[HK^*-RR_1]}{dt} &= k_{t,1}^+[RR_1][HK^*] - (k_{t,1} + k_{t,1})[HK^*-RR_1] \quad (S3) \\
\frac{d[HK-RR_1^*]}{dt} &= k_{p,1}^+[RR_1^*][HK] - (k_{p,1} + k_{p,1})[HK-RR_1^*] \quad (S4)
\end{align*}
\]

where \([RR_1], [RR_2]\) and \([HK^\ast]\) have to be replaced according to the conservation relations

\[
\begin{align*}
[RR_1] + [RR_1^\ast] + [HK^*-RR_1] + [HK-RR_1^*] &= RR_{1T} \quad (S5) \\
[RR_2] + [RR_2^\ast] + [HK^*-RR_2] + [HK-RR_2^*] &= RR_{2T} \quad (S6) \\
[HK] + [HK^\ast] + \sum_{i=1}^{2} [HK^*-RR_i] + \sum_{i=1}^{2} [HK-RR_i^*] &= HK_T. \quad (S7)
\end{align*}
\]

We assume that both RRs are in excess so that

\[
\begin{align*}
[RR_1] &\approx RR_{1T} - [RR_1^\ast] \quad (S8) \\
[RR_2] &\approx RR_{2T} - [RR_2^\ast].
\end{align*}
\]
Under steady state conditions the enzyme-substrate complexes are given by

\[
[HK^* - RR_i] = \frac{[RR_i] [HK^*]}{K_{t,i}} \approx \frac{(RR_{iT} - [RR_i^*]) [HK^*]}{K_{t,i}} \quad (S9)
\]

\[
[HK - RR_i^*] = \frac{[RR_i^*] [HK]}{K_{p,i}}
\]

where the Michaelis-Menten constants are defined by

\[
K_{t,i} = \frac{k_{t,i}^- + k_{t,i}^+}{k_{t,i}^+} \quad \text{and} \quad K_{p,i} = \frac{k_{p,i}^- + k_{p,i}^+}{k_{p,i}^+}, \quad i = 1, 2.
\]

Addition of Eqs. (S2) and (S4) yields at steady state

\[
[HK] = \frac{k_{-}^{-} [HK^*] + k_{1,1}^{-} [HK^* - RR_1] + k_{1,2}^{-} [HK^* - RR_2]}{k_{+}^{+}}
\]

\[
= \frac{k_{-}^{-}}{k_{+}^{+}} \left( 1 + \frac{k_{1,1}^{-}}{k_{+}^{+}} [RR_1] + \frac{k_{1,2}^{-}}{k_{+}^{+}} [RR_2] \right) [HK^*]
\]

\[
\approx \frac{k_{-}^{-}}{k_{+}^{+}} \left( 1 + \frac{k_{1,1}^{-} RR_{1T} - [RR_1]}{k_{+}^{+}} [RR_1] + \frac{k_{1,2}^{-} RR_{2T} - [RR_2]}{k_{+}^{+}} [RR_2] \right) [HK^*] \quad (S10)
\]

where we have used the conservation relations Eqs. (S8) in the last line. Similarly, addition of Eqs. (S1) and (S4) yields the steady state relations

\[
k_{t,1} [HK^* - RR_1] = k_{p,1} [HK - RR_1^*]
\]

\[
k_{t,2} [HK^* - RR_2] = k_{p,2} [HK - RR_2^*].
\]

Replacing the enzyme-substrate complexes by the relations in Eqs. (S9) and the conservation relations Eqs. (S8) yields

\[
k_{t,1} \frac{(RR_{1T} - [RR_1^*]) [HK^*]}{K_{t,1}} \approx k_{p,1} \frac{[RR_1^*] [HK]}{K_{p,1}}
\]

\[
k_{t,2} \frac{(RR_{2T} - [RR_2^*]) [HK^*]}{K_{t,2}} \approx k_{p,2} \frac{[RR_2^*] [HK]}{K_{p,2}}.
\]

Finally, replacing [HK] on the right-hand sides by the expression in Eq. (S10) the factor [HK^*] cancels on both sides of the equation resulting in the steady state equations

\[
k_{t,1} \frac{(RR_{1T} - [RR_1^*])}{K_{t,1}} \approx k_{p,1} \frac{[RR_1^*] k_{-}^{-}}{K_{p,1} k_{+}^{+}} \left( 1 + \frac{k_{t,1}^{-} RR_{1T} - [RR_1]}{k_{+}^{+}} [RR_1] + \frac{k_{t,2}^{-} RR_{2T} - [RR_2]}{k_{+}^{+}} [RR_2] \right) \quad (S11)
\]

\[
k_{t,2} \frac{(RR_{2T} - [RR_2^*])}{K_{t,2}} \approx k_{p,2} \frac{[RR_2^*] k_{-}^{-}}{K_{p,2} k_{+}^{+}} \left( 1 + \frac{k_{t,1}^{-} RR_{1T} - [RR_1]}{k_{+}^{+}} [RR_1] + \frac{k_{t,2}^{-} RR_{2T} - [RR_2]}{k_{+}^{+}} [RR_2] \right).
\]
By defining the rescaled Michaelis-Menten constants $C_{p,i}$ and $C_{t,i}$ through

$$C_{p,i} = \frac{k_p^T}{k_{p,i}} K_{p,i} \quad \text{and} \quad C_{t,i} = \frac{k_t^T}{k_{t,i}} K_{t,i}, \quad i = 1, 2$$

Eqs. (S11) can be written in the form

$$\frac{(R_{R1T} - [RR^*_1])}{C_{t,1}} \approx \frac{[RR^*_1]}{C_{t,1}} \left( 1 + \frac{RR_{1T} - [RR^*_1]}{C_{t,1}} + \frac{RR_{2T} - [RR^*_2]}{C_{t,2}} \right)$$

$$\frac{(R_{R2T} - [RR^*_2])}{C_{t,2}} \approx \frac{[RR^*_2]}{C_{t,2}} \left( 1 + \frac{RR_{1T} - [RR^*_1]}{C_{t,1}} + \frac{RR_{2T} - [RR^*_2]}{C_{t,2}} \right).$$

Taking the ratio of both equations yields

$$\frac{C_{p,1} (RR_{1T} - [RR^*_1])}{C_{t,1}} = \frac{C_{p,2} (RR_{2T} - [RR^*_2])}{C_{t,2}}$$

or

$$[RR^*_2] = \frac{R_{2T} [RR^*_1]}{\varepsilon_p (R_{1T} - [RR^*_1]) + [RR^*_1]}$$

where

$$\varepsilon_p \equiv \frac{C_{p,1}}{C_{p,2}} = \frac{k_{p,2}}{k_{p,1}} \frac{K_{p,2}}{K_{p,1}} \quad \text{and} \quad \varepsilon_t \equiv \frac{C_{t,1}}{C_{t,2}} = \frac{k_{t,2}}{k_{t,1}} \frac{K_{t,2}}{K_{t,1}}$$

denote the ratios of the kinetic preferences of the HK’s phosphatase activity ($\varepsilon_p$) and the HK’s phosphotransferase activity ($\varepsilon_t$) with respect to the two RRs.

Substituting the relation

$$R_{2T} - [RR^*_2] = \frac{R_{2T} \varepsilon_p (R_{1T} - [RR^*_1])}{\varepsilon_t (R_{1T} - [RR^*_1]) + [RR^*_1]}$$

into Eq. (S12) yields a cubic equation for $[RR^*_1]$ which can be written as

$$\left( 1 - \frac{\varepsilon_t}{\varepsilon_p} \right) [RR^*_1]^3 - \left( RR_{1T} + C_{p,1} - \varepsilon_p RR_{2T} + C_{t,1} - \varepsilon_t \frac{2 \cdot RR_{1T} + C_{p,1} + C_{t,1}}{\varepsilon_t} \right) [RR^*_1]^2$$

$$+ RR_{1T} \left( C_{p,1} - \varepsilon_p RR_{2T} - \varepsilon_t \frac{2 \cdot RR_{1T} + 2C_{p,1} + C_{t,1}}{\varepsilon_t} \right) [RR^*_1] + \frac{\varepsilon_p}{\varepsilon_t} C_{p,1} RR_{1T}^2 = 0.$$  

By symmetry the steady state equation for $[RR^*_2]$ is given by

$$\left( 1 - \frac{\varepsilon_p}{\varepsilon_t} \right) [RR^*_2]^3 - \left( RR_{2T} + C_{p,2} - \frac{1}{\varepsilon_p} RR_{1T} + C_{t,2} - \frac{\varepsilon_t}{\varepsilon_p} \frac{2 \cdot RR_{2T} + C_{p,2} + C_{t,2}}{\varepsilon_p} \right) [RR^*_2]^2$$

$$+ RR_{2T} \left( C_{p,2} - \frac{1}{\varepsilon_p} RR_{1T} - \frac{\varepsilon_t}{\varepsilon_p} \frac{2 \cdot RR_{2T} + 2C_{p,2} + C_{t,2}}{\varepsilon_p} \right) [RR^*_2] + \frac{\varepsilon_t}{\varepsilon_p} C_{p,2} RR_{2T}^2 = 0.$$
in the case of Eq. (S15) and substitutions (cf. Table 1)

\[ [RR_1^*] \leftrightarrow [L1.R], \quad RR_{1T} \leftrightarrow L1_T, \quad \frac{\varepsilon_p}{\varepsilon_t} \leftrightarrow \varepsilon, \]

\[ C_{p,1} \leftrightarrow R_T, \quad \varepsilon_p RR_{2T} \leftrightarrow L2_T, \quad C_{t,1} \leftrightarrow K_{d1} \]

in the case of Eq. (S15) and

\[ [RR_2^*] \leftrightarrow [L1.R], \quad RR_{2T} \leftrightarrow L1_T, \quad \frac{\varepsilon_t}{\varepsilon_p} \leftrightarrow \varepsilon \]

\[ C_{p,2} \leftrightarrow R_T, \quad \frac{1}{\varepsilon_p} RR_{1T} \leftrightarrow L2_T, \quad C_{t,2} \leftrightarrow K_{d1} \]

in the case of Eq. (S16).

In the limit \( \varepsilon_p \rightarrow \infty \) (with \( \varepsilon_t \) constant) the dominant terms in Eqs. (S15) are

\[-\frac{\varepsilon_p}{\varepsilon_t} \frac{[RR_1^*]^3}{[RR_1^*]} + \left( \frac{\varepsilon_p}{\varepsilon_t} RR_{2T} + \frac{\varepsilon_p}{\varepsilon_t} \left( 2 \cdot RR_{1T} + C_{p,1} + C_{t,1} \right) \right) \frac{[RR_1^*]^2}{[RR_1^*]} + \frac{\varepsilon_p}{\varepsilon_t} C_{p,1} RR_{1T}^2 \approx 0 \]

which can be factorized as

\(([RR_1^*] - RR_{1T})([RR_1^*]^2 - (RR_{1T} + C_{p,1} + C_{t,1} + \varepsilon_t RR_{2T}) [RR_1^*] + C_{p,1} RR_{1T}) \approx 0.\]

Hence, \([RR_1^*] \approx R_{1T} \) or \([RR_1^*] \) is a solution of the LR-type equation

\([RR_1^*]^2 - (RR_{1T} + C_{p,1} + C_{t,1} + \varepsilon_t RR_{2T}) [RR_1^*] + C_{p,1} RR_{1T} \approx 0.\]

In contrast, in the limit \( \varepsilon_t \rightarrow \infty \) the dominant terms of Eq. (S15) are given by

\(([RR_1^*]^2 - (C_{t,1} + RR_{1T} + C_{p,1} - \varepsilon_p RR_{2T}) [RR_1^*] + RR_{1T} (C_{p,1} - \varepsilon_p RR_{2T})) [RR_1^*] \approx 0.\]

Hence, \([RR_1^*] \approx 0 \) or \([RR_1^*] \) is a solution of the LR-type equation

\([RR_1^*]^2 - (RR_{1T} + C_{p,1} - \varepsilon_p RR_{2T} + C_{t,1}) [RR_1^*] + (C_{p,1} - \varepsilon_p RR_{2T}) RR_{1T} \approx 0. \quad \text{(S18)}\]

Note that similar as for Eq. (38) the solution of Eq. (S18) is only defined for \( C_{p,1} > \varepsilon_p RR_{2T} \) or \( k_K^+ > (k_{p,2}/K_{p,2}) RR_{2T} \). In the opposite case \( (k_K^+ < (k_{p,2}/K_{p,2}) RR_{2T}) \) the approximation can be obtained by substituting the corresponding quantities (S17) into Eq. (37) which yields

\([RR_1^*] \approx \frac{1}{\varepsilon_t RR_{2T} - C_{p,2}} RR_{1T} C_{p,1}, \quad k_K^+ < \frac{k_{p,2}}{K_{p,2}} RR_{2T}.\]

S4
For \([RR^*_2]\) as described by Eq. (S16) the dominant terms are can be factorized as

\[
[RR^*_2] \left( [RR^*_2]^2 - (RR_{2T} + C_{p,2} + C_{t,2})[RR^*_2] + RR_{2T}C_{p,2} \right) \approx 0
\]

if \(\varepsilon_t \to \infty\) and

\[
(RR_{2T} - [RR^*_2]) \left( [RR^*_2]^2 - [RR^*_2] (RR_{2T} + C_{p,2} + C_{t,2}) + RR_{2T}C_{p,2} \right) \approx 0.
\]

if \(\varepsilon_p \to \infty\). Hence, in either limit the steady state of \([RR^*_2]\) is determined by the same quadratic equation which is identical with that of the Batchelor-Goulian model for a single RR (cf. Eq. 61).