All-sky search for long-duration gravitational wave transients in the first Advanced LIGO observing run

I. INTRODUCTION

The first observing runs of the Advanced LIGO and Advanced Virgo detectors, with significant sensitivity improvements compared to the first generation detectors, yielded in less than two years incredible discoveries and major astrophysics results via gravitational wave (GW) detections. The first observed GW signals corresponded to the final moments of the coalescence of two stellar-mass black holes and their final plunge. GW150914 and GW151226 were observed with high confidence ($\sigma > 5\sigma$), while LVT151012 was identified with a lower significance ($1.7\sigma$). During the second observing run (O2), GW170104 and GW170608 were observed with high confidence ($\sigma > 5\sigma$), with LVT151012 being identified with a lower significance ($1.7\sigma$) during the first observing run (O1). During the second observing run (O2), GW170104 and...
GW170814 (which was detected simultaneously by the three LIGO and Virgo detectors) have confirmed the estimated rate of stellar-mass black hole mergers. Lastly, the observation of a binary neutron star inspiral by the LIGO and Virgo network in association with a gamma-ray burst and a multitude of broadband electromagnetic counterpart observations has opened up a new era in multimessenger astronomy.

The searches that observed these binary compact object systems were also targeting neutron star – black hole mergers as well as intermediate-mass black hole mergers of total mass up to 600 $M_\odot$. So far, only O1 observing run results have been reported for these sources, and no other compact binary coalescence, nor any short duration signal targeted by unmodeled short duration searches have been observed.

In this paper, we present an all-sky search for unmodeled long-duration (10–500 s) transient GW events. Astrophysical compact sources undergoing complex dynamics and hydrodynamic instabilities are expected to emit long-lasting GWs. For example, fallback accretion onto a newborn neutron star can lead to a non-axisymmetric deformation which emits GWs until the neutron star collapses to a black hole. Non-axisymmetric accretion disc fragmentation and instabilities can lead to material spiraling into the central stellar-mass black hole, emitting GWs. Long-duration GWs may also be emitted by non-axisymmetric deformations in magnetars, which are possible progenitors of long and short GRBs. Finally, core-collapse supernovae simulations have shown that the turbulent and chaotic fluid movements that occur in the proto-neutron star formed a few hundred milliseconds after the core collapse can excite long-lasting surface g-modes whose frequency drifts over time.

We extend the search for long-duration GW transients previously carried out on initial LIGO data from the period 2005–2010. Four pipelines have been used to double the frequency band coverage from (40–1000 Hz) to (24–2048 Hz), and new waveform models have been used to estimate the pipelines’ sensitivities. We explicitly demonstrate that the search is capable of efficiently detecting three of the four potential sources mentioned above. No significant events were detected and consequently, upper limits have been set on the rate of long-duration transient signals.

The organization of the paper is as follows. In Section II we describe the dataset. Section III is devoted to a brief description of the pipelines, whose sensitivities are presented in Section IV. In Section V we give and discuss the results, then we conclude in Section VI with a discussion of future expectations.

II. DATA SET & DATA QUALITY

This O1 analysis uses data from September 12, 2015 to January 19, 2016. The LIGO detectors in Hanford, WA and Livingston, LA ran with 40% coincident time. For this long-duration transient search, about two days of coincident data have been discarded because they were affected by major detector failures or problematic weather conditions. The remaining 49 days of coincident data still contain many non-stationary short duration noise events that can mimic a signal. These noise events, or “glitches”, have a multitude of causes. For instance, low frequency glitches are caused by surges in power lines or seismic events, while many high frequency glitches are caused by resonances in the test mass suspension wires. Many of these effects can be tracked in auxiliary sensors that we use to define the severity of the loss of data quality.

The signals targeted by the long-duration transients search have their energy spread over a large time span. Consequently, even modest excesses of noise directly influence the signal reconstruction. In order to be considered as a potential real signal, events must be seen coincidently in the two LIGO detectors. This requirement eliminates most of the noise events due to glitches. An accurate background estimation using the data themselves is therefore necessary to measure the significance of any coincident excess of energy. A false alarm rate (FAR) is estimated after safe veto methods are applied to get rid of as many glitch events as possible. While a few families of these noise events can be suppressed by vetoes based on auxiliary channels, each search pipeline has its own background reduction strategy and its own implementation of the time-slides method to estimate the FAR. It consists in introducing a time-shift in one detector’s strain time series. Details on these topics are provided in the next section.

III. PIPELINES

Four pipelines are used to analyze the data set and search for long-duration GW transient signals. These pipelines are described in the sub-sections that follow.

A. Coherent WaveBurst

Coherent WaveBurst (cWB) is a pipeline designed to search for generic GW transients. Using a maximum-likelihood-ratio statistic, it identifies coincident excess power events (triggers) in a time-frequency space. The long-duration transient cWB search is implemented with the same pipeline also used to search for short transient events with a few specific changes: It operates in the frequency range 24–2048 Hz and only data which pass the strictest data quality criteria are examined (see Section II and Section IV). Events are ranked according to their detection statistic ($\eta_s$), which is related to the event signal-to-noise ratio (SNR). A primary selection is based on the network correlation coefficient $C_s$.
detectors, and the energy-weighted duration of detected triggers. Events with $C_t < 0.6$ or duration $< 1.5$ s are excluded from the analysis. The selection criterion based on duration is specific to this long-duration search and it is the most powerful selection criteria to suppress background triggers. To characterize the FAR, the data of one interferometer is shifted in time (the so called time-slides method) with respect to the other interferometer by multiple delays of 1 s for an equivalent total time of $\sim 70$ years of coincident time.

**B. The STAMP-AS pipeline**

The all-sky STAMP-AS pipeline based on the Stochastic Transient Analysis Multi-detector Pipeline [27] cross-correlates data from two detectors and builds coherent time-frequency maps ($tf$-maps) of SNR with a pixel size of $1s \times 1Hz$. The SNR is computed for each second of data by estimating the mean noise over the neighboring seconds on each side. Pixels in frequency bins corresponding to known instrumental lines are suppressed. Once the $tf$-maps are built, overlapping clusters that pass a SNR threshold of 0.75 are grouped to form triggers. There are two variants of STAMP-AS that differ in cluster grouping strategy: Zebragard and Lonetrack.

1. **Zebragard**

Working with $tf$-maps of size $24-2000Hz \times 500s$, Zebragard groups together pixels above a given SNR threshold that lie within a 4 pixel distance from each other. Because a sub-optimal number of sky positions are targeted, a signal can be anti-coherent (negative SNR). The algorithm addresses this in such a way that the loss of efficiency due to the limited number of tested sky positions is less than 10% [33]. The trigger ranking statistic, $\Theta_t$, is defined as the quadratic sum of the SNR of the individual pixels. This analysis uses the same configuration and the same background rejection strategy against short-duration noise transient “glitches” (the fraction of SNR in each time bin must be smaller than 0.5) as in [27]. In addition, the O1 data set contains an excess of background triggers that required developing additional vetoes. For example, using the fact that the two LIGO detectors are almost aligned, triggers due to a loud glitch in one detector are suppressed by demanding that the SNR ratio between the two detectors is smaller than 3. Mechanical resonances excited when the optical cavities of the interferometer arms are locked generate an excess of triggers at 39 Hz and 43 Hz at well identified times. Finally, the remaining glitches are efficiently suppressed by data quality vetoes based on auxiliary channels [34]. It has been verified that these vetoes minimally affect the search for the targeted signals (less than 5% of simulated signals are lost). The background is estimated by time-shifting the data of one detector relative to the other in steps of $250s$. Data quality investigations and veto tuning are performed using a subset of the time-shifted triggers. The background rate is estimated with 600 time shift values between the detectors for an equivalent total time of $\sim 78$ years of coincident time for the O1 data set.

2. **Lonetrack**

Lonetrack uses seedless clustering to integrate the signal power along spectrogram tracks using templates chosen to capture the salient features of a wide class of signal models. Templates here are not meant to exactly match the signal but rather to identify a few isolated pixels that are part of the signals. Bézier curves [35–39], a post-Newtonian expansion for time-frequency track of circular compact binary coalescence signals [40], and an analytic expression for low-to-moderate eccentric compact binaries [41] have all been used previously as seedless clustering parametrizations. These parameterizations are used to create template banks of frequency-time tracks. In this present search, Bézier curves were used in order to be sensitive to as many signal models as possible.

The Lonetrack search hierarchically selects the most promising triggers. This allows us to estimate the events’ significance at very low FAR (to reach the equivalent of 5σ detection probability). It begins by applying seedless clustering to analyze spectrograms of a single-detector, incoherent statistic [39]. For times that pass a threshold on SNR of 6, $tf$-maps of cross-power SNR are constructed using the tracks derived from the single detector, incoherent statistic. This analysis is carried out for 400 evenly spaced values of 0.05 ms time delay between the detectors. The FAR is estimated with an equivalent total time of $\sim 12,000$ years. The detection statistic to rank triggers is the maximum SNR found per map.

**C. X-SphRad**

The X-pipeline Spherical Radiometer (X-SphRad) is a fast cross-correlator in the spherical harmonic domain [42]. The spherical radiometry approach takes advantage of the fact that sky maps in GW searches show strong correlations over large angular scales in a pattern determined by the network geometry [43]. Computing sky maps indirectly through their spherical harmonics minimizes the number of redundant calculations, allowing the data to be processed independently of sky position. The pipeline is built on X-pipeline [44, 45], which whitens the data in the pre-processing step and then post-processes the event triggers output using the spherical radiometer. The pipeline uses the ratio of the power in the homogeneous polynomials of degree $l > 0$ modes to that in the $l = 0$ mode to rank triggers. This ranking statistic provides a discriminatory power for rejecting background glitches [46]. To estimate the background,
X-SphRad time-shifts the data for each detector in the network. The X-SphRad O1 search used an equivalent total time of 57 years and covers the frequency band 24–1000 Hz.

IV. SENSITIVITY

The sensitivity of each pipeline is estimated using 22 different types of simulated GW signals. Half of these are based on astrophysical source models and can be divided into 3 families: fallback accretion onto neutron stars (FA), black hole accretion disk instabilities (ADI) and magnetars. The other waveforms have ad-hoc morphologies that encapsulate the main characteristics for long-duration transients. The next section briefly describes the models of sources whose chosen parameters are given in table I.

A. Waveform descriptions

**FA**: The fallback accretion disk model [17] focuses on newly born spinning neutron stars. In some unstable configurations, a non-axisymmetric deformation appears causing the production of GWs. The signal lasts from \( \sim 10 \) s up to a few 100 s and its frequency evolution is almost linear.

**ADI**: This family includes five waveforms already considered and described in the LIGO S5/S6 search [27] and the O1 GRB search [47]. In this model [19, 20], a thick accretion disk is coupled to a Kerr black hole through strong magnetic fields. This coupling is thought to generate turbulence in the accretion torus that may form clumps of matter. The quadrupole components of the disk lead to gravitational wave emission that spin down the black hole and separate the clumps. The anti-chirp like waveform (frequency and amplitude decreases over time) depends on the mass of the central black hole \( M \), the Kerr spin parameter \( a_+ \), and the fraction \( \epsilon \) of the disk mass that forms clumps.

**Magnetar**: Magnetic deformation of a rapidly rotating neutron star can generate long-lasting GWs that can live up to one hour with a slowly decreasing frequency and amplitude (i.e., an anti-chirp). We used the model described in [15], which includes two parameters: the magnetic ellipticity \( \epsilon_\times \) and the spin frequency \( f_0 \) of the neutron star, that entirely describe the frequency and amplitude variations.

**Ad-hoc waveforms**: These include monochromatic waveforms (MONO) and waveforms with a linear (LINE) and quadratic (QUAD) frequency evolution, as well as white noise band-limited (WNB) and sine-Gaussian bursts (SG) [27]. All of these waveforms have duration from \( \sim 10 \) s up to a few 100 s and frequencies spanning the analysis range.

B. Detection efficiencies

In order to determine the detection efficiencies, waveforms have been added coherently to the detector data at randomly chosen times over the full run period. We are using waveforms \((H_+ \text{ and } H_\times)\) that have been generated in the frame of the source. For each chosen time we draw a source sky position such that the whole set of source positions is uniformly distributed over the sky. In the frame of the detector the waveforms are elliptically polarized with an ellipticity that varies uniformly between 0 and 1. The waveform amplitudes are also varied in order to estimate the dependency of the efficiency on the strength of the signal at a given FAR. Efficiency is simply the fraction of signals that are detected with a ranking statistic equal or larger than a value corresponding to the given FAR. To measure the intrinsic amplitude strength of a waveform, we use the root-sum-square strain amplitude at the Earth \( h_{\text{rss}} \) defined as in [23].

\[
h_{\text{rss}} = \int_{-\infty}^{\infty} (H_+^2(t) + H_\times^2(t)) \, dt,
\]

where \( H_+ \) and \( H_\times \) are the GW strain polarizations in the source frame. Table II provides the values of \( h_{\text{rss}} \) at each pipeline recovers 50% or fewer of the injected signals for a FAR of 1 event in 50 years. Generally, cWB, Zebragard and X-SphRad have similar sensitivities while Lonetrack is better by a factor 2 for the waveforms that are well fit by Bézier curves (LINE and QUAD).

Some of the listed waveforms are not detectable by a given pipeline. This is naturally the case for \( > 1 \) kHz signals for X-SphRad. But this is also the case for monochromatic signals (MONO and SG) for cWB and Lonetrack. The reasons are different for each pipeline. For example, the way the pipelines whiten the data or estimate the detector noise power spectrum may wash out continuous signals. This is the case for cWB and to a lesser extent for Zebragard and X-SphRad. Lonetrack by construction has no sensitivity to monochromatic signals and band limited white noise as these types of waveforms are not modelled by a Bézier curve.

Figure II displays the GW energy emitted by a source located at 10 kpc for which the search efficiency drops below 50% for a FAR of 1 event in 50 years. The energy provides a universal quantity that can be directly compared to astrophysical predictions of the different possible sources. Assuming an isotropic GW emission, the energy emitted by a source at a distance \( r \) is given by

\[
E_{\text{GW}} = \frac{\dot{\mathcal{E}}^2}{4G} \int_{-\infty}^{\infty} (\dot{h}_+^2 + \dot{h}_\times^2) \, dt,
\]

where \( \dot{h}_+ \) and \( \dot{h}_\times \) are the time derivative of the GW strain for the two polarizations in the detector frame. For the sake of visibility, only ad-hoc model waveforms are considered in the figure while values for all waveforms are reported in Table III. It illustrates the dependence on
the signal frequency which roughly follows the detectors’ sensitivity. Yet, one also sees that monochromatic (MONO and SG) and band limited white noise (WNB) waveform detections are systematically less efficient than the other waveforms. The minimal GW energy emitted by a source detected in the Galaxy (10 kpc) is of the order of a few $10^{-8} M_\odot c^2$. If one now looks at each pipeline’s performance, for a given type of source, the detectable GW energy is spread over almost one order of magnitude and the most sensitive pipeline is different for each source.

To project the search sensitivity forward to the Advanced LIGO detectors design sensitivity, we have considered the matched filtered search results for an idealized monochromatic signal with a detection SNR threshold of 8. We are using monochromatic signals because the frequency is well defined. Results are then rescaled with a single factor such that the “O1” curve approximatively matches the MONO results of the O1 search. The “Design” curve is obtained using the predicted design Advanced LIGO high-power signal recycling zero-detuning sensitivity curves [49], rescaled using the same factor as the “O1” curve. These curves show how the sensitivity to monochromatic signals will evolve through the future observing runs assuming a FAR of 1 event in 50 years. In particular, a gain of two orders of magnitude on the energy is expected at low frequency with the Advanced LIGO design sensitivity. Similar trends for the other waveforms are expected.

V. SEARCH RESULTS

Figure 2 shows the distributions of the cumulative rate of coincident data triggers for each pipeline; these are ranked according to the pipelines’ detection statistic and are shown together with the estimated background. The X-SphRad and cWB distributions contain fewer triggers than the Zebragrad or Lonestar distributions because of the selection criteria that remove many low significant triggers at early stages. No significant excess of coincident triggers is found by any pipeline. The properties of the most significant triggers from each pipeline are reported in Table I. They are all compatible with the O1 background expectations as underlined by the rather large values of their false alarm probabilities (FAP). The FAP is the probability of observing at least one background trigger with a ranking statistic larger than a given threshold.

Given the absence of long-duration transient GWs in the O1 data, we have updated the limits established in [27]. Assuming a Poissonian distribution of long-duration GW sources, we compute the 90% confidence level limit of the trigger rate using the loudest event statistic method [50], where systematic uncertainty coming from the strain amplitude calibration is folded into the upper limit calculation as in [27]. During the O1 science run, the amplitude calibration uncertainty was measured to be 6% and 17% for the H1 and L1 detectors, respectively, in the 24–2048 Hz frequency band [47].

Figure 3 shows the rate upper limit as a function of distance for the ADI signals. The area is defined by the most and the least performing pipelines. The exclusion rate at short distance is limited by the observational duration. Since O1 is shorter than S5 or S6, the event rate is less constrained. Conversely, the maximal distance for which one can expect to detect an event is improved by a factor $\sim 3$.

Distances at which we can detect a signal with 50% efficiency are compared for all astrophysical waveforms in Table II. As already seen, detection distances for the 5 ADI waveforms are between 10 – 60 Mpc. On the other hand, the chance of detecting GWs from a magnetar or from the accretion of a black hole is limited to sources in the Local Group.

The fact that we do not see any signals in O1 is not unexpected. First, O1 is a short run, with only 49 days of total coincident data, which is enough to detect multiple coalescences of binary black holes but quite short to detect long-duration GW signals considering the large uncertainties or unknowns about the rates of each of the potential long transient GW sources. Next, the energy of a long-duration signal is spread over a large number of pixels, which causes a decrease in the sensitivity of the pipelines. This explains why the short transient O1 search [12] is roughly an order of magnitude more sensitive at a given frequency. Nevertheless, when compared to the S5/S6 results [27], the O1 long-duration transient search is better by a factor $\sim 10$ due to the improvements in detector sensitivities.

VI. CONCLUSION

This paper reports the results of an all-sky search for unmodeled long-duration transient GWs in the first Advanced LIGO observing run. The parameter space covered by this search has been increased compared to the preceding search. Four different pipelines have searched for GW signals to efficiently cover the large space of possible waveforms. The most significant triggers found by each pipeline are consistent with the noise background, excluding for now a long duration GW transient detection.

Upper limits have been set on the rate of events for three families of long-duration GW transients (fallback accretion on neutron stars, black hole accretion disk instabilities and magnetar giant flares). They indicate we are sensitive to potential sources in the Local Group. Alternatively, if we consider a source in the Galaxy (10 kpc) we are sensitive to sources emitting at least $6 \times 10^{-9} M_\odot c^2$ for frequencies where the detectors’ sensitivities are maximal. This is a lower bound (our results are spread over almost two orders of magnitude) but this is still an interesting achievement as it addresses an energy range that
<table>
<thead>
<tr>
<th>Waveform</th>
<th>Properties</th>
<th>$h_{\text{rss}}$ at 50% efficiency</th>
<th>$E_{\text{GW}}^{50%}$</th>
<th>$E_{\text{GW}}^{50%}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Parameters</td>
<td>[1e-21 Hz$^{1/2}$]</td>
<td>[M$_o\cdot$c$^2$]</td>
<td>[M$_o\cdot$c$^2$]</td>
</tr>
<tr>
<td></td>
<td>Duration [s]</td>
<td>Frequency [Hz]</td>
<td>cWB</td>
<td>STAMP-AS</td>
</tr>
<tr>
<td>FA A</td>
<td>-</td>
<td>25 1200-1500</td>
<td>2.55</td>
<td>2.05</td>
</tr>
<tr>
<td>FA B</td>
<td>-</td>
<td>197 800-1075</td>
<td>2.19</td>
<td>2.02</td>
</tr>
<tr>
<td>ADI A</td>
<td>$M=5$ M$_\odot$</td>
<td>39 135-166</td>
<td>0.48</td>
<td>0.54</td>
</tr>
<tr>
<td>ADI B</td>
<td>$M=10$ M$_\odot$</td>
<td>9 110-209</td>
<td>0.51</td>
<td>0.55</td>
</tr>
<tr>
<td>ADI C</td>
<td>$M=10$ M$_\odot$</td>
<td>236 130-251</td>
<td>1.07</td>
<td>1.02</td>
</tr>
<tr>
<td>ADI D</td>
<td>$M=3$ M$_\odot$</td>
<td>142 119-173</td>
<td>0.86</td>
<td>1.04</td>
</tr>
<tr>
<td>ADI E</td>
<td>$M=8$ M$_\odot$</td>
<td>76 111-260</td>
<td>0.75</td>
<td>0.64</td>
</tr>
<tr>
<td>magnetar D</td>
<td>$\epsilon_b = 0.005$</td>
<td>400 1598-1900</td>
<td>5.07</td>
<td>6.72</td>
</tr>
<tr>
<td>magnetar E</td>
<td>$\epsilon_b = 0.01$</td>
<td>400 1171-1450</td>
<td>3.99</td>
<td>3.94</td>
</tr>
<tr>
<td>magnetar F</td>
<td>$\epsilon_b = 0.5$</td>
<td>400 579-950</td>
<td>2.46</td>
<td>2.09</td>
</tr>
<tr>
<td>magnetar G</td>
<td>$\epsilon_b = 0.08$</td>
<td>400 400-490</td>
<td>1.72</td>
<td>2.14</td>
</tr>
<tr>
<td>MONO A</td>
<td>$f_0=90$ Hz</td>
<td>150 90</td>
<td>-</td>
<td>3.28</td>
</tr>
<tr>
<td>MONO C</td>
<td>$f_0=405$ Hz</td>
<td>250 405</td>
<td>-</td>
<td>2.92</td>
</tr>
<tr>
<td>LINE A</td>
<td>$f_0=50$ Hz</td>
<td>250 50-200</td>
<td>1.12</td>
<td>1.25</td>
</tr>
<tr>
<td>LINE B</td>
<td>$f_0=900$ Hz</td>
<td>100 700-900</td>
<td>1.62</td>
<td>1.28</td>
</tr>
<tr>
<td>QUAD A</td>
<td>$f_0=50$ Hz</td>
<td>30 50-200</td>
<td>0.83</td>
<td>0.75</td>
</tr>
<tr>
<td>QUAD B</td>
<td>$f_0=500$ Hz</td>
<td>70 500-600</td>
<td>1.21</td>
<td>1.07</td>
</tr>
<tr>
<td>SG A</td>
<td>$f_0=90$ Hz</td>
<td>150 90</td>
<td>-</td>
<td>5.50</td>
</tr>
<tr>
<td>SG C</td>
<td>$f_0=405$ Hz</td>
<td>250 405</td>
<td>-</td>
<td>3.79</td>
</tr>
<tr>
<td>WNB A</td>
<td>-</td>
<td>20 50-400</td>
<td>2.86</td>
<td>2.04</td>
</tr>
<tr>
<td>WNB B</td>
<td>-</td>
<td>60 300-350</td>
<td>2.93</td>
<td>1.97</td>
</tr>
<tr>
<td>WNB C</td>
<td>-</td>
<td>100 700-750</td>
<td>5.36</td>
<td>3.20</td>
</tr>
</tbody>
</table>

Table I. Search sensitivity of the four pipelines to the 22 waveform families used to cover the unmodeled long transient parameter space. The $h_{\text{rss}}$ at 50% efficiency is computed for a FAR of 1 event in 50 years. $E_{\text{GW}}^{50\%}$ is the GW energy emitted by a source located at 10 kpc for which the search efficiency drops below 50% for a FAR of 1 event in 50 years. The models are not sequentially named to avoid confusion with models used in former studies. The second column provides the parameters of the waveforms as defined in section IV A or in [27].
Figure 1. Emitted GW energy versus frequency for sources located at 10 kpc detected with 50% efficiency and a FAR of 1 event in 50 years. Results are shown for all the ad-hoc waveforms. The “O1” and “Design” curves are obtained with a monochromatic signal single template matched filtering search using the measured O1 and the predicted high-power signal recycling zero-detuning Advanced LIGO [49] sensitivity curves respectively. Both curves are rescaled so that the curve “O1” matches the MONO results of this search.

is astrophysically relevant [51, 52]. New data have been acquired recently by the LIGO detectors (observing run O2) with a sensitivity similar to O1 and a longer observation time which increases the chance of observing a long-duration transient GW source [53]. The Advanced Virgo detector has joined for the first time the advanced GW detector network on August 1st 2017; this increases sky coverage and improves the prospects for detection. In a few years, Advanced LIGO and Advanced Virgo should reach their design sensitivities. We have shown that we should gain between one and two orders of magnitude, depending on the frequency range, in the sensitivity to detect GW energy as low as $\sim 10^{-8} M_\odot c^2$ for a source emitting a monochromatic signal at $\sim 90$ Hz and located at 10 [kpc].
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<table>
<thead>
<tr>
<th>Pipeline</th>
<th>Ranking statistic</th>
<th>FAP [Hz]</th>
<th>Duration [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>cWB</td>
<td>( \eta_c = 7.6 )</td>
<td>0.33</td>
<td>2039-2041</td>
</tr>
<tr>
<td>Zebragard</td>
<td>( \Theta_f = 28.2 )</td>
<td>0.72</td>
<td>1034-1120</td>
</tr>
<tr>
<td>Lonetrack</td>
<td>SNR = 6.95</td>
<td>0.36</td>
<td>85-1549</td>
</tr>
<tr>
<td>X-SphRad</td>
<td>Significance = 4.5</td>
<td>0.44</td>
<td>895-909</td>
</tr>
</tbody>
</table>

Table II. Properties of the most significant coincident triggers found by each of the long transient search pipelines during the O1 observational run. FAP is the probability of observing at least 1 noise trigger more significant that the most significant coincident trigger.

Figure 3. Upper limits at 90% confidence on the rate of GW events from accretion disk instability as a function of the distance. The band covers the results from the best and the worst pipelines for each tested waveforms. O1 amplitude calibration errors are accounted for in the upper limits calculation.
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Table III. Distances at which the pipeline efficiency drops below 50% for a FAR of 1 event in 50 years for the accretion disk instability, magnetar and fallback accretion signals considered in the O1 search.

<table>
<thead>
<tr>
<th>Waveform</th>
<th>Distance(^{50%}) [Mpc]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Leatherhead</td>
</tr>
<tr>
<td></td>
<td>ADI A 19.1 17.1 22.0 23.6</td>
</tr>
<tr>
<td></td>
<td>ADI B 58.3 54.6 52.5 54.4</td>
</tr>
<tr>
<td></td>
<td>ADI C 29.1 30.5 41.1 22.6</td>
</tr>
<tr>
<td></td>
<td>ADI D 10.1 8.33 12.3 8.02</td>
</tr>
<tr>
<td></td>
<td>ADI E 33.6 39.2 46.0 19.1</td>
</tr>
<tr>
<td></td>
<td>Magnetar D 0.14 0.11 0.19 -</td>
</tr>
<tr>
<td></td>
<td>Magnetar E 0.20 0.20 0.37 -</td>
</tr>
<tr>
<td></td>
<td>Magnetar F 0.50 0.57 1.02 0.68</td>
</tr>
<tr>
<td></td>
<td>Magnetar G 0.43 0.35 0.61 0.71</td>
</tr>
</tbody>
</table>


[22] L. Gualtieri, R. Ciolfi, and V. Ferrari, Class. Quantum Grav. 28, 114014 (2011), 1011.2778.


[34] T. Isogai, the Ligo Scientific Collaboration, and the KIPR Collaboration, Classical and Quantum Gravity 27, 1511.05999.


