Dynamics of marginally trapped surfaces in a binary black hole merger: Growth and approach to equilibrium
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The behavior of quasi-local black hole horizons in a binary black hole merger is studied numerically. We compute the horizon multipole moments, fluxes and other quantities on black hole horizons throughout the merger. These lead to a better qualitative and quantitative understanding of the coalescence of two black holes; how the final black hole is formed, initially grows and then settles down to a Kerr black hole. We calculate the rate at which the final black hole approaches equilibrium in a fully non-perturbative situation and identify a time at which the linear ringdown phase begins. Finally, we provide additional support for the conjecture that fields at the horizon are correlated with fields in the wave-zone by comparing the in-falling gravitational wave flux at the horizon to the outgoing flux as estimated from the gravitational waveform.

I. INTRODUCTION

Gravitational wave signals from binary black hole merger events are now routinely computed in numerical simulations. For generic spin configurations and at least for moderate mass ratios, various aspects of the problem are well understood; this includes the initial data, numerical methods, gauge conditions for the evolution, locating black hole horizons, and finally extracting gravitational wave signals in the wave zone. We refer the reader to [1–3] which demonstrated the first successful binary black hole simulations and to e.g. [4–6] for further details and references.

What is somewhat less well understood is the behavior of black hole horizons near the merger. For example, it is clear from the black hole area increase law that as soon as the final black hole is formed, its area will increase and it will eventually asymptote to a higher value. It is also expected that the rate of area increase will be largest immediately when the common horizon is formed which is when the in-falling gravitational radiation has the largest amplitude and the effects of non-linearities cannot be neglected. At a somewhat later time, the rate of area increase will slow down and the problem can be treated within black hole perturbation theory. Unanswered questions include: What is the angular distribution of the gravitational wave flux entering the horizon and causing it to grow? What is the rate of decrease of this flux with time? Is it possible to identify a time, purely based on the properties of the horizon, after which the flux is small enough that we can trust the results of perturbation theory?

A different but related set of questions arises with the approach to Kerr. Mass and spin multipole moments of black hole horizons can be constructed [7, 8]. These multipole moments describe the instantaneous intrinsic geometry of the black hole at any given time. The first mass multipole moment is just the mass, while the first non-zero spin multipole moment is just the angular momentum. For a Kerr black hole, these lowest multipole moments determine uniquely all of the higher moments. For the dynamical black hole, the higher moments can be computed independently in the numerical simulation and we can extract the rate at which the multipole moments approach their Kerr values. Some of the above questions were considered in [9] but numerical relativity has made great progress since then and it is useful to revisit these issues again. We shall use the framework of quasi-local horizons for our analysis; see e.g. [10, 11] for reviews.

Another question we wish to address is that of when the gravitational waveform can be considered to be in the ringdown phase. In principle, by fitting the final part of the waveform with damped sinusoids we can extract the frequency f and damping time τ of the black hole ringdown mode(s), thereby allowing a test of the Kerr nature of the final black hole proposed in [12] if we can observe more than a single mode. However, it is non-trivial to know at what point one should start fitting the damped sinusoid. If we start too close to the merger, incorrect values of (f, τ) can be obtained. An example of this issue appears in the ringdown analysis of the binary black hole detection GW150914 [13]. As demonstrated in Fig. 5 of [13], choosing different start-times for fitting a damped sinusoid to the post-merger phase of the observed strain data has a noticeable effect on the recovered values of the frequency and damping time, and thus also on the inferred values of the mass and angular momentum of the final black hole. Similar questions have been studied recently in [14, 15]. It is then natural to ask whether one can use correlations with the horizon to quantitatively provide a time in the waveform beyond which the ringdown analysis is valid. We shall use the multipole moments to address this question.

Finally, for vacuum general relativity, the behavior of spacetime at or near the horizon is correlated with what happens in the wave zone and the gravitational waveform. This notion was discussed in a series of pa-
pers by Jaramillo et al \[17\] and used to explain the phenomenon of \textit{anti-kicks}, a short phase of deceleration which reduces the kick-velocity of the final black hole remnant \[20\]. The basic idea is quite simple: in an initial value formulation of general relativity, the initial data fields at early times outside the horizon determine both the behavior of the horizon and also the waveform far away from the horizon. Thus, if the in- and out-going modes are coupled (as they most likely are due to the non-linearities of general relativity), there must be correlations between data on the horizon and the gravitational waveform. This applies also to fields on apparent horizons which are inside the event horizon. As expected the black hole horizon is not a source for the gravitational waveform and of course cannot causally influence any observations in the wave zone. However, correlations due to a common source could provide a way to extract information about the near horizon spacetime from gravitational wave observations. A similar suggestion was also made in Section 8 of \[10\]. The radiation trapped between the horizon and the peak of the effective gravitational potential outside the black hole could fall into the horizon thereby increasing its area, and also cause the black hole horizon to lose its irregularities. However this apparently simple conjecture is not yet fully developed. For example, it could be possible that this is not a property of generic initial data but is instead a special property of astrophysical initial data where one wants to minimize incoming radiation from past null infinity. Here we shall provide additional support to this conjecture by showing that the outgoing flux obtained from the gravitational signal is highly correlated with the falling flux at the horizon.

The plan for the rest of the paper is as follows. Section \[11\] briefly reviews basic notions and equations for dynamical horizons and the numerical simulations. Section \[11\] describes various dynamical horizon quantities computed numerically in a binary black hole simulation providing a better qualitative and quantitative understanding of binary black hole coalescence. This section also illustrates the area increase law starting with the initial black hole and ending with the final black hole. It is unclear whether or not there is a connected sequence of marginally trapped surfaces that take us from the initial black holes to the final one. If in fact there is such a sequence of marginally trapped surfaces, we could track the area of the black hole through the merger. Sec. \[11\] studies the horizon multipole moments and the rate at which they approach their equilibrium Kerr values. We identify an epoch about 10\(M\) after the formation of the common horizon when there is an evident change in the decay rate of the moments. Section \[11\] carries out the cross-correlation study between the horizon fluxes with the waveform (or more precisely, with the outgoing luminosity). This provides the critical link between properties of spacetime in the strong field region and gravitational wave observations. Section \[11\] presents concluding remarks and lists some open problems.

## II. PRELIMINARIES

### A. Basic properties of dynamical horizons

We begin by briefly summarizing basic definitions of marginally trapped surfaces and dynamical horizons for later use. Marginally trapped surfaces are closed space-like 2-surfaces for which the future-directed outgoing null normal has vanishing expansion, and the future directed in-going null normal has negative expansion. Let \(\mathcal{S}\) be a marginally trapped surface, and denote the out- and in-going future directed null normals to \(\mathcal{S}\) by \(\ell^a\) and \(n^a\) respectively.\(^1\) Let \(g_{ab}\) be the intrinsic 2-metric on \(\mathcal{S}\). We require that \(\ell \cdot n = -1\). We are allowed to scale \(\ell^a\) and \(n^a\) by positive definite functions \(f\) such that \(\ell^a \rightarrow f\ell^a\) and \(n^a \rightarrow f^{-1}n^a\), thus preserving \(\ell \cdot n\). The expansions of \(\ell^a\) and \(n^a\) are defined as

\[
\Theta(\ell) = q^{ab} \nabla_a \ell_b, \quad \Theta(n) = q^{ab} \nabla_a n_b. \tag{1}
\]

For a marginally outer trapped surface, \(\Theta(\ell) = 0\) and \(\Theta(n) < 0\). Marginally trapped surfaces are used to conveniently locate black holes in numerical simulations \[21\]. This can be done on every time slice, and does not require knowledge of the full spacetime. Under certain general stability conditions, it can be shown that marginally trapped surfaces evolve smoothly under time evolution \[22\] \[24\]. Apparent horizons are the outermost marginally outer trapped surfaces on a given spatial slice and the outermost condition can cause apparent horizons to jump discontinuously as new marginally trapped surfaces are formed. However, the underlying marginally trapped surfaces continue to evolve smoothly. We shall describe this behavior in greater detail later in this paper. Even the marginally trapped surfaces which are not expected to satisfy the stability conditions are found empirically to evolve smoothly thus a more general result might hold for the time evolution \[23\].

Given the smooth time evolution, we can consider the sequence \(\mathcal{S}_t\) of marginally outer trapped surfaces at various times \(t\) and construct the 3-dimensional tube obtained by stacking up all the \(\mathcal{S}_t\). This leads us to the definition of a marginally trapped tube (MTT) as a 3-surface foliated by marginally outer trapped surfaces. Let \(\mathcal{H}\) denote the MTT, and let \(A_t\) be the area of \(\mathcal{S}_t\). There are three cases of interest depending on the signature of \(\mathcal{H}\) which can be spacelike, null or timelike. When \(\mathcal{H}\) is spacelike, its area increases monotonically in the outward direction, when it is null its area is constant, and the area decreases to the future when it is timelike. When \(\mathcal{H}\) is spacelike it is called a dynamical horizon \[10\] \[20\] \[27\], and \(\mathcal{H}\) is known as an isolated horizon when it is null.

---

\(^1\) We shall use the abstract index notation with \(g_{ab}\) denoting the spacetime metric of signature \((-,-,+,+)^\dagger\), \(\nabla_a\) the derivative operator compatible with \(g_{ab}\), and the Riemann tensor defined as \(2\nabla_a\nabla_b X_c = R_{abcd}X_d\) for any 1-form \(X_c\).
Timelike MTTs appear in numerical simulations as well (but they are not the outermost marginally outer trapped surfaces). The reader is referred to [10, 11, 33] for reviews.

For a dynamical horizon, we can in fact do better than just showing that the area increases. As at null infinity, we can obtain an explicit positive-definite expression for the flux of gravitational radiation crossing a dynamical horizon. This is a non-trivial fact which does not hold for arbitrary surfaces, and it emphasizes again the special properties of a dynamical horizon [10, 20, 27]. To discuss this further we need a few more definitions. The shear $\sigma_{ab}$ of $\ell^a$ will play an important role and it is defined as:

$$\sigma_{ab} = q_a^c q_b^d \nabla_c \ell_d - \frac{1}{2} \Theta_{(\ell)} q_{ab}. \quad (2)$$

Let $h_{ab}$ be the 3-metric on $H$ and let $\hat{\tau}^a$ be the unit spacelike normal to the $S_t$ on $H$. Define a one-form $\zeta_a$ on $H$ as $\zeta_a = h^{bc} \hat{\tau}_b \nabla_c \ell_b$. The instantaneous gravitational energy flux is an integral of a quantity $f$ over marginally trapped surfaces $S_t$:

$$f = \sigma_{ab} \sigma^{ab} + 2 \zeta_a \omega^a. \quad (3)$$

$f$ is the energy flux per unit area and per unit time entering the horizon (with the area radius of $S_t$ playing the role of “time” on the horizon). This is an exact expression in full general relativity with no approximations. It satisfies the expected properties of gravitational radiation, for example it is manifestly positive and it vanishes in spherical symmetry. No such local expression is possible for the event horizon in general. This is because of the global properties of the event horizon; there are well known examples where the event horizon grows in flat space where there cannot be any non-zero local flux [10].

There do exist flux formulae for the growth of the event horizon in perturbative situations. In [34] it is found that the rate of area increase for an event horizon is approximately proportional to the integral of $|\sigma|^2$ with $\sigma$ being the shear of the null generator of the event horizon. However this only holds within perturbation theory and furthermore, because of the nature of the event horizon, this really only makes sense when the end state of the event horizon is known or assumed. See [35] for a more detailed comparison with [34].

The other ingredient we shall use frequently in this paper are the multipole moments. These were first introduced in [7] for isolated horizons, and extended and used in [9] for dynamical horizons. These multipole moments have found applications in, for example, predictions of the anti-kick in binary black hole mergers [20] and for studying tidal deformations of black holes [36, 37]. The work by Ashtekar et al. [8] provides flux formulae for the multipole moments and a procedure for choosing a suitable class of time evolution vector fields on a dynamical horizon. Here we shall use them to study the approach of a dynamical horizon to equilibrium.

Our investigation of dynamical horizons will be informed by exact results for axisymmetric isolated horizons $H$. Every cross-section of an isolated horizon with spherical topology has the same area $A$. Let $\ell^a$ be a null generator of $H$ and $\varphi^a$ the axial symmetry vector field. For an isolated horizon it can be shown that the Weyl tensor component $\Psi_2$ at the horizon is time independent. On every cross-section $S$ it is given by

$$\Psi_2 = \frac{R}{4} + \frac{i}{2} d\omega. \quad (4)$$

Here $R$ is the two-dimensional scalar curvature of $S$, $*\omega$ denotes the Hodge-dual, and $\omega$ is a 1-form on $H$ defined by

$$V^a \nabla_a \ell_b = V^a \omega_a \ell_b \quad (5)$$

with $V^a$ being any vector field tangent to $H$. The surface gravity is $\kappa_\ell := \omega_a \ell^a$. The angular momentum of $H$ is given by

$$J_S = -\frac{1}{8\pi} \oint_{S} \omega_a \varphi^a d^2S. \quad (6)$$

Let $\Sigma$ be a spatial Cauchy surface which intersects $H$, and let $S = H \cap \Sigma$. It turns out that $\omega_a \varphi^a = K_{ab} R^a b^a$ where $K_{ab}$ is the extrinsic curvature of $\Sigma$ and $R^a$ the unit spacelike normal to $S$ on $\Sigma$ [38]. We will use this exact result for isolated horizons to also define angular momentum for cross-sections of dynamical horizons, since $K_{ab}$ is readily available in any numerical simulation based on a 3+1 formulation of general relativity. Given the angular momentum, the horizon mass is then defined by

$$M_S = \frac{1}{2R_S} \sqrt{R^2_S + 4J^2_S}, \quad (7)$$

with $R_S = \sqrt{A/4\pi}$ being the area-radius of $S$.

The symmetry vector $\varphi^a$ can be used to construct a preferred coordinate system $(\theta, \varphi)$ on $S$ analogous to the usual spherical coordinates on a sphere. We can then use spherical harmonics in this preferred coordinate system to construct multipole moments. As expected we have two sets of moments $M_n$, $J_n$ such that $M_0$ is the mass $M_S$ and $J_1$ is the angular momentum $J_S$. Moreover, $R$ and $\omega_\varphi$ can be thought of as being (proportional to) the surface mass density and surface current on $S$ respectively [39]. This leads us to the following expressions for the multipole moments:

$$M_n = \frac{M_S R^n_S}{8\pi} \oint_{S} R P_n(\zeta)d^2S, \quad (8)$$

and

$$J_n = \frac{R^{n-1}_S}{8\pi} \oint_{S} P'_n(\zeta) K_{ab} \varphi^a R^b d^2S. \quad (9)$$

Here $P_n(\zeta)$ is the $n^{th}$ Legendre polynomial, $P'_n(\zeta)$ its derivative and $\zeta = \cos \theta$.

For a dynamical horizon, many of the above assumptions do not hold. For example, $\Psi_2$ is not time independent and neither are the area, curvature other geometric
quantities on $S_r$. However, following [9], we shall continue to interpret the surface density and current in the same way so that the multipole moments share the same definitions as above. These multipole moments are gauge dependent in the same sense as a dynamical horizon is gauge dependent, i.e. it exists as a geometric object in spacetime independent of the spacetime foliation used to locate it. A different choice of spacetime slicing will give a different dynamical horizon, but for any given dynamical horizon, the multipole moments are gauge independent.

An important issue is the choice of $\varphi^a$. When the common horizon is formed, it is highly distorted and it will generally not be axisymmetric. We shall however study the case of the merger of equal mass non-spinning black holes where the orbital angular momentum provides a natural orientation, the kick velocity for the final black hole vanishes, and the spacetime has reflection symmetry. This initial configuration is physically relevant since all gravitational wave events observed from binary black hole mergers so far are consistent with being comparable mass systems of initially non-spinning black holes. We shall therefore align the $z$-axis with the orbital angular momentum and simply take $\varphi^a$ to be $\partial_a$, i.e. defined by the $z$-axis. The presence of reflection symmetry across the equator makes this a natural (though of course not unique) choice as well. For more general initial configurations, we expect the approach suggested in [8] to be useful since it relies only on the end-state being axisymmetric with an axial symmetry vector $\varphi^a$ and it provides a method of transporting $\varphi^a$ to all points on the dynamical horizon. This will be implemented in forthcoming work.

B. Numerical simulations of binary black hole mergers

1. Physical setup

We employ a full numerical simulation to generate a binary black hole spacetime geometry. As we are interested only in the merger and ringdown phases of a binary black hole merger, we start our simulation shortly before the merger, choosing the so-called QC-0 initial conditions [10,11] for simplicity. These correspond to an equal-mass non-spinning binary black hole system in its last orbit before coalescence.

The QC-0 system has an ADM mass $M_{\text{ADM}} \approx 1.00788 M$, where $M$ is the (arbitrarily chosen) mass unit in the simulation. Compared to calculations that track several orbits of the inspiral phase, the main difference of our setup is that it does not give us access to the inspiral waveform, and that we do not know the eccentricity that the QC-0 would have had during inspiral. We list the QC-0 system parameters in table I.

We track the two individual apparent horizons, and we find that the system performs about three quarters of an orbit before a common apparent horizon forms. We locate both the outer and the inner common apparent horizons (see e.g. figure I), and by comparing the shapes and areas of the common horizons we verify that the common horizons form a single smooth world tube, and that we detect this common horizon immediately as it appears in our spacetime foliation. After coalescence, the outer common horizon quickly settles down to a stationary state within about $10 M$. Due to the chosen gauge conditions and numerical resolutions, we lose track of the individual and the inner common horizon about $5 M$ after coalescence. This shall be explained in greater detail shortly.

2. Numerical details

We solve the Einstein equations via the Einstein Toolkit [12,13] in their BSSN formulation [14–16] using the usual 1 + log slicing and $\Gamma$-driver shift conditions.

We set up initial conditions via the puncture method [47]. We locate apparent horizons via the method described in [21,48]. The algorithms to evaluate quantities for isolated and dynamical horizons were previously described in [35] and [47].

We use a domain with an outer boundary at $240 M$, making use of the reflection symmetry about the $z = 0$ plane and the equal mass $\pi$-rotation symmetry about the $z$ axis for a domain extent of $[0; 240] \times [-240; 240] \times [0; 240]$. We employ adaptive mesh refinement (AMR), tracking the individual and outer common horizon, and placing a stack of progressively refined regions around these. For completeness, we list our evolution parameters in table III.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>half separation</td>
<td>$b$</td>
<td>1.168642873</td>
</tr>
<tr>
<td>puncture mass</td>
<td>$m^+$</td>
<td>0.453</td>
</tr>
<tr>
<td>puncture mass</td>
<td>$m^-$</td>
<td>0.453</td>
</tr>
<tr>
<td>puncture momentum</td>
<td>$p^+_{y}$</td>
<td>+0.3331917498</td>
</tr>
<tr>
<td>puncture momentum</td>
<td>$p^-_{y}$</td>
<td>-0.3331917498</td>
</tr>
<tr>
<td>total mass</td>
<td>$M_{\text{ADM}}$</td>
<td>1.00788</td>
</tr>
</tbody>
</table>

TABLE I: QC-0 system parameters

III. THE AREA INCREASE LAW

While this paper is mainly concerned with the properties of the final horizon and its approach to equilibrium, it is interesting to start with a somewhat different issue, namely to understand the various kinds of horizons present in a binary black hole system and how their areas evolve. In particular we shall track the areas, coordinate shapes and some other physical properties of the horizon areas starting from the two initial horizons right up to when the final horizon reaches equilibrium.
As mentioned earlier, the common apparent horizon forms at about $t \approx 18.656\, M$ in the simulation time. The common horizon splits into inner and outer components. The areas are shown in Fig. 1. The outer horizon continues to grow while the inner horizon shrinks. The areas of the two individual horizons are seen to remain essentially constant.

Fig. 1 leads us to conjecture that there could be a 3-dimensional marginally trapped tube that interpolates between the two initial horizons and the final outer marginally trapped tube. For this to happen, the curve in Fig. 1 for the individual horizons must join with the curve for the inner common horizon whose area is rapidly decreasing. If this were to happen, we could obtain the area as a monotonic function on the smooth three-dimensional surface: start as usual by tracking the individual horizons going forward in time. At the point that merger with the common-inner horizon happens, then we would continue going backwards in time so that the area is still increasing. Finally, as can be seen in Fig. 1 this joins smoothly with the common-outer horizon which increases in area going forward in time, and eventually reaches equilibrium.

Our numerical simulations are not able to track the inner common horizon beyond $t \approx 21\, M$ because it becomes highly distorted and is most likely not a star shaped surface at that time in our simulation. Other simulations have successfully followed the evolution of the two individual binary marginally trapped surfaces for a somewhat longer time where it was shown that the two marginally trapped surfaces can penetrate each other. Although we are able to follow the two individual horizons somewhat longer than the inner common horizon, again because of technical issues we are not able to follow them to the point where they penetrate each other.

The further evolution of both the common inner horizon and the binary horizons is still unresolved, although it is likely that at some point they join together. The theorems that guarantee smooth time evolution of marginally trapped surfaces do not apply in this case because the general stability conditions do not hold for inner horizons. However, two main possibilities seem likely. Either, after penetrating one another the two binary horizons merge together, and then subsequently merge with the inner horizon. Or, the two horizons merge with the inner horizon after penetration, but before becoming a single horizon. An artistic impression (not based on actual data) for the second possibility is displayed in Fig. 2.

If either case were confirmed to be true, one could then introduce a parameter $\lambda$ along the continuous 3-dimensional surface and the area $A(\lambda)$ would be a monotonically increasing function starting from the individual horizons to the final outer horizon which eventually reaches equilibrium. It would be of interest to find a suitable gauge condition which would enable us to track the inner common-horizon to confirm or disprove this scenario.

---

2 A star shaped surface has the property that a ray from the origin intersects the surface exactly once. This condition depends on the coordinates chosen and is a technical condition required for the apparent horizon tracker employed here.
The coordinate shapes of the horizons are depicted in Figs. [3] and [4]. For representing the horizon in plots, it is convenient to choose sections of the horizon. Given the presence of reflection symmetry ($z \rightarrow -z$), we shall use the equatorial plane. The first set of plots, Fig. [3], show the shape of the horizons on the equatorial plane at particular times starting just after the formation of the common horizons, and ending just a short duration before we lose track of the inner horizon. We see that the outer horizon becomes successively more symmetric while the inner horizon becomes highly asymmetric which makes it difficult for the apparent horizon tracker to locate it beyond $t \approx 21M$. Fig. [4] shows the outer horizon in more detail. This is a somewhat unusual way of depicting the evolution but allows us to avoid showing a large number of two-dimensional plots. We focus again on the equatorial plane on which we have polar coordinates $(r, \phi)$ so that the shape of the horizon can be represented as a radial function $r(\phi)$. To account for the time evolution we will have a sequence of functions $r(\phi; t)$. If the horizon were exactly circular, then $r$ would be constant, but in general it will vary between maximum and minimum values $r_{\text{max}}$ and $r_{\text{min}}$ respectively. We can then choose a discrete set of values between these extremes and mark, at each value of $t$, the values of $\phi_i$ where the values $r_i$ are attained. Continuing this at different values of $t$, we obtain the contour plot in the $(\phi, t)$ plane shown in Fig. [4] for the outer common horizon. The fact that at smaller values of $t$, we have more allowed values of $r$ means that the horizon has more irregularities which die away at later times. For example, at $t \approx 19M$, the values of $r$ range between about 0.4 and 0.96 while at $t \approx 24M$ the range is only between 0.72 and 0.80. This does give a useful indication of the horizon shape but it is of course coordinate dependent. We shall soon use more coordinate independent geometric multipole moments to quantify how the outer horizon loses its irregularities at later times.

The area increase gives us an overall picture of the growth of the horizon. We can get a detailed picture by looking at the angular distribution of the flux through the common outer horizon. The modulus of the shear on the horizon at three times, $t/M = 19, 20, 25$, is shown in Fig. [5] as a function of $(\theta, \phi)$. As expected, $|\sigma|^2$ decreases with time and moreover, at each time, the flux is largest through the poles at $\theta = 0, \pi$. We also see that the horizon shape as shown in Fig. [4] has an apparent rotation (see, for example the slope of, say, the $r = 0.720$ contour). This is also clear in the apparent rotation of the horizons between the panels of Fig. [4]. On the other hand, the contour plots of $|\sigma|^2$ in Fig. [5] show no such rotation. We will discuss further properties of the flux later.

Turning now to the physical properties of the horizon, note that the individual horizons are non-spinning, so their masses are just the irreducible masses, i.e. $\sqrt{A/16\pi}$ which is completely determined by the area. Thus, for angular momentum and mass, only the common horizon is of interest. These are shown in Fig. [4] for the common outer horizon. Just like the area, the mass increases and reaches an asymptotic value. The asymptotic value of the mass is $M_\infty \approx 0.977$. The value of the mass at the moment when the common horizon is formed is $\sim 0.941M$ and thus the total increase in the mass of the common-outer horizon is $\Delta M \approx 0.036M$. Similarly, the area of the common horizon increases from $\sim 36.867M^2$ to $\sim 41.672M^2$, an increase of $\Delta A = 4.804M^2$. We choose to represent the angular momentum $J$ in terms of the dimensionless quantity $\chi(t) = J(t)/M^2(t)$. It can be shown that $\chi$ must always be less than unity [50]. It is seen to decrease with time, eventually reaching an asymptotic value $\chi \approx 0.68$. This asymptotic value is
FIG. 3: The shape of the outer common horizon on the equatorial plane at $t = 18.75M$. The first is just after the formation of the common horizons while the last is just before we lose track of the inner common horizon when it is highly distorted. In particular, note the portions of the inner horizon almost tangential to the y-axis at $t = 21M$ indicating that the inner horizon is close to violating the property of being star shaped (which requires that any ray drawn from the origin should intersect the horizon only once).

FIG. 4: The shape of the outer common horizon on the equatorial plane as a function of time. See text for explanation.

consistent with the values found already by the earliest successful binary black hole simulations [1–3]. For later use, we note that the real and imaginary parts of the angular frequency of the $n = 0, \ell = m = 2$ quasi-normal mode for a Kerr black hole with this dimensionless spin are $M\omega^{(0,2,2)} \approx 0.375 - 0.089i$.

IV. APPROACH TO EQUILIBRIUM

We have already seen how the area, fluxes, mass and spin of the common horizon evolve and this gives a qualitative picture of the approach to equilibrium. To make this more quantitative, we now turn to the mass and spin multipole moments of the horizon. This was considered previously, using somewhat different notions of multipole moments, by Owen [51]. Instead of using an axial vector as done here, [51] used eigenfunctions of suitable self-adjoint operators on the horizons.

We start by plotting the moments $M_n$ and $J_n$ as functions of time for the common outer horizon. Fig. [7] shows the time variation of the mass moments $M_2, M_4, M_6, M_8$ and the spin moments $J_3, J_5, J_7$. Note that the odd-mass and even-spin moments vanish due to reflection symmetry. The first immediate observation about the multipole moments is that they decay very rapidly to their asymptotic values. The asymptotic values of the multipole moments are expected to be the ones of a Kerr black hole with mass and angular momentum given by $M_0$ and $J_1$ respectively.

It is clear from Fig. [7] that for most of the multipole moments there is no difficulty in identifying the asymptotic value of the multipole moments. The only exceptions to this are, as shall be clearer on a closer look, $M_8$ and $J_7$ which are harder to compute numerically because the higher moments require higher angular resolution.

It is instructive to compare the values of the higher multipole moments at each time to the values a Kerr
FIG. 5: The shear at the horizon at $t = 19, 20, 25$.

black hole would have with the instantaneous values of mass and angular momentum at that time. It is important to emphasize that these multipoles are different from the Geroch-Hansen multipole moments defined at spatial infinity. This has been considered in [39] where the differences between these source multipoles and the field moments are calculated. For convenience we give in the Appendix expressions for these multipole moments in terms of the Kerr parameters $M$ and $a$. At each time step $t$, given that we have the mass $M_S(t)$ and angular momentum $J_S(t)$, from the expressions in the appendix, we can calculate $M_{Kerr}^n(t)$ and $J_{Kerr}^n(t)$. We define the ratios

$$m_n = \frac{M_n(t)}{M_{Kerr}^n(t)}, \quad j_n = \frac{J_n(t)}{J_{Kerr}^n(t)}. \tag{10}$$

Fig. 5 shows the behavior of these ratios with time. Most moments clearly approach their Kerr values at late times. The exceptions to this are $J_7$ and $M_8$ which indicates the higher numerical errors in calculating the multipole moments beyond $J_7$ and $M_8$.

Now we turn to the rate at which the multipole moments decay to their asymptotic values. In the linearized theory, the rate at which perturbations die away is of great physical interest. This was first studied by Price [52]. See e.g. [53] for more recent results which proves the linear stability of Schwarzschild black holes. The general issue of the non-linear stability of Kerr black holes is an open question theoretically speaking. Numerical simulations offer the possibility of a better heuristic understanding, and in particular we would like to investigate whether there are any universalities in the approach to equilibrium.

It might seem at first glance that the decay is expo-
where \( f(t) \) could refer to any of \( M_{2,4,6,8} \) or \( J_{3,5,7} \), \( t_0 \) is the time at which the common horizon is formed \( t_0 = 18.656 M \), and \( f_\infty \) is the asymptotic value of \( f \) for large \( t \), in this case at \( t = 100M \). The parameters \( A \) and \( \alpha \) could be obtained by fitting the model to the numerically computed data.

A closer look reveals that this is in fact not entirely correct. To do this, we plot the decay of the multipoles on a logarithmic scale as shown in Fig. 7 (the multipole moments have been appropriately shifted to make them positive at all times, but still small at late times). Exponential decay would appear as a straight line while Fig. 7 shows different behavior at early and late times separated at \( t = 27M \), approximately 10\( M \) after the common horizon first forms. Thus, we fit the multipoles only for times \( t < 27M \) to the model of Eq. 11 using a simple non-linear least squares fit and obtain the values of \( (f_\infty, A, \alpha) \). The values of the decay rates \( \alpha \) are given in the second column of Tab. III.

We now turn to the late time behavior of the multipole moments for \( t > 27M \). Price’s law in the linearized context suggests a power-law fall-off at large times once the exponential part has become negligible. Much more likely, in the regime that we are considering, the moments are linear combinations of exponentially damped functions. To illustrate the differences from the results of

<table>
<thead>
<tr>
<th>Multipole</th>
<th>( \alpha(t&lt;27M) )</th>
<th>( \alpha(t&gt;27M) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( M_2 )</td>
<td>0.31</td>
<td>0.09</td>
</tr>
<tr>
<td>( M_4 )</td>
<td>0.42</td>
<td>0.12</td>
</tr>
<tr>
<td>( M_6 )</td>
<td>0.48</td>
<td>0.16</td>
</tr>
<tr>
<td>( M_8 )</td>
<td>0.58</td>
<td>0.19</td>
</tr>
<tr>
<td>( J_3 )</td>
<td>0.43</td>
<td>0.16</td>
</tr>
<tr>
<td>( J_5 )</td>
<td>0.51</td>
<td>0.17</td>
</tr>
<tr>
<td>( J_7 )</td>
<td>0.64</td>
<td>0.18</td>
</tr>
</tbody>
</table>
FIG. 9: Logarithmic plot of the mass and spin multipoles. A change in the slope is clearly identifiable around the time $27 M$. This time corresponds to a time approximately $10M$ after the merger and delineates a substantial change in the behavior of the horizon. The change is most clearly visible in the higher moments but also occurs in $M_2$ and $J_3$. The figure also shows the best fit straight lines to the portion of the plots before and after $t = 27M$ (grey lines).

In addition to these decay terms, the oscillation frequencies of the multipole moments can be determined for $M_{4,6,8}$ and $J_{5,7}$. The angular frequency can simply be determined by calculating the average separation between neighboring peaks in $M_n(t)$ and $J_n(t)$ after the exponential trends have been removed. This yields a value $M\omega \approx 0.76$ which is roughly twice the dominant quasinormal mode frequency. The steep fall-off of the multipoles noticeably ends around $t \sim 27 M$, roughly $t \approx 10M$ after the common horizon forms. This provides additional support, from a very different viewpoint, with the proposed transition time of $\approx 10M$ from the merger to the ringdown (after the peak of the luminosity) found by \cite{54}. Caveats to this conclusion are discussed in Sec. VI.

V. CROSS-CORRELATIONS BETWEEN THE HORIZON AND THE WAVEFORM

In the previous sections we have studied the behavior of the various horizons which appear in the process of a binary black hole coalescence. In particular, we have looked at the growth of the individual horizons and the approach of the common-outer horizon to a final Kerr state. Can any of this information be useful for understanding observations of gravitational radiation in the wavezone? Clearly, all of these horizons are hidden behind the event horizon and thus cannot causally affect any observations outside the event horizon. There can however be correlations between fields in the wavezone and the horizon.

The intuitive idea of the cross-correlation idea introduced by Jaramillo et al. is illustrated in Fig. 10. The figure shows a portion of spacetime at late times and shows a source which generically could be due to matter fields or non-linear higher order contributions due to the gravitational field. The source will produce gravitational radiation which can be decomposed into in- and out-going modes which result respectively in-going flux through the horizon and outgoing radiation observed at null infinity, or at large distances from the black hole. The horizon here could be either the event horizon, or more conveniently, a dynamical horizon which asymptotes to the event horizon at future time-like infinity. It is clear that any events at the event or dynamical horizon cannot causally affect observations near null-infinity. However, given that both are the result of time evolution of a given initial data set, there could well be correlations between them.

Analogous to our earlier analysis at the horizon, we now turn our attention to the wavezone. Due to their practical importance, gravitational waveforms have been extensively studied in the literature. Regarding the approach of the remnant black hole to equilibrium, it is found by Kamaretsos et al. \cite{54} that the gravitational waveform may be considered to be in the ringdown phase after a duration $\sim 10M$ following the merger (defined as the peak of the luminosity); see also \cite{10} on potential difficulties in ringdown parameter estimation. It is interesting that Fig. 9 also indicates a time of $10M$ after the formation of the common horizon when the behavior of the horizon multipole moments changes. Whether this is a mere coincidence or if there is a deeper reason is not clear at present. Even if correlations are shown to exist, we have to deal with the different gauge and coordinate conditions employed at the horizon and in the wave-zone and it is far from clear how this should be done.

We discuss now additional evidence which lends support to the existence of such correlations. As mentioned in the previous paragraph, \cite{54} uses the peak luminosity...
FIG. 10: A spacetime diagram demonstrating cross-correlations between the horizon and null infinity. Future null infinity is $I^+$ where the gravitational waveform is extracted. The event horizon is $E$, and the dynamical horizon is the spacelike surface $H$. Future timelike infinity is $i^0$ where $E$, $H$, $I^+$, and the singularity (the bold dashed horizontal line) all meet. Cauchy surfaces used in the numerical simulation are represented by dashed lines. The common outer horizon is formed at time $t_0$ when the Cauchy surface just touches $H$ in this figure. At later times, the intersection of $H$ with the Cauchy surfaces yield the outer and inner marginally trapped surfaces $S_{t}^{outer}$ and $S_{t}^{inner}$ respectively. The common source is the shaded region which is conjectured to lead to correlations between the horizon (either the event horizon or preferably the dynamical horizon). In this picture, if the formation of the common horizon is to be correlated with the maximum of the outgoing energy flux at $I^+$, the common source for this must be at some earlier time which can causally affect both fields at $H$ and $I^+$.

as the reference time for the merger. The analog of the luminosity is precisely the in-going flux through the dynamical horizon discussed earlier and this is maximum at the moment the common horizon is formed, consistent with the maximum area growth at the time shown in Fig. 1. As also suggested in [17–19], we choose thus to compare the shear $|\sigma|^2$ at the common horizon integrated over the horizon, with the luminosity of the $\ell = m = 2$ mode of $\Psi_4$. The luminosity of the outgoing radiation is determined by the News function:

$$N^{(\ell,m)}(u) = \int_{-\infty}^{u} \Psi_4^{(\ell,m)}(u) \, du.$$  \hspace{1cm} (12)

Here we have decomposed the waveform $\Psi_4$ into spin weighted spherical harmonics and $\Psi_4^{(\ell,m)}$ is the corresponding mode coefficient as a function of the retarded time $u = t - r$ (appropriate in the wavezone). Since we extract the waveform on surfaces at fixed $r$, we simply take $\Psi_4^{(\ell,m)}$ to be a function of $t$ (starting from the earliest time available in the simulation) and compare $|N^{(\ell,2)}|^2$ with $|\sigma|^2$, also as a function of $t$. It is worth emphasizing again that even if one believed in the cross-correlation picture, one would not necessarily expect a good correlation between the two functions. They are measured on surfaces at entirely different positions, one inside the event horizon and one in the wavezone far outside. The gauge condition at these two surfaces, and thus the meaning of the time coordinate for the two quantities, do not need to be related with each other in any way. Nevertheless, if the change in the behavior of the multipole moments at $10M$ after the formation of the common horizon is to be related to the $10M$ for the ringdown analysis found by [54], the two must be correlated without adjusting for any gauge choices. Let us therefore go ahead and take $|N^{(\ell,m)}|^2(t)$ and $|\sigma|^2(t)$, shift the time axis for $|\sigma|^2(t)$ so that the two peaks are aligned. The result is shown in Fig. 11. By looking at the two plots, the reader can convince herself that the peaks and troughs of the two functions are remarkably aligned. This provides further evidence for the validity of the cross-correlation idea. The oscillation frequency of the News function is, as for the horizon multipoles, twice the frequency of the dominant (i.e. $n = 0, \ell = m = 2$) quasi-normal mode.

Finally we consider the angular dependence of $|\sigma|^2$ shown previously in Fig. 3. These figures show a clear quadrupolar pattern. To quantify this we would like to decompose the shear $\sigma$ in terms of spin-weighted spherical harmonics. In the Newman-Penrose formalism, we use a null tetrad $(\ell, n, m, \bar{m})$, with $\ell$, $n$ being null vectors satisfying $\ell \cdot n = -1$, $m$ being a complex null vector satisfying $m \cdot \bar{m} = 1$, and all other inner products vanishing. Then, the shear defined in Eq. 3 is written as $\sigma = m^a \bar{m}^b \nabla_a \ell_b$. Under a spin-rotation $m \rightarrow e^{i\psi} m$, $\sigma$
Outgoing flux $\sigma^2$ has been shifted so that it is aligned with the peak outgoing luminosity.

However, just as for the multipole moments, this decomposition requires a preferred spherical $(\theta, \phi)$ coordinate system and a suitable area element on the horizon to ensure that the different $sY^\ell_m(\theta, \phi)$ are orthogonal. Moreover, the proof of being able to expand tensors in terms of the spin weighted spherical harmonics relies on the action of the rotation group \cite{56} which is not available for a highly distorted horizon. Again, as for the multipole moments, we shall ignore these issues for the moment and simply take $(\theta, \phi)$ to be the coordinates used on the horizons in the simulation. Doing this shows, as expected, that $\sigma$ is dominated by the $\ell = 2, m = 2$ and $\ell = 2, m = -2$ modes with a much smaller contribution from the $\ell = 2, m = 0$ mode. This illustrates angular correlations between the in-going and outgoing fluxes.

VI. CONCLUSIONS

The primary goal of this paper is to study the behavior of marginally trapped surfaces in binary black hole mergers. The main tools used in this analysis are the flux formulae and multipole moments. As seen in other simulations previously, marginally trapped surfaces are formed in pairs. Thus, when the common marginally trapped surface is formed, we get an outer and inner common marginally trapped surface when the two black holes get sufficiently close together. This pair of marginally trapped surfaces form a smooth quasi-local horizon whose area increases monotonically outwards. We have tracked, as far as possible, the areas of the individual horizons and the common horizons. Future work with better gauge conditions and higher accuracy might succeed in finding the eventual fate of the individual horizons and the inner horizon. We have calculated the shear and the fluxes through the common horizon, leading to a detailed picture of how the black hole grows and eventually reaches equilibrium.

We have quantitatively studied how the final black hole settles down to equilibrium. In particular, we have evaluated the falloff of the mass and spin multipole moments and we have shown that the final black hole is Kerr, as expected. We have quantified the falloff of the multipole moments and have found that the moments falloff steeply just after merger, but after about a duration of $10M$ after the merger, the falloff rate changes to a lower rate. This fact might be useful in modeling the gravitational wave signal in the merger phase. These might provide useful hints for proving the non-linear stability of Kerr black holes. We have found that for the QC-0 initial configuration and using the multipole moments as defined in this paper, the behavior of the horizon multipole moments under time evolution changes at an epoch $\sim 10M$ after the formation of the common horizon. This is very similar to existing results in the literature regarding the time at which the post-merger gravitational waveform can be considered to be in the ringdown phase. Clearly, this needs to be explored and understood further and better quantified for a wide range of initial configurations.

The fall-off rates of the multipole moments given in Tab.\textsc{III} for $t < 27M$ are too steep for them to be related to the $n = 0$ quasi-normal modes of the final black hole. If they are at all related to quasi-normal ringing, it must be due to the higher overtones. See e.g. Fig. 1 of \cite{12} where it is clear that the imaginary part of the quasi-normal mode frequency is not greater (in absolute value) than $\sim 0.2$ while the exponents in the second column of Tab.\textsc{III} are all greater than $\sim 0.3$. Alternatively, this might be a genuine non-linear effect unearthed by using the multipole moments. However,\cite{15} using the multipole moments defined in \cite{51}, have found no such transition in the multipoles. There could be several reasons for this. First, note that the multipole moments used here are different from \cite{51}. We have used here the coordinate $z$-axis (or equivalently, the axial vector $\varphi^a = \partial_a$) to define the multipole moments. This is almost certainly not accurate just after the merger. The initial steep fall-off might simply be due to this choice producing a non-physical effect (we shall however provide some additional evidence in the next section for the choice of $10M$ for the transition point independent of the choice of $\varphi^a$). The other reason might be related to the initial configuration that we have chosen. It might turn out that both choices of multipole moments are appropriate, but we have just a fraction of an orbit before merger. The additional eccentricity in the initial configuration might be responsible for exciting higher modes in...
the initial post-merger phase. This would require a sim-
ulation with a longer inspiral phase (ideally one tuned to
GW150914 or other binary black hole events) to confirm.
Eventually, these question can be addressed fully only by
a more appropriate choice of multipole moments suited
to fully non-symmetric situations as in \[8\].

Finally we have correlated the behavior of the hori-
zon to the waveform extracted far away from the black
holes. We have found correlations between the in-falling
and outgoing fluxes both as functions of time and over
angles. These correlations are unexpected especially in
light of possible differences in the lapse function at the
horizon and at the waveform extraction surface. This
lends additional evidence to the results of \[17–19\] and
might prove to be a useful tool to observationally study
the strong field region from gravitational wave detections
and in gravitational waveform modeling. An important
aspect of this problem is to find the free data that can
be specified on a dynamical horizon to solve the Cauchy
problem with initial data prescribed on a dynamical hori-
zon. Thus, in order to reconstruct a relevant portion of
spacetime depicted in Fig. 10 we would specify data on
portions of) \(I^+\) and \(H\). This would be equivalent to
specifying data on an initial Cauchy surface in the stan-
dard way. For the case when \(H\) is an isolated horizon the
problem has been solved \[57–59\]. Furthermore, the free
data on a spherically symmetric dynamical horizon has
been determined by Bartnik and Isenberg \[60\]. The prob-
lem of finding the free data on a general isolated horizon
is yet to be solved.

An important limitation of our approach is the choice
of the axial symmetry vector. Given that we are working
with a system of equal-mass non-spinning black holes,
it is appropriate to take the axial vector on the hori-
zon to be just \(\partial_\varphi\), i.e. to assume that the spin of the
final black hole is aligned with the orbital angular mo-
mentum. This will not be a good approximation in more
generic situations where we would not expect the horizon
to have any symmetries when it is formed. The method
presented in \[8\], based on finding a suitable class of di-
vergence free vector fields and assuming that the equilib-
rium state is axisymmetric, deals with this general situ-
ation and provides evolution equations for the multipole
moments. Forthcoming work will implement these ideas.
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Appendix A: Expressions for the Kerr multipole
moments

We start with the expression for the Kerr metric with
mass \(M\) and specific angular momentum \(a\) in in-going
Eddington-Finkelstein coordinates \((v, r, \theta, \phi)\):

\[
ds^2 = -\left(1 - \frac{2Mr}{\rho^2}\right)dv^2 + 2dv\, dr - 2a \sin^2 \theta\, dr\, d\varphi - \frac{4aMr \sin^2 \theta}{\rho^2} dv\, d\varphi + \rho^2 d\theta^2 + \frac{\Sigma^2 \sin^2 \theta}{\rho^2} d\varphi^2,
\]

(A1)

where

\[
\rho^2 = r^2 + a^2 \cos^2 \theta, \quad \Delta = r^2 - 2Mr + a^2, \quad \Sigma^2 = (r^2 + a^2)^2 + 2a^2 Mr \sin^2 \theta.
\]

(A2)

The Weyl tensor for the Kerr spacetime. The multipole
moments are integrals of \(\Psi_2\) which we now define. For math-
ematically precise proofs we refer to \[39\] while here our
aim is to derive expressions for the Kerr multipole
moments. The analog of \(\cos \theta\) on a general axisymmetric
horizon is given by an invariant coordinate \(\zeta\) defined as

\[
\partial_a \zeta = R^{-2} \varphi^b \epsilon_{ba}.
\]

(A4)

In addition we need \(\zeta = +1\) at the north pole and \(-1\) at
the south pole (the poles being the two points where
\(\varphi^a\) vanishes). It is easy to check that for Kerr we have
in fact \(\zeta = \cos \theta\). The mass and spin multipole are then

\[
\Psi_2 = \frac{M}{(r - ia \cos \theta)^3},
\]

(A3)

This is in fact the only non-vanishing component of the
Weyl tensor for the Kerr spacetime.
respectively

\[ M_n = - \frac{MR^n}{2\pi} \oint_S P_n(\zeta) \Re(\Psi_2) d^2S, \quad (A5) \]

\[ J_n = - \frac{R^{n+1}}{4\pi} \oint_S P_n(\zeta) \Im(\Psi_2) d^2S. \quad (A6) \]

For the Kerr horizon, these become, with \( x = a/r_+ \),

\[ M_n = 8M^5 R^{n-4} \Re \int_{-1}^{1} \frac{P_n(\zeta)}{(1-i\zeta)^3} d\zeta, \quad (A7) \]

\[ J_n = 4M^4 R^{n-3} \Im \int_{-1}^{1} \frac{P_n(\zeta)}{(1-i\zeta)^3} d\zeta. \quad (A8) \]

Here we have used

\[ x = \frac{2Ma}{2Mr_+} = \frac{2Ma}{r_+^2 + a^2} = \frac{8\pi J}{A}. \quad (A9) \]

Define \( f_n(x) \) to be the integral appearing in these expressions. From the properties of the Legendre polynomials and \( \Psi_2 \) under reflections \( (\zeta \to -\zeta) \), it follows that \( f_n \) is automatically real for even \( n \) and imaginary for odd \( n \). The explicit expressions for the integrals are:

\[
\begin{align*}
  f_2(x) &= \frac{3x + 5x^3 - 3(1 + x^2)^2 \tan^{-1} x}{x^3(1 + x^2)^2}, \\
  f_4(x) &= \frac{15(1 + x^2)^2(7 + x^2) \tan^{-1}(x) - 81x^5 - 190x^3 - 105x}{2x^5(1 + x^2)^2}, \\
  f_6(x) &= \frac{919x^7 + 5103x^5 + 7665x^3 + 3465x - 105(1 + x^2)^2(33 + 18x^2 + x^4) \tan^{-1}(x)}{8x^7(1 + x^2)^2}, \\
  f_8(x) &= \frac{315(1 + x^2)^2(143 + 143x^2 + 33x^4 + x^6) \tan^{-1} x - 3781x^9 - 38232x^7 - 109494x^5 - 120120x^3 - 45045x}{16x^9(1 + x^2)^2}, \\
  f_3(x) &= \frac{15(1 + x^2)^2 \tan^{-1} x - 15x - 25x^3 - 8x^5}{x^4(1 + x^2)^2}, \\
  f_5(x) &= \frac{32x^7 + 343x^5 + 630x^3 + 315x - 105(1 + x^2)^2(3 + x^2) \tan^{-1}(x)}{2x^6(1 + x^2)^2}, \\
  f_7(x) &= \frac{315(1 + x^2)^2(143 + 110x^2 + 15x^4) \tan^{-1} x - 1024x^9 - 22923x^7 - 86499x^5 - 109725x^3 - 45045x}{40x^8(1 + x^2)^2}. \\
\end{align*}
\]

Inserting these in the expressions (A7) and (A8) yields explicit expressions for \( M_n \) and \( J_n \).


