Resolving Runaway Electron Distributions in Space, Time, and Energy
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Areas of agreement and disagreement with present-day models of RE evolution are revealed by measuring MeV-level bremsstrahlung radiation from runaway electrons (REs) with a pinhole camera. Spatially-resolved measurements localize the RE beam, reveal energy-dependent RE transport, and can be used to perform full two-dimensional (energy and pitch-angle) inversions of the RE phase-space distribution. Energy-resolved measurements find qualitative agreement with modeling on the role of collisional and synchrotron damping in modifying the RE distribution shape. Measurements are consistent with predictions of phase-space attractors that accumulate REs, with non-monotonic features observed in the distribution. Temporally-resolved measurements find qualitative agreement with modeling on the impact of collisional and synchrotron damping in varying the RE growth and decay rate. Anomalous RE loss is observed and found to be largest at low energy. Possible roles for kinetic instability or spatial transport to resolve these anomalies are discussed.

I. INTRODUCTION

Due to the severe potential for damage to the reactor walls, runaway electrons (REs) pose a significant operational risk to fusion-grade tokamaks such as ITER [1–3]. RE populations are accelerated to very high energy (tens of MeV) by the large electric fields induced during a tokamak disruption. The first line of defense against REs is to avoid their generation by either avoiding disruptions entirely, or by developing disruption mitigation strategies that prevent the formation of runaway electrons. A second line of defense is to manipulate the post-disruption RE beam to dissipate its energy prior to contact of the RE beam with the material surface. An example action is the injection of a large quantity of high-Z noble gas, either in frozen or gaseous form.

Empirical tuning of RE control actuators in future tokamaks will be limited due to the potential for damage. Instead, a predictive understanding is needed to select and optimize actuators for RE control. Present-day experiments have a crucial role to play in validating theoretical predictions of RE dissipation. This role is most direct in the second line of defense, where similar conditions to what is expected in ITER can be accessed in existing tokamaks.

Theory and modeling work to understand the dissipation of RE populations is actively pursued. Early models taking into account small angle Coulomb collisions [5] and later large angle collisions [6] identified the crucial role of the ‘critical electric field’ ($E_C$), which defines the electric field at which collisional drag balances electric field acceleration in the relativistic limit. Later work identified the potential for synchrotron damping to elevate the effective $E_C$ [7, 8], and more recently analytic treatments [9] and computational methods [10–16] were developed to combine the effects of synchrotron damping and pitch-angle scattering off high-Z ions. These works confirmed that synchrotron and pitch-angle scattering can together elevate the effective $E_C$ above early model predictions.

Several experiments concurrently yielded evidence of very elevated $E_C$ values above both the early model prediction and the elevated $E_C$ from more modern models [17–19], both using trace-level REs naturally occurring in low density Ohmic plasmas as well as in post-disruption ‘plateau’ RE beams [20, 21]. More recently, diagnostic improvements enabled new experimental resolution in both space and time to measure the RE distribution function, yielding improved comparison to modeling [22]. This work found that while most qualitative trends were captured, quantitative discrepancies remained. Most notably, theory did not yet match the experimentally observed very elevated $E_C$.

In this paper precise measurements of RE distribution functions and dissipation rates in the spatial, temporal, and energy domains are presented, enabled by a new RE diagnostic called the ‘Gamma Ray Imager’ (GRI) [23, 24] deployed on the DIII-D tokamak. Direct comparisons to modeling are made wherever possible, highlighting areas of agreement and disagreement. This paper expands on measurements first presented in Ref. [22] by 1) describing experimental methodology and model comparisons in greater detail, 2) describing expected spatial effects using a synthetic diagnostic, 3) presenting supporting measurements from additional diagnostics, 4) and discussing candidate mechanisms to explain the observed discrepancies.
The remainder of this paper is structured as follows. Section II describes the measurement technique and plasma scenario employed in this work. Section III describes measurements in the spatial domain and how radial and angular RE profiles are resolved. Section IV describes the inversion of RE energy distributions from localized hard X-ray (HXR) emission and subsequent comparison of RE distribution shapes against theoretical predictions as dissipation terms are varied. Section V describes time-domain measurements of RE emission growth and decay, including parametric dependencies and comparisons to theoretical predictions. Finally, a summary of observations along with areas for further improvements in modeling and measurement are provided in Sec. VI.

II. DESCRIPTION OF DIAGNOSTIC, PLASMA SCENARIO, AND MODELING APPROACH

A. Diagnostic Sensitivity

This work focuses on measurements of the RE population made by the GRI system installed on DIII-D [23, 24]. The GRI is a tangentially-viewing pinhole camera made of lead, with collimation provided along 123 discrete sight-lines as shown in Fig. 1(a). When a RE scatters off a plasma nuclei, HXR emission is generated via the bremsstrahlung mechanism. If the HXR is emitted along a sight-line of the GRI, the HXR will enter the pinhole and be registered on a pulse-height counting detector consisting of an integrated Bismuth-Germanate (BGO) scintillating crystal, a photo-diode, and pre-amplification electronics. The output of each detector is digitized at 10 MHz sample rate, enabling individual pulses to be discriminated, as shown in Fig. 1(b). The height of the pulse corresponds linearly to the energy of the measured HXR (Eγ). Each HXR pulse is assigned an energy and a time-stamp, and histograms are later formed to build up subsequent comparison of RE distribution shapes against theoretical predictions as dissipation terms are varied. These images have been reported in several experimental publications [25, 27] and only recently has the SE shape been predicted by simulation [28, 29]. Sensitivity scans in simulation indicate that the visible SE originates from quite energetic REs of medium pitch-angle. Finally, electron cyclotron emission (ECE) radiometers at high frequency (here from 140-300 GHz) are preferentially sensitive to non-thermal synchrotron emission from REs. Due to the radial viewing geometry of the ECE radiometers on DIII-D, these diagnostics probe the high pitch-angle RE population. Simulation further indicates that for these frequencies the energy of the RE responsible for the emission is low [15]. While this work focuses on the GRI system, measurements from these other diagnostics are also presented to corroborate GRI observations.

B. Scenario Description

This work reports measurements made in low density Ohmic plasmas during flat-top. Low density operation free from error field penetration supports the excitation of trace-level RE populations through the ‘Dreicer’ mechanism [30], which as time goes on begin to multiply through the secondary (‘Avalanche’) mechanism. A typical discharge evolution is shown in Fig. 3 with the early period with strong primary and secondary generation termed the growth phase. Typical parameters in the growth phase are electron density (n_e) of 0.5×10^{19} m^{-3}, electron temperature (T_e) of 1.8 keV, toroidal field (B_T) of 1.4 T, plasma current (I_P) of 0.8 MA, and loop voltage (V_{loop}) of 0.6 V. A typical avalanche multiplication time in these conditions is 0.5 s, thus several multiplications occur during the growth phase. During this time the distant HXR signal increases several-fold exponentially [Fig. 3(b)].

After several seconds the discharge transitions to the ‘dissipation phase’, where plasma parameters are changed to observe their effect on the RE distribution. As the dissipation phase usually involves gas puffing to raise n_e, the transition time is denoted t_{puff}. While previously t_{puff} occurred at a fixed time, the DIII-D plasma control system was upgraded to allow asynchronous control based on the magnitude of high-harmonic ECE at 140 GHz, a frequency where the ECE is dominated by non-thermal emission. As seen in Fig. 3(c), when the
FIG. 1. (a) GRI pinhole camera geometry, (b) raw digitized signal from a single detector, and (c) sight-lines into the plasma at the tangency plane. Colors indicate the minimum angle ($\theta_{\text{kb}}$) between the magnetic field orientation ($\hat{b}$) and the sight-line orientation ($\hat{k}$).

FIG. 2. (a) Region of phase space responsible for emission measured by the various diagnostics used in these experiments, together with an example predicted $f_e$ (color contours) to indicate where REs are expected in phase space. (b) Cartoon description of influence of electric field acceleration, collisional damping, pitch-angle scattering, and synchrotron damping on REs in phase space.

ECE emission exceeds a pre-set trip level the dissipation phase is entered. Maintaining a constant trip level enables roughly the same RE distribution to be achieved in every pulse prior to entering the dissipation phase. If the trip is not enabled, the rapid rise in ECE progresses and the discharge evolves to tearing instability as described in Ref. [31].

FIG. 3. Evolution of (a) $n_e$ and $B_T$, (b) distant HXR detector, and (c) ECE radiometer illustrating the asynchronous transition from a RE growth to RE dissipation phase when a critical level of ECE emission is reached. Experiments discussed herein are conducted by varying the plasma parameters in only the dissipation phase.

C. Modeling Approach

In order to predict expected RE distribution functions ($f_e$) and growth or decay rates, the time-evolution of non-dimensional parameters determining the RE distribution must be known. In contrast to the complex and rapid dynamics of a disruptive plasma, both the growth and
decay phase of the Ohmic plasma are quasi-stationary and all relevant parameters are measured with sufficient time-resolution. This generates uniquely confident input parameters to modeling. The modeling inputs include the ratio of the imposed electric field \( E \) to the critical electric field \( E_C \), defined as

\[
\frac{E}{E_C} = \frac{4\pi \varepsilon_0^2 m_e V_C^2}{n_e e^3 \ln A} \approx 10 \frac{V_{\text{loop}}[\text{V}]}{n_e[10^{19}\text{m}^{-3}]}, \tag{1}
\]

and the ratio of the collision time to the synchrotron damping time \( \tau_{\text{rad}} \), defined as

\[
\tilde{\tau}_{\text{rad}} = \frac{3}{2} \left( \frac{m_e \ln A}{e_0} \right) \frac{n_e}{B_T^2} \approx 28 \frac{n_e[10^{19}\text{m}^{-3}]}{(B_T[T])^2}. \tag{2}
\]

In addition, the effective charge \( Z \), important for pitch-angle scattering, is controlled by deliberate injection of a nitrogen impurity species and is measured using charge-exchange spectroscopy of both nitrogen and ambient carbon populations. Finally, the electron temperature \( T_e \), important for Dreicer generation, is measured with Thomson scattering. The impact of these different effects (electric field acceleration, collisional damping, pitch-angle scattering, and synchrotron damping) in RE phase space is shown in cartoon format in Fig. 2(b). With all effects acting together, circulation patterns in RE phase space can be formed.

To model the evolution of \( f_e \), the time-dependent relativistic 2-D Fokker-Planck equation (such as Ref. [22]) is solved numerically inputting measured on-axis (spatially 0-D) plasma parameters of \( E/E_C, \tilde{\tau}_{\text{rad}}, \) and \( Z \). The equation as in Ref. [9] is solved with two amendments. First, the collision operator is extended to be valid for lower energies using an approach similar to Refs. [33, 34]. Second, an approximate secondary source is included which captures the effect of a finite energy incident electron population. This treatment accurately captures the analytical results of RE generation models [5, 6, 35] as well as the near-threshold regime [9]. This process generates a complete two-dimensional \( f_e \), which is then integrated from pitch-angle of 0 to 30°, corresponding to the approximate angular coverage of the GRI system as will be described in Sec. III.

D. Relevance to ITER Post-Disruption Conditions

Owing to the wide variety of plasma parameters \((n_e, B_T, V_{\text{loop}})\) accessible in the dissipation phase, non-dimensional parameters \( E/E_C, \tilde{\tau}_{\text{rad}}, \) and \( Z \) can be made surprisingly similar to those expected in ITER post-disruptive conditions. For example, owing to the low \( B_T \) of these plasmas (1.4 T) as compared to ITER (5.3 T), to match the expected value of \( \tilde{\tau}_{\text{rad}} \) (\( \approx 70 \)) during a post-disruption ITER RE beam requires very low density operation in DIII-D. In terms of \( Z \), impurity injection in the Ohmic plasmas has raised \( Z \) to about 4, similar to the expectation of \( Z \approx 5 \) in ITER for partially-assimilated neon secondary injection. A wide range of \( E/E_C \) is expected during a single discharge in ITER, ranging from 1–2 to several hundred [36, 37], whereas in these plasmas \( E/E_C \) is well controlled between \( \approx 2–8 \). It should be noted significant uncertainty exists in the parameters expected for ITER, largely owing to uncertainties in the degree of impurity assimilation. Thus, these experiments are not meant to match any specific prediction for ITER, but rather explore effects in a parametric space that should overlap with eventual ITER values.

Notwithstanding the surprisingly good non-dimensional match of \((E/E_C, \tilde{\tau}_{\text{rad}}, Z)\) to expected ITER conditions, the low density scenario is not expected to yield ITER-relevant results for some aspects of the RE problem. For example, as these plasmas are fully ionized, they cannot be used to validate predictions of enhanced dissipation due to partial screening [38, 39], nor would they be well suited to understand phenomenology associated with the RE final loss [40]. Impurity transport into a low density Ohmic plasma with REs is also likely not a valid analog to the post-disruption condition [41].

III. RESOLVING THE SPATIAL DOMAIN: RADIAL AND PITCH-ANGLE RE PROFILES

Each collimated sight-line of the GRI system views a different portion of the plasma cross section, as shown in Fig. 1(c). By comparing the emission recorded along each sight-line, information about the spatial and angular distribution of the RE population can be inferred. However, in order to interpret these measurements the expected diagnostic sensitivity to spatially uniform and mono-energetic RE populations must first be understood. The expected sensitivity is computed using the synthetic diagnostic introduced in Sec. II A with a complete description given in Ref. [24]. This section will explore synthetic diagnostic dependencies alongside a comparison to experimental data.

The synthetic diagnostic is used to predict the HXR emission shape from a uniform RE density (\( n_{\text{RE}} \)) beam of a certain minor radius \( r_{\text{beam}} \). This beam is given a single electron energy \( (E_e) \), and zero pitch-angle. The expected emission as a function of \( E_e \) is then computed for all of the sight-lines that intersect the plasma. As shown in Fig. 4, \( r_{\text{beam}} \) increases the size of the emission spot, while increasing \( E_e \) increases the sharpness along the line of low \( \theta_{\text{bb}} \).

This study identifies two directions most useful for reduced analysis. First, for analysis of the radial profile, it is useful to focus on the line of low \( \theta_{\text{bb}} \) as this de-emphasizes changes due to \( E_e \) variations. Second, for analysis of the phase space profile, important information can be gained by comparing emission from different sight-lines sampling the same flux surface. These direc-
Note that the bremsstrahlung rate coefficients indicate that while the shape of the emission is very sensitive to $E_e$, there is no significant spatial variation with $E_\gamma$ for constant $E_e$. Thus, for all model-produced images $E_\gamma = 1$ MeV is used. Note also that the synthetic diagnostic at present uses a zero-pitch angle approximation, which future work will relax.

A. Radial Profile Resolution

Synthetic diagnostic predictions along the low $\theta_{kB}$ line are examined as a function of $E_e$ and $r_{beam}$. As seen in Fig. 4, a strong sensitivity of the emission along the low $\theta_{kB}$ line is expected with $r_{beam}$. Focusing on the low $\theta_{kB}$ line, the dominant effect of $r_{beam}$ is seen in Fig. 4(a). Larger and smaller $r_{beam}$ map directly onto larger and smaller emission patterns. The break in the emission is especially sharp along the low-field side (LFS), while on the high-field side (HFS) it is more gradual. That the emission is asymmetric from LFS to HFS is reminiscent of the synchrotron emission images [ex. Fig. 12(f)].

The effect of $E_e$ along the low $\theta_{kB}$ line is more muted, as can be seen in Fig. 5(c). As $E_e$ is increased, a larger decrease is found on the HFS than on the LFS. This supports the interpretation that the increased signal on the HFS is simply an instrumental effect resulting from the longer integration lengths along inboard sight-lines, since at higher $E_e$ the emission is more localized to the tangency plane as opposed to coming from the entire sight-line [24]. Further LFS/HFS asymmetries may arise from untreated finite pitch-angle effects.
Since the RE current is predominantly carried by few-MeV electrons \[3\], these measurements can be used to measure the size of the RE current channel. This is an advantage over conventional visible SE images, since these images are dominated by the few highest energy electrons \((\geq 15 \text{ MeV} \ [28, 29])\) and the current carried by these electrons is vanishingly small.

Experimental measurements along the low \(\theta_{\hat{b}}\) line, shown in Fig. 7, indicate a strong variation of the RE beam size with \(E_{\gamma}\) and thus \(E_e\), and appear to have a convolution of the \(E_e\) and \(r_{\text{beam}}\) effects isolated in Fig. 5. This indicates that energy-dependent transport mechanisms are acting, although their origin is not yet understood. Measurements are also consistent with an asymmetry from LFS to HFS.

These radial measurements constitute a new frontier for RE model validation, as the vast majority of existing models do not include spatial effects, sacrificing spatial degrees of freedom to focus on phase space effects. Where spatial variations are treated, it is usually with an ad-hoc diffusion coefficient for the RE population \[42\]. These measurements can serve to empirically measure diffusion coefficients and understand their parametric dependencies.

**B. Angular Profile Resolution**

Synthetic diagnostic dependencies along a given flux surface are found to be most strongly sensitive to \(E_e\), shown in Fig. 7 and better representing the increased ‘sharpness’ of the emission pattern in Fig. 4. The simplification of zero pitch-angle used, however, has direct implications for this spatial direction. This is because in the limit of high \(E_e\), forward beamed emission would still reach a sight-line with high \(\theta_{\hat{b}}\); if the electron pitch-angle matches \(\theta_{\hat{b}}\). Thus, emission profiles along the same flux surface contain information on the pitch-angle distribution of the RE population, which future work will examine.

The importance of pitch-angle can be seen by considering experimental measurements along these same sight-lines, shown in Fig. 8. Significant variations are seen with \(E_e\) from 5–9 MeV. This is greater than the variation expected from increasing \(E_e\) from 5 to 9 MeV at constant \(n_{\text{RE}}\) (shown in Fig. 7), and thus indicates the underlying \(n_{\text{RE}}\) is varying with \(E_e\). Further, the increased localization to low \(\theta_{\hat{b}}\) of the \(E_{\gamma} = 9 \text{ MeV}\) emission indicates some of this emission is due to electrons with \(E_e > 9 \text{ MeV}\). These measurements point to the future possibility of full two-dimensional inversions of the RE distribution function, with energy information provided by \(f_{\gamma}\) and angular information provided by comparison of views of the same flux surface and different \(\theta_{\hat{b}}\).

To conclude, resolution in the spatial domain is provided by comparing emission along the different collimated views. A synthetic diagnostic allows assessment of expected emission patterns from RE beams of constant \(n_{\text{RE}}\) and different \(r_{\text{beam}}\) and \(E_e\) (assuming zero pitch-angle). A radial profile can be formed by looking along the line of low \(\theta_{\hat{b}}\), and experimental data finds different increasing spatial gradients with increasing \(E_{\gamma}\). Angular profiles can be generated by comparing views of the same flux surface with different \(\theta_{\hat{b}}\), pointing to future energy and pitch-angle resolved \(f_e\) inversions.

**IV. RESOLVING THE ENERGY DOMAIN: RE DISTRIBUTION FUNCTIONS**

This section will describe how the energy spectrum \((f_{\gamma})\) of incoming HXR pulses can be converted into 1-D RE energy distribution functions \((f_e)\). The dependence
of the inverted $f_e$ on experimental actuators will then be described alongside comparison to modeling.

A. Inversion Technique

The raw experimental measurement of the GRI system is a spectrum of HXR energies from individual HXR scintillation events. To go from this spectrum ($f_\gamma$) to the RE distribution function ($f_e$), two convolutions are needed - first the conversion from $f_e$ to the incident HXR distribution entering the detector volume. This intermediate distribution is termed $f'_\gamma$. The second convolution takes $f'_\gamma$ to the final HXR distribution (termed $f_\gamma$) measured by scintillation light exiting each detector crystal.

The first convolution relies on computation of bremsstrahlung rate coefficients \[43\] together with sight-line geometric information. The same synthetic diagnostic tool used in Sec. [11] is again used to calculate the HXR energy spectrum ($f_\gamma$) from a series of mono-energetic $E_e$. Figure [9]b) shows the results of this convolution for a series of mono-energetic $f_e$ spaced 10 MeV apart [Fig. [9]a] for a central viewing sight-line. Experimental inversions typically use spectra from mono-energetic $f_e$ spaced 1 MeV apart.

The second convolution relies on knowledge of the scintillating crystal geometry and material properties to calculate the expected Compton scattering within the crystal using Monte-carlo methods. This technique is used to compute the registered $E_\gamma$ on the detector from a mono-energetic beam of incident HXRs \[44\]. The results of these calculations for the GRI BGO scintillating crystals are shown in Fig. [9]c)-(d) for an input mono-energetic $f'_\gamma$.

These two convolutions are performed together to compute the expected $f_\gamma$ from mono-energetic $f_e$. The inversion process can then proceed using this information together with an onion-peel method, taking a key assumption: the maximum $E_\gamma$ recorded is taken to be the maximum $E_e$ in $f_e$. With this assumption, the number of REs at the maximum $E_\gamma$ ($\approx E_e$) is calculated to match the observed $E_\gamma$. The full $f_\gamma$ expected from this $E_e$ is then subtracted from the measured $f_\gamma$. This process then repeats working downwards from high to low energy, subtracting the expected $f_\gamma$ from progressively lower $E_e$, until no residual $f_\gamma$ remains. The number of REs needed at each $E_e$ to account for the residual $E_\gamma$ thus forms $f_e$. Since all operations are linear, the calculated $f_\gamma$ from the inverted $f_e$ always matches the original $f_\gamma$.

Uncertainty can also be propagated through this process. Underlying uncertainties are based on Poisson counting-statistics ($\sqrt{\langle #\gamma \rangle}$), and these uncertainties are propagated in quadrature through the onion-peel process. In this way, the absolute $f_e$ uncertainties are always larger as $E_e$ decreases, but the fractional uncertainty can be significantly smaller if $f_e$ increases with decreasing $E_e$. To minimize experimental uncertainty, long duration collection times ($\approx 2$ s) during stationary periods are used, as well as aggregating pulses collected from multiple spatial views. This increases the raw number of counts and thus reduces the fractional uncertainty.

Whether a given $f_e$ is peaked, flat, or inverted depends on the local slope of $f_\gamma$. This is shown in Fig. [10] where the inversion results from a family of $f_\gamma$ defined by a single slope are shown. For a steep slope in $f_\gamma$, $f_e$ is inverted to be peaked, while for shallow $f_\gamma$, $f_e$ is inverted to be non-monotonic. This demonstrates that in principle the GRI diagnostic can differentiate between each type of distribution, with $f_\gamma$ slope playing a crucial role.

Some assumptions are necessary for the inversion process to be tractable. The first is spatial homogeneity: the same RE phase-space distribution function is assumed to
exist throughout the sight-line. As discussed in Sec. III, this is less important at high \( E_e \) since the emission tends to be localized to a smaller volume, but at low \( E_e \) this is no longer true. Secondly, finite pitch-angle effects are ignored in the inversions, though as discussed in Sec. III B, further work should enable full 2-D inversions. Alternate inversion processes are also possible, either using weight-function techniques \([15, 16]\) or tools such as DeGaSum \([17, 18]\).

### B. Distribution Function Parametric Dependencies

The inversion process described above is deployed to compare experimentally reconstructed \( f_e \) across changes in experimental actuators as well as to compare to modeling and experiment. As discussed in Sec. IV B, changes in electron density \( (n_e) \) and toroidal field \( (B_T) \) map onto changes of \( E/E_C \) (Eq. 1) and \( \tau_{\text{rad}} \) (Eq. 2) to vary the collisional and synchrotron damping respectively. These non-dimensional parameters are expected from modeling to strongly influence the shape of \( f_e \).

Results are summarized in Fig. 11. First, considering experimental \( f_e \) at different \( n_e \) [Fig. 11(a)], non-monotonicity is observed in the lower energy part of the spectrum. As \( n_e \) is increased from \( 1.0 \times 10^{19} \) m\(^{-3} \) to \( 1.5 \times 10^{19} \) m\(^{-3} \), large changes in \( f_e \) are measured well after \( t_{\text{puff}} \). The spectrum is significantly shifted to lower energy and the location of the non-monotonic feature also shifts from \( \approx 7 \) to \( 5 \) MeV. Considering modeling (discussed in Sec. IV C) of the same experimental conditions [Fig. 11(b)], agreement is found in some areas. First, the predicted \( f_e \) contain non-monotonic features at consistent energies to the experimental \( f_e \). Second, increasing \( n_e \) shifts \( f_e \) to lower energy in both modeling and experiment. The main discrepancy is that \( f_e \) is narrower in experiment than modeling, with \( f_e \) limited to lower energy. Possible reasons for this discrepancy will be discussed in Sec. V.

The effect of synchrotron damping is studied by varying \( B_T \) to affect \( \tau_{\text{rad}} \), holding \( n_e \) and \( Z \) constant. Looking several seconds after \( t_{\text{puff}} \), significant changes in both experimental and modeled \( f_e \) are found. Experimentally [Fig. 11(c)], opposite effects on \( f_e \) are observed at high and low \( E_e \). The largest \( B_T \) cases are limited to the lowest maximum \( E_e \), consistent with the maximum energy limit being set by synchrotron damping. An opposite effect is found at low \( E_e \), where the largest \( B_T \) case contains the largest low \( E_e \) population. Since \( E/E_C \) is not varying, this is thought to be due to an advective process where at low \( B_T \) the particles at low \( E_e \) have simply energized to high \( E_e \).

Comparing with modeling of the \( \tau_{\text{rad}} \) effect [Fig. 11(d)], the same qualitative picture is found but with significant quantitative differences. Note first the axis scale is significantly narrower for experimental results, again confirming the narrower nature of the experimental \( f_e \). The opposite behavior at low and high \( E_e \) is reproduced, but the ‘neutral point’ is as \( 20 \) MeV in modeling vs. \( 6 \) MeV in experiment. Discussion of these differences will be left to the following section, as the discrepancies are not limited to the energy domain.

To conclude, resolution in the energy domain can be obtained through pulse height analysis to measure \( f_e \) that in turn can be inverted to \( f_e \) with some assumptions. This enables comparison of experimental and modeled \( f_e \) when varying experimental actuators to vary synchrotron and collisional damping. Qualitative agreement is found on the role of these actuators, though quantitative differences are also identified. Measurements are also consistent with predictions of phase-space attractors that accumulate REs and form non-monotonic features in the RE energy distribution.

### V. RESOLVING THE TIME DOMAIN: RE GROWTH AND DECAY

Slowly varying plasma parameters in the low-density scenario ensures sufficient temporal resolution is available for all diagnostics described in Sec. II A. A complete time-evolution for a well diagnosed discharge is shown in Fig. 12(a)-(e). This discharge included a rise in \( B_T \) and a relatively small density rise insufficient to bring the emission measured by the distant HXR detector into decay. Very different growth rates are observed across the different diagnostics as summarized in Fig. 12(g). HXR growth rates measured by the GRI system are plotted against the HXR energy \( (E_\gamma) \), while other diagnostics are shown as bands owing to their uncertain energy weighting. This indicates the consistency of the GRI growth rates with the energy weighting shown in Fig. 2. ECE growth rates are comparable to low \( E_e \) GRI growth rates while high \( E_\gamma \) GRI growth rates are comparable to SE. While the energy weighting of the distant HXR is unknown, it is found to generally match the low \( E_e \) GRI growth rates.

The isolated effects of collisional damping and synchrotron damping will now be considered in Secs. VA and VB. To compare modeled growth rates to the GRI system, a conversion from the time-dependent modeled RE distribution \( f_e \) to the HXR distribution \( f_e \) is needed. This is achieved with the GRI synthetic diagnostic described in Sec. III run for many time slices. The time-dependence of \( f_e \) thus maps onto \( f_e \) time dependence, which is then fit to an exponential function at each \( E_\gamma \).

### A. Effect of Toroidal Field (Synchrotron Damping)

As toroidal field enters quadratically into \( \tau_{\text{rad}} \) (Eq. 2), this actuator has a strong effect on emission growth rates as shown in Fig. 13(a). While distant HXR and ECE growth rates increase with increasing \( B_T \), the SE growth rate decreases. Qualitatively this can be understood as the low \( E_e \) RE population decaying more slowly as \( B_T \).
increases while the highest $E_e$ RE population grows more slowly as $B_T$ increases. These measurements are consistent with $E_\gamma$-resolved HXR growth rate analysis from the GRI, shown in Fig. 13(b). At low $E_\gamma$, the HXR growth rate increases with increasing $B_T$ while the high $E_e$ growth rate decreases. These $f_e$ growth rate changes also demonstrate how the differences in $f_e$ with $B_T$ shown in Fig. 11(c) arose over time. Initial $f_e$ were strongly decaying with $E_e$ but over time the low $B_T$ case became the most numerous at high $E_e$ and least numerous at low $E_e$.

Model predictions of the HXR growth rates, shown in Fig. 13(c), reveal the same qualitative trend. At low $E_\gamma$ growth rates increase with $B_T$ while the opposite occurs at high $E_\gamma$. In modeling the growth rates cross each other at $\approx 8$ MeV, compared to 5 MeV in experiment. However, the large experimental growth rates shown in Fig. 13(b) with $E_\gamma > 8$ MeV are not recovered until much higher $E_\gamma$ in modeling. Note also the different $E_\gamma$ axis limits of Fig. 13(b)-(c). Thus the quantitative effect of varying synchrotron damping is found to be larger in
FIG. 13. Dependence of emission growth rates (from 1 to 3 s after $t_{puff}$) on $B_T$ at fixed $n_e$ of $2.5 \times 10^{19}$ m$^{-3}$ (fixed $E/E_C$). (a) Different dependencies are found for diagnostics sensitive to low and high $E_e$ populations. (b,c) $E_\gamma$-resolved GRI emission growth comparing (b) experiment and (c) modeling. This discrepancy may be due to the omission of spatial effects in the present modeling, since SE is itself dominated by the HFS region of the plasma [see Fig. 12(f)] where $B$ and thus the local $\bar{\tau}_{\text{rad}}$ is higher. Recent work has also identified the important role of full-orbit spatial effects in enhancing the synchrotron force, with a several-fold increase in stopping power reported [28].

Focusing on the behavior at low energy ($E_e < 5$ MeV), a stark qualitative discrepancy is found at all $B_T$. While the HXR emission is predicted to grow in modeling, it decays in experiment and thus indicates anomalous RE loss. Repeating simulations with the avalanche mechanism artificially turned off (dashed lines in Fig. 13(c)) causes the expected signal to decay, as in the experiment. This is only illustrative as in these conditions ($E/E_C \approx 4$) avalanching should still occur. A sizeable effect, comparable to the avalanche mechanism, is thus missing from modeling. Possible causes for this will be further described in Sec. VI.

While discharges ramping $B_T$ upwards exhibit fairly consistent growth rates in time (as in Fig. 12), ramping $B_T$ downwards must be done over very long time scales due to hardware constraints. These discharges thus never reach a stationary condition, and complex temporal dependencies are observed, shown in Fig. 14. While the distant HXR emission and low energy GRI bins are characterized by a single decay rate, high energy GRI bins and SE images transition from an early growth phase shortly after $t_{puff}$ to a decaying phase after $t - t_{puff} = 2$ s.

This effect is interpreted as a two-part process. First $f_e$ reaches higher peak energy due to the reduction of the synchrotron force. As the REs energize it appears they eventually become deconfined through either a drift orbit effect or some other loss mechanism. This is supported by SE images indicating a region of interaction with the center-post later in time, shown in Fig. 14(e).

To conclude, while the effect of synchrotron damping on RE growth is qualitatively as expected, the comparison shown in Fig. 13 indicates that: 1) the quantitative effect from changing $B_T$ is larger than in modeling, and 2) a significant anomaly exists at low $E_\gamma$, where HXR
(that includes the additional synchrotron and pitch-angle scattering dissipation terms). This suggests the anomalous dissipation of REs is most pronounced at low energy.

Direct comparison of experimental and modeled HXR growth rates as a function of $E$ is shown in Fig. 11 for two different $n_e$ levels. These discharges featured injection of nitrogen to raise $Z$ to between 3-4, with $n_e$ controlled by feedback. Note the lower $n_e$ case is also described in Fig. 12. The increased $Z$ increased bremsstrahlung emission and thus signal to noise, enabling more resolved energy-dependent growth rates to be extracted to high energy. Qualitative similarities and differences exist with modeling. Both modeled and experimental growth rates are between 0.5 to 1.5 1/s, both demonstrate increasing growth rate as $E$ increases, and both find reduced growth rates as $n_e$ increases. However, the horizontal axis is compressed in the experiment, similar to findings shown in Fig. 13. Also consistent with Fig. 13 at low $E$, HXR growth is expected, yet decaying or flat HXR signals are observed. Interestingly, the very lowest $E/E$ growth rates display an opposite dependence to $n_e$ as in Fig. 13, presumably due to the presence of high $Z$ in the discharges of Fig. 11. These discrepancies will be further discussed in Sec. VI.

To conclude this final section, time domain resolution is obtained by tracking emission rates as a function of time. Simultaneous growth and decay of different emission bands is observed, and consistency is found between energy-resolved HXR growth rates and other emission bands thought to probe low (ECE) and high (SE) energy REs. Increasing synchrotron damping by raising $B_T$ reduces the growth rate of the high $E$ emission, while increasing $n_e$ decreases the growth rate at nearly all energies. Modeling qualitatively recovers these effects, though discrepancies are found as will be discussed in the next section.

VI. DISCUSSION AND CONCLUSION

In this work diagnostic resolution in the spatial, energy, and temporal domain has yielded novel measurements of RE dependencies to plasma parameters. Broadly speaking, this work has enabled unique opportunities for model validation, and as such improves confidence that model-based optimization of RE control and avoidance can be achieved. In this section observations are summarized highlighting areas of agreement and disagreement with modeling, followed by discussions of possible resolutions to the identified discrepancies, and finally this work concludes with a discussion of future directions for research.

A. Summary of Observations and Discrepancies with Modeling

Energy resolution finds qualitative agreement of distribution function changes with collisional and synchrotron
damping: increased collisional damping reduces the energy of $f_e$ throughout, while increased synchrotron damping reduces the high-energy part of $f_e$. Many $f_e$ are found to develop non-mono-tonic features as the discharge develops, and the energy of these features are consistently predicted by modeling. Consistently across all conditions, experimentally measured $f_e$ appear ‘narrower’ than predicted, with $f_e$ decreasing with energy faster in experiment. Time resolution reveals that considering the HXR growth rate as a function of energy yields consistent (and with improved resolution) growth rates to other diagnostics. Quantitative discrepancies with predicted growth rates are found for all energies, but the most severe qualitative discrepancy is found at low energy. Decay of low energy HXRs are observed, for $E/E_C$ up to $\approx 5$, while growth is predicted for $E/E_C > 1.6$. Consistently, spatial resolution identifies radial gradients of the RE population, with the lowest gradients (and thus presumably the largest transport) found at low energy. Possible resolutions to these discrepancies are now described.

B. Possible Resolutions to Discrepancies

Modeling utilized to describe this work takes into account the physical mechanisms thought to be important for the RE distribution function, such as Dreicer generation, avalanche multiplication, collisional damping, synchrotron damping, and pitch-angle scattering. However, potentially important aspects are still missing, the most important of which are proposed here to be spatial transport and the role of kinetic instability. As described in Sec. III A, radial gradients are found in the RE population. These gradients could be related to a core source and radial diffusive flux term, by experimentally fitting a diffusion coefficient that matches the data (varying with energy). However, modeling at present is unable to predict the RE diffusion from first principles without knowing the magnitude and spectrum of the fluctuating magnetic field components. Thus it is difficult to quantify the role of spatial diffusion, though admittedly the fact that gradients are weakest at low energy is contrary to simple expectations for fluctuation-based RE transport. Future experiments may explore the role of spatial diffusion more carefully by varying the magnitude of the thermal confinement and also by exploring effects due to imposed non-axisymmetric magnetic perturbations.

A second possibility is kinetic instability of the RE beam itself. This would manifest itself as waves driven by the RE population through either the Cerenkov, normal Doppler, or anomalous Doppler resonances. A wide spectrum of waves can be driven by the RE population, and indeed the non-mono-tonic $f_e$ found in these studies should have a strong drive for kinetic instability. Recent work has identified a strong drive for magneto-sonic waves at 10s of GHz from these $f_e$ [49], and interestingly the resonances leading to the strongest RE diffusion are found at low $E_e$, where the largest discrepancy with modeling is found. Future dedicated work will thus focus on the potential role of kinetic instability to explain the discrepancies found in these studies. It should however be noted that the keV-level $T_e$ Ohmic plasmas used for this study are rather collisionless and thus only weakly damp kinetic instabilities. In contrast, the much colder and collisional conditions (eV-level $T_e$) of the post-disruption ITER RE beam suggests it should be significantly harder for kinetic instability to play a role in post-disruption RE dissipation [50].

C. Future Directions

Beyond the model improvements described in Sec. VII B, future experimental and analysis work is planned along several fronts. Firstly, measurements here focus on the low-density RE regime. At present, measurements in the post-disruptive RE regime on DIII-D [5] have been limited due to the much higher HXR fluxes saturating the GRI diagnostic. Increased shielding and improved electronics are planned to reduce the stray HXR flux and also increase the maximum count rate. Further, measurements here included only a subset of the available ‘pixels’ due to a limited number of detectors. Planned upgrades will double the number of active channels to fully exploit the spatial resolution of the GRI diagnostic. Considering inversions of $f_e$ to $f_e$, work is planned to include finite pitch-angle effects in the synthetic diagnostic used to generate the HXR spectra shown in Fig. 9. Utilizing multiple views of the same flux surface to gain pitch-angle resolution should allow a full energy and pitch-angle resolved inversion of the RE distribution function.
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