Microstructural imaging of human neocortex in vivo

Luke J. Edwards\textsuperscript{a,*}, Evgeniya Kirilina\textsuperscript{a,b}, Siaowoosh Mohammadi\textsuperscript{a,c}, Nikolaus Weiskopf\textsuperscript{a}

\textsuperscript{a}Department of Neurophysics, Max Planck Institute for Human Cognitive and Brain Sciences, Leipzig, Germany.
\textsuperscript{b}Neurocomputation and Neuroimaging Unit, Center for Cognitive Neuroscience Berlin, Freie Universität Berlin, Germany.
\textsuperscript{c}Institute of Systems Neuroscience, University Medical Center Hamburg-Eppendorf, Hamburg, Germany.

Abstract

The neocortex of the human brain is the seat of higher brain function. Modern imaging techniques, chief among them magnetic resonance imaging (MRI), allow non-invasive imaging of this important structure.

Knowledge of the microstructure of the neocortex has classically come from post-mortem histological studies of human tissue, and extrapolations from invasive animal studies. From these studies, we know that the scale of important neocortical structure spans six orders of magnitude, ranging from the size of axonal diameters (microns), to the size of cortical areas responsible for integrating sensory information (centimetres). MRI presents an opportunity to move beyond classical methods, because MRI is non-invasive and MRI contrast is sensitive to neocortical microstructure over all these length scales. MRI thus allows inferences to be made about neocortical microstructure in vivo, i.e. MRI-based in vivo histology.

We review recent literature that has applied and developed MRI-based in vivo histology to probe the microstructure of the human neocortex, focusing specifically on myelin, iron, and neuronal fibre mapping. We find that applications such as cortical parcellation (using $R_1$ maps as proxies for myelin content) and investigation of cortical iron deposition with age (using $R_2^*$ maps) are already contributing to the frontiers of knowledge in neuroscience. Neuronal fibre mapping in the cortex remains challenging in vivo, but recent improvements in diffusion MRI hold promise for exciting applications in the near future. The literature also suggests that utilising multiple complementary quantitative MRI maps could increase the specificity of inferences about neocortical microstructure relative to contemporary techniques, but that further investment in modelling is required to appropriately combine the maps.

In vivo histology of human neocortical microstructure is undergoing rapid development. Future developments will improve its specificity, sensitivity, and clinical applicability, granting an ever greater ability to investigate neuroscientific and clinical questions about the human neocortex.
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Highlights

- MRI can probe neocortical microstructure in vivo.
- In vivo cortical parcellation using myelin markers is possible.
- Can detect ageing-related iron accumulation.
- Future developments will increase specificity and sensitivity.
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1. Introduction: structure, function, and beyond

Modern imaging methods allow a unique, non-invasive glimpse into the organisation of the living human brain. Magnetic resonance imaging (MRI) in particular has the potential to answer questions about structure–function relationships, thanks to its unique ability to measure both structure and function in the same brain longitudinally over a wide range of spatial scales (Turner and De Haan 2017; Draganski and May 2008; Van Essen et al. 2012).

In vivo MRI techniques for analysing macroscopic (0.5 mm–200 mm) brain features (e.g. cortical thickness [Fischl and Dale 2000], gyrification [Luders et al. 2006], and the boundaries and extent of some functional areas [Sereno et al. 1995; Warnking et al. 2002]) are now routine in neuroscientific and clinical studies (Symms et al. 2004; Bridge and Clare 2006; Van Essen et al. 2012). Important insights into the structure–function relationship have been gained through the use of these techniques to relate macroscopic brain anatomy to functional brain organisation [Fischl and Dale 2000; Mechelli et al. 2005; Draganski and May 2008].

Recent progress in high field MRI (Lerch et al. 2017; Trampel et al. in press; Turner and De Haan 2017) has pushed accessible image-resolutions into the “mesoscopic scale”, enabling in-vivo imaging of features including cortical myeloarchitectonic laminae (Trampel et al. in press), functionally-defined cortical columns (Yacoub et al. 2008; Nasr et al. 2016; Dumoulin et al. in press), dural lymphatic vessels (Absinta et al. 2017), and vasculature (Koopmans et al. 2008). There is not yet consensus in the MRI community as to the precise definition of the mesoscopic scale (contrast the conflicting definitions in Novikov et al. 2016; Lerch et al. 2017; Dumoulin et al. in press); for concreteness in the following, we set the boundaries at 0.1 mm–0.5 mm.

Unfortunately, microscopic structures (< 0.1 mm) such as neurons (Zilles et al. 2002) and glial cells (Barres et al. 2015) cannot be directly resolved with in vivo MRI in humans. Direct imaging of such small structures requires invasive ex vivo histology, or very time-consuming ex vivo MRI microscopy scans (Bulte et al. 2002).

However, some information about the microstructure is retained at the resolutions possible with in vivo MRI: the combination of biophysical models of magnetic resonance (MR) contrast with advances in quantitative MRI allows one to make indirect inferences about the microscopic structures of the brain in vivo with whole brain coverage, i.e. MRI can enable in vivo histology (Bridge and Clare 2006; Deistung et al. 2013; Weiskopf et al. 2015; Lerch et al. 2017). Following Weiskopf et al. (2015), we abbreviate “in vivo histology using MRI” as hMRI.

Access to microstructural information in vivo, as promised by hMRI, has the potential to revolutionise clinical and fundamental neuroscience (Zatorre et al. 2012; Turner and De Haan 2017), as it would permit longitudinal studies of microstructure in conjunction with functional imaging, training studies, and investigations into pathology.

This review gives an overview of the rapidly developing field of neocortical hMRI, examining recent literature pushing the frontiers of resolution and specificity. Though we focus primarily on in vivo imaging of structural features, aspects of in vivo functional MRI (fMRI) are also included where needed. Sub-cortical nuclei and the white matter of the brain are beyond the scope of this review, though this omission should neither be taken to imply a lack of importance of these structures for brain function (Zatorre et al. 2012; Forstmann et al. 2016), nor a lack of MRI studies investigating them (Deistung et al. 2013; Stikov and Pike this special issue).
Figure 1: Examples of neocortical organisation on the macroscopic (a–c), mesoscopic (d–g), and microscopic (h–j) scales. On the macroscopic scale, the cortex can be parcellated into areas on the basis of cytoarchitecture, myeloarchitecture, and functional specialisation. (a) The classic cytoarchitectonic parcellation from Brodmann (1909). (b) A myeloarchitectonic parcellation compiled by Nieuwenhuys and Broere (2017) from classic myeloarchitectonic works; this parcellation is incomplete in the occipital lobe. Higher myelin density is shown by darker shading; high myelin density is present in primary motor and sensory areas. The parcellation is similar to cytoarchitectonic parcellations. (c) A recent in vivo cortical parcellation based on combining structural and functional MRI, which revealed subdivisions very similar to classical cyto- and myeloarchitectonic parcellations. Reprinted by permission from the Nature Publishing Group: Nature (Glasser et al., 2016), copyright (2016). On the mesoscopic scale, the cortex can be subdivided into six distinct layers based on cytoarchitecture (d, left) or myeloarchitecture (d, right); figure adapted from Vogt and Vogt (1919). Bands of Baillarger are visible as horizontal stripes of increased myelin density in layers IV and V of (d, right). Mesoscopic ontogenetic columns (columns of increased neuron cell body density and decreased myelin density) are indicated by arrows in (d). (e) High resolution $T_2^*$-weighted MR image showing that distinct cortical layers, as well as the border between primary and secondary visual cortices (dotted line), are distinguishable using MRI (post mortem human brain sample acquired at 7 T). Contrast between the layers arises due to differing myelin density and iron concentration. Functional units are also found on the mesoscopic scale, with functional cortical columns representing cortical processing units. Examples of these functional cortical columns are (f) ocular dominance and (g) orientational preference columns in human visual cortex (reprinted from Yacoub et al., 2008), copyright (2008) National Academy of Sciences). On the microscopic scale, neuronal cell bodies, myelinated fibres, and glial cells are important constituents of the cortex. (h) Fluorescent microscopy image of a sample of human cortex from the temporal lobe (adapted from Morawski et al., this special issue) showing neuronal cell bodies (HuC/D marker, green), myelinated fibres (myelin basic protein stain, red) and astroglia (GFAP stain, cyan). (i) The myelin sheath around axonal fibres can be imaged using electron microscopy; shown here is an electron micrograph of a human post mortem sample from the superior longitudinal fasciculus, reproduced from Liebald et al. (2014). (j) Iron localised in oligodendrocytes and myelinated fibres is an important microscopic feature of the cortex which contributes to MRI contrast. Here, a Perls’ stain for iron shows increased iron concentration in myelinated fibres (white arrows) and in the cell bodies of oligodendrocytes (black arrows).
We begin with a short overview of the functional and structural organisation of human neocortex at the macro-, meso-, and microstructural scales (Figure 1). We then describe how these anatomical and functional features drive structural MRI contrast, and review contemporary literature on cortical microstructural mapping using MRI. The literature review has three main foci: mapping of intracortical myelin, mapping of intracortical neuronal fibres, and mapping of intracortical iron. In the final section we sketch our view of the possible future of this exciting new emerging research area.

2. Cortical architecture: what we want to see!

The accepted picture of human neocortex arising from the cytoarchitectonic work of early pioneers such as Brodmann (1909) is that the human neocortex is subdivided by changes in neuron-morphology and -spatial distribution into six mesoscopic laminæ, conventionally labelled with the roman numerals I–VI (Figure 1 d). Although the whole neocortex has this six-layer organisation, the neuronal cell body density and size distribution within the laminæ are only constant over limited macroscopic regions of the cortex, giving rise to distinct cytoarchitectonic areas (Brodmann, 1909; von Economo and Koskinas, 1925). The neocortex can be parcellated on the basis of these cytoarchitectonically consistent areas; an example is shown in Figure 1 a. Modern histological techniques and automated image analysis methods have improved upon the quality and granularity of such cytoarchitectonic parcellations (Zilles and Amunts, 2010; Amunts and Zilles, 2015; Ding et al., 2016).

The correspondence of individual cytoarchitectonic areas to specific functions has been validated for many sensory and motor functional areas of the cortex (including through investigation of the laminar and areal dependent distribution of neurotransmitter binding sites (Zilles et al., 2002, 2015; Palomero-Gallagher and Zilles, 2017)). It has further been found that cytoarchitectonically similar areas are more likely to be functionally connected (Hilgetag and Amunts, 2016; Beul et al., 2017).

Studies of microscopic myeloarchitecture carried out in parallel to classical cytoarchitectonic investigations found a similar six-layer pattern of myelin density (Figure 1 d), which was used to define myeloarchitectonic cortical parcellations (an example is shown in Figure 1 b). However, a complete histological myeloarchitectonic parcellation of human cortex is, at time of writing, still lacking (Vogt and Vogt, 1919; Annese et al., 2004; Nieuwenhuys et al., 2015b; Nieuwenhuys and Broere, 2017). Myeloarchitectonic parcellations appear to share some areal borders with cytoarchitectonic parcellations (Vogt and Vogt, 1919), although disagreements over the number and extent of cyto- and myeloarchitectonic areas mean that a one-to-one correspondence has not been confirmed (Braak, 1980; Amunts and Zilles, 2015; Glasser et al., 2016).

A hypothesis explaining both the similar six-layer structure and the similar parcellations asserts that the bands of Baillarger (Figure 1 d), the most striking feature of cortical myelination patterns, are dominated by axonal-collaterals (axonal branches extending parallel to the cortical surface) of pyramidal neuron-axons descending towards the white matter, and that the density of myelin is thus related to the size and density of pyramidal neurons in the layers above (Braitenberg, 1962; Hellwig, 1993; Dinse et al., 2015). While this model is an oversimplification (most notably in its omission of afferent axons and their collaterals), Hellwig (1993) showed that applying the model to tabulated cytoarchitectonic data of several cytoarchitectonic areas resulted in predicted bands of Baillarger that were recognisably similar to those visible in histological myelin stains from the corresponding myeloarchitectonic area.
The myelin ensheathing axons is a complex structure composed of highly ordered lipids (∼ 70 % dry mass), proteins (∼ 30 % dry mass) and trapped water (∼ 40 % water content; Morell et al., 1994). It is worth bearing in mind that these biochemical components are not all unique to myelin, and many, especially lipids, may be found in other biological compartments (Morell et al., 1994). Myelin properties differ in cortex relative to measurements in white matter tracts (Morell et al., 1994), and it has been suggested that myelin properties may also be cortical-layer dependent (Micheva et al., 2016).

Histological sections of cortex stained for myelin show fibres predominantly oriented either perpendicular or parallel to the cortical surface (radial and tangential fibres, respectively; Figure 1d). Radial myelinated fibres comprise afferent fibres entering the cortex from other cortical areas and sub-cortical nuclei, efferent fibres from pyramidal neurons leaving the cortex, and some intracortical short axons. The density of radially orientated myelinated fibres thus largely reflects the density of cortico–cortical and cortico–nuclear connections leaving/entering the cortex. Tangential myelinated fibres are axonal collaterals and, in some laminae, tangentially running axons, thus their density reflects the degree of local cortical connectivity. Little is known about the pattern of preferential orientation of tangential fibres in the plane parallel to the cortical sheet in human cortex (Rockland, 2017). Such information is difficult to gather with the classical 2d histology techniques that are possible in post mortem human tissue (Rockland, 2017). The problems of 2d histology for tracing connectomics are gradually being overcome with the arrival of modern 3d histological and imaging techniques (Chung and Deisseroth, 2013; Leuze et al., 2014; Aggarwal et al., 2015; Hare et al., 2015; Ye et al., 2016; Morawski et al., this special issue).

Myeloarchitecture thus provides valuable information about the local connectomics of the cortex at the mesoscopic scale, i.e. the degree of cortical myelination reflects intracortical connectivity density (Amunts and Zilles, 2015; Micheva et al., 2016). Moreover, changes in local cortical myelination reflecting brain maturation and plasticity could be much stronger than changes in cytoarchitecture (Fields, 2015). However, cortical myelination provides only a limited picture of the types and density of connections between cortical neurons. Indeed, it has been argued that an important role of cortical myelin is to hinder the formation of synapses (Braitenberg, 1962; Tomassy et al., 2014), implying that the heavily myelinated primary cortical areas of the neocortex could be more hardwired and less plastic than other cortical areas (Glasser et al., 2014). This purported role is in contrast to the main role of myelin in white matter, which is to accelerate the electrical signal-conduction velocity (Fields, 2015).

In addition to myelinated axons and their collaterals, the cortex also includes unmyelinated axons and neuronal dendrites (Nieuwenhuys et al., 2008). These elements contribute to the connectivity and complexity of the structure of the cortex, and knowledge of their distribution complements the information that can be gained from myelin maps (Hayes and Lewis, 1996; Hellwig, 2002). It is pertinent to note that in cortex the number of axons and dendrites are approximately equal (Braitenberg and Schüiž, 1998a,c), and that dendritic structures change with age and can vary between cortical areas (Jacobs and Scheibel, 2002).

Functional studies using invasive electrophysiological and optical recordings in animals have found mesoscopic functional subdivisions of cytoarchitectonic areas. Primate primary visual cortex provides an archetypal example: nested radial columnar structures represent the ocular dominance, orientation selectivity, movement sensitivity, colour sen-
sitivity, and position sensitivity of a small patch of cortex (Zeki, 1993; Nieuwenhuys et al., 2008; Yacoub et al., 2008). Examples of these structures are shown in Figure 1 f,g, though these functionally defined radial columns should not be confused with the microscopic ontogenetic columnar structures visible in Figure 1 d,j, for which no functional specialisation has so far been experimentally confirmed (Rakic, 1988; Horton and Adams, 2005). Similarly, investigations of neocortical cytochrome c oxidase (COx) content, a proxy for oxidative metabolic activity (Horton, 1984), have found mesoscopic and macroscopic layer-dependent stripe- and patch-patterns of high COx content within the human visual cortex, probably related to selective thalamic input into these structures (Horton and Adams, 2005). Whether functionally specific columnar organisation is a feature throughout the entire cortex, or only a feature of specific areas, is still under debate (Horton and Adams, 2005).

Glial cells, including astroglia (Figure 1 h), microglia, oligodendrocytes (Figure 1 j) and oligodendrocyte progenitor cells, are important microstructural constituents of the neocortex that support neurons in their function (Kettenmann and Verkhratsky, 2011; Barres et al., 2015; Khakh and Sofroniew, 2015). Investigations of the distribution of glial cells across cortical depth has revealed a layer-dependency reflecting the mesoscopic cytoarchitectonic laminæ (Connor et al., 1990; Connor and Menzies, 1996; Oberheim et al., 2006), though, to the best of our knowledge, no systematic difference in glial cell density between cytoarchitectonic areas has yet been reported. Furthermore, some glial cell populations are dynamic, travelling across the brain (De Biase et al., 2017; McCarthy, 2017). This is exemplified by oligodendrocytes, whose distribution across the brain is dynamic because oligodendrocyte progenitor cells travel to active myelination hot spots (Todorich et al., 2009).

The cortical vasculature is an essential component of neocortical structure. It can be categorised into macroscopic vessels mostly situated on the pial surface, mesoscopic diving arteries and veins penetrating into the cortex, and a dense network of capillaries present throughout cortex (Duvernoy et al., 1981; Schmid et al., 2017). Vascular density varies throughout the cortex. As examples, vascular density varies with cortical depth, with central layers having the highest vascular density (Duvernoy et al., 1981; Schmid et al., 2017); and is systematically elevated in primary cortical areas as compared to higher cortical areas (Fonta and Imbert, 2002; Schmid et al., 2017). It has also been suggested that vascular density is elevated relative to the surrounding tissue in mesoscopic COx patches in primary visual cortex (Keller et al., 2011; Hirsch et al., 2012), though this remains controversial (Adams et al., 2015).

Finally, the iron content of the neocortex is important because cortical iron load is a risk factor for several neurodegenerative diseases (Bartzokis et al., 2004; van Duijn et al., 2017).

Neocortical iron is distributed inhomogeneously in a number of different biochemical forms. Approximately 80% of neocortical iron is stored in the soluble paramagnetic iron-storage protein ferritin (Connor et al., 1990; Haacke et al., 2005; Todorich et al., 2009), which is distributed inhomogeneously among neocortical cells and sub-cellular compartments (Connor et al., 1990). The iron-transport protein transferrin, iron clusters in mitochondria, and haemoglobin (which is paramagnetic when deoxygenated) constitute the remaining iron compounds in neocortex (Zecca et al., 2004; Haacke et al., 2005). The microscopic somata of oligodendroglia, astroglia, and microglia have high iron content (Connor et al., 1990; Connor and Menzies, 1996; Todorich et al., 2009) as compared to the somata of neocortical neurons (Morris et al., 1992; Connor and Menzies,
Figure 2: Myelin and iron stains of post mortem brain tissue containing primary and secondary visual cortex, demonstrating that iron and myelin are colocalised in cortex on the mesoscopic scale in this cortical region. The dashed line shows the calcarine sulcus, and the asterisk denotes the border between primary (V1) and secondary (V2) visual cortex. Iron and myelin give rise to MRI contrast differences, as can be seen in the map of the effective transverse relaxation rate ($R_2^*$) on the right; specific histological features that are reproduced in this map are marked by arrows. Figure reproduced from Fukunaga et al. (2010).

Further, the iron load of these compartments can be dynamic. This is exemplified by microglia, whose iron-load in motor cortex has been demonstrated to become layer-dependent in the case of amyotrophic lateral sclerosis (ALS) pathology (Kwan et al., 2012). It is further known from post-mortem histological investigations that the ageing brain accumulates iron at different rates in different macroscopic cortical areas (Hallgren and Sourander, 1958).

Interestingly, myelinated fibres have been shown using ex vivo histology to have an increased iron concentration relative to the surrounding tissue in several primary cortical areas (primary visual, motor, and somatosensory cortex; Stüber et al., 2014) and in the superior parietal lobe (Fukunaga et al., 2010; Stüber et al., 2014). An example is shown in Figure 2, where the distribution of iron and myelin have similar mesoscopic laminar structure. This may be related to iron’s role as an enzymatic cofactor for the biosynthesis of cholesterol and other lipids, essential components of the myelin sheath (Morris et al., 1992; Connor and Menzies, 1996). However, there are results showing that this mesoscopic-scale relationship does not seem to extend to primary auditory cortex (Wallace et al., 2016).

Iron is usually considered a component of tissue composition, rather than part of the cortical microstructure. However, as shown above, cortical iron is inhomogeneously distributed on the microscopic, mesoscopic and macroscopic scales. Probing the inhomogeneous iron distribution in vivo therefore has the potential to provide useful and specific biomarkers for compartments such as glial cells and iron rich fibres, with potential clinical impact. We thus regard cortical iron content to be a microstructural feature of cortex for the purposes of this review.

3. From biology to MR images: what can we really see?

The previous section illustrated the rich quantity of anatomical and functional information that could potentially be gleaned from MRI of the neocortex. However, the voxel sizes currently possible for in vivo MRI are firmly within the mesoscopic scale (see
e.g. Lüsebrink et al. (2017), and thus preclude direct imaging of microscopic cortical features. The fundamental concept underlying hMRI is that the water molecules generating the MR signal are, individually, sensitive probes of local microstructure, and that the formal averaging process that maps the signals from these individually sensitive probes to the MRI signal of a voxel does not lose all of this microstructural information (Novikov et al., 2016). This means that, although we cannot directly image microstructure using MRI in vivo, we can make some inferences about the microstructure within a voxel (Weiskopf et al., 2015).

The rest of this section is organised as follows. Sections 3.1 and 3.2 introduce general considerations for cortical hMRI. Section 3.1 introduces the concept of quantitative MRI methods, while Section 3.2 discusses the challenges of imaging the human cortex in vivo. Building upon these discussions, Sections 3.3–3.5 then view MRI contrast through the lens of biology. We examine the sensitivity of MRI methods to three important neocortical biological substrates: lipids contained within the myelin sheath (Leuze et al., 2017); paramagnetic iron encapsulated in glial cells and myelinated fibres (Stüber et al., 2014); and the neuronal fibre distribution (Leuze et al., 2014). Each of these substrates causes changes to the local environment of the water protons imaged with MRI, and thus causes changes in MRI contrast. We treat each of these biological substrates in turn, discussing the qMRI techniques that have been used to investigate them, followed by a review of neuroscientific and clinical applications. In Section 3.6 we then describe other promising biological substrates that could potentially be future targets of hMRI, along with several other promising MR methods.

Figure 3 contains a diagrammatic summary of the MRI methods that have been used to probe these three biological substrates in the reviewed articles. It must be borne in mind in the following that these three substrates are not the only biological contributors to the cortex signal; recent electron microscopic investigations demonstrate just how complex the cortex really is (Kasthuri et al., 2015). These three substrates instead represent those for which there are at present, in our view, the most well developed and well-investigated hMRI techniques.

For brevity, we have reviewed only articles containing studies on human subjects and/or tissues in Sections 3.3–3.5. Ex vivo studies have only been included when no suitable in vivo study could be found. Articles which treat cortex as homogeneous (i.e. they do not examine laminar structure or differences between cortical areas) have also been excluded. We focus on the current state-of-the-art, omitting earlier proof-of-concept studies. An overview of the reviewed articles is given in Tables 1, 2, and 3.
Figure 3: Schematic representation of connections between MRI methods and the neocortical microstructural features reviewed in the text. A coloured line between a method and a microstructural feature implies that this method has been used to probe this feature in the reviewed papers in Sections 3.3–3.5. The relationships between MR contrast and microstructural features open the way to microstructural mapping through the combination of complementary quantitative MR images. The existence of a line between a microstructural substrate and an MRI method does not necessarily imply that the dependence is strong, and the absence of a line should not be taken to imply confirmation of no dependence. Microstructural features outside of those shown here can impact the contrast in MR images (examples may be found in Section 3.6), but are not included in the schematic for reasons of clarity. The indirect dependence of MR contrast on neuronal fibres via their orientational distribution with respect to $B_0$ is not explicitly represented here.
<table>
<thead>
<tr>
<th>Reference</th>
<th>Biological substrate</th>
<th>MR modality</th>
<th>Resolution (mm$^3$)</th>
<th>$B_0/T$</th>
<th>Subjects</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acosta-Cabronero et al. (2016)</td>
<td>My, Fe</td>
<td>✓</td>
<td>single-orientation QSM</td>
<td>$1 \times 1 \times 2$</td>
<td>3</td>
<td>116 subjects (20–79 y)</td>
</tr>
<tr>
<td>Buis et al. (2017)</td>
<td></td>
<td>✓</td>
<td>$T_2^*$w phase</td>
<td>$0.24 \times 0.24 \times 1$</td>
<td>7</td>
<td>70 subjects (22–80 y)</td>
</tr>
<tr>
<td>Cohen et al. (2012)</td>
<td></td>
<td>✓</td>
<td>$T_2^*$</td>
<td>$0.33 \times 0.33 \times 1$</td>
<td>7</td>
<td>8 subjects</td>
</tr>
<tr>
<td>De Martino et al. (2015)</td>
<td></td>
<td>✓</td>
<td>$T_1w/T_2^*w$</td>
<td>$0.6 \times 0.6 \times 0.6$</td>
<td>7</td>
<td>6 subjects</td>
</tr>
<tr>
<td>Dick et al. (2012)</td>
<td></td>
<td>✓</td>
<td>$T_1$</td>
<td>$0.8 \times 0.8 \times 0.81$</td>
<td>3</td>
<td>6 subjects</td>
</tr>
<tr>
<td>Dinse et al. (2015)</td>
<td></td>
<td>✓</td>
<td>$T_1$</td>
<td>$0.5 \times 0.5 \times 0.5$</td>
<td>7</td>
<td>9 subjects</td>
</tr>
<tr>
<td>Dumoulin et al. (2017)</td>
<td></td>
<td>✓</td>
<td>$T_1w$</td>
<td>$0.5 \times 0.5 \times 0.5$</td>
<td>7</td>
<td>4 subjects</td>
</tr>
<tr>
<td>Glasser et al. (2016)</td>
<td></td>
<td>✓</td>
<td>$T_1w/T_2^*w$</td>
<td>$0.7 \times 0.7 \times 0.7$</td>
<td>3</td>
<td>449 subjects</td>
</tr>
<tr>
<td>Huntenburg et al. (2017)</td>
<td></td>
<td>✓</td>
<td>$T_1$</td>
<td>$0.5 \times 0.5 \times 0.5$</td>
<td>7</td>
<td>9 subjects</td>
</tr>
<tr>
<td>Kim and Knosche (2016)</td>
<td></td>
<td>✓</td>
<td>$T_1$</td>
<td>$0.7 \times 0.7 \times 0.7$</td>
<td>7</td>
<td>8 AP musicians, 9 controls</td>
</tr>
<tr>
<td>Kuehn et al. (2017)</td>
<td></td>
<td>✓</td>
<td>$T_1w$</td>
<td>$0.7 \times 0.7 \times 0.7$</td>
<td>3</td>
<td>440 subjects</td>
</tr>
<tr>
<td>Reference</td>
<td>Biological substrate</td>
<td>MR modality</td>
<td>Resolution (mm³)</td>
<td>B₀/T</td>
<td>Subjects</td>
<td>Remarks</td>
</tr>
<tr>
<td>--------------------</td>
<td>----------------------</td>
<td>-------------</td>
<td>------------------</td>
<td>------</td>
<td>----------</td>
<td>-------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Kwan et al.</td>
<td>✓</td>
<td>T₂*</td>
<td>0.31 × 0.31 × 1</td>
<td>7</td>
<td>5 ALS</td>
<td>Investigated cause of hypointensities in ALS lesions seen in T₂w images collected at 3 T as part of the same study. 7 T analysis was used to localise hypointensities to the deeper layers of the motor cortex. Comparison with ex vivo investigations led to the conclusion that the hypointensities were driven by paramagnetic iron-containing activated microglial cells.</td>
</tr>
<tr>
<td>Lifshits et al.</td>
<td>✓</td>
<td>multicompartiment R₁</td>
<td>0.43 × 0.43 × 1.5 / 107 TIs: 3 × 3 × 3</td>
<td>3</td>
<td>7 TIs: 15 subjects, 107 TIs: 18 Tested whether recording R₁w images at more inversion times (TIs) at a lower resolution could allow discrimination of R₁ values corresponding to individual layers (by allowing multicompartment modelling) better than a higher resolution scan with less TIs (fit to just a single relaxation time). Results implied that R₁ values corresponding to individual cortical layers could potentially be better evaluated with more TIs than with higher resolution acquisitions. Also evaluated method in ex vivo rat brain at higher resolution.</td>
<td></td>
</tr>
<tr>
<td>Rowley et al.</td>
<td>✓</td>
<td>T₁w/PDw</td>
<td>1 × 1 × 1</td>
<td>3</td>
<td>67 subjects (17-45 y) Examinined age-related changes in the cortical profile of the myelin marker T₁w/PDw. Found that the age-dependence could be well modelled using quadratic functions, and was region dependent. Parcellated cortex based upon age-dependence of myelin marker.</td>
<td></td>
</tr>
<tr>
<td>Sereno et al.</td>
<td>✓</td>
<td>R₁</td>
<td>0.8 × 0.8 × 0.81</td>
<td>3</td>
<td>6 subjects R₁ cortical profiles matched known histological myelin laminar dependence. R₁ maps showed borders between different visual cortices matching those defined functionally using fMRI.</td>
<td></td>
</tr>
<tr>
<td>Shafee et al.</td>
<td>✓</td>
<td>Group: T₁w/T₂w, HR: T₁w</td>
<td>1.2 × 1.2 × 1.2, HR: 0.5 × 0.5 × 0.5</td>
<td>3</td>
<td>1555 subjects (18-35 y), HR: 5 subjects Demonstrated that correcting for partial volume effects is essential for obtaining unbiased myelin markers, validated by comparison to high resolution (HR) scans and an ex vivo 7 T scan at finer resolution. Group showed increase of T₁w/T₂w values with age, reflecting increases in myelination. Inner cortical layers appeared more myelinated than outer layers, and the age dependent increase in myelination was mainly reflected in the inner layers.</td>
<td></td>
</tr>
<tr>
<td>Waehnert et al.</td>
<td>✓</td>
<td>T₁</td>
<td>0.5 × 0.5 × 0.5</td>
<td>7</td>
<td>9 subjects Myeloarchitectonic maps were computed from T₁ at different cortical depths; unfortunately were insufficient to generate single subject maps. Profiles accurately reflected T₁ myeloarchitecture as found by comparing to finer resolution MRI image of ex vivo tissue and examining manually delimited V1. Effect of curvature shown to be minimised by their choice of coordinate system.</td>
<td></td>
</tr>
<tr>
<td>Whitaker et al.</td>
<td>✓</td>
<td>MTsat</td>
<td>1 × 1 × 1</td>
<td>3</td>
<td>297 subjects (14-24 y) Used MRI to demonstrate that cortical increases in myelination and cortical shrinkage during adolescence are concentrated at ‘hubs’ in the cortex. Cortical thickness was determined from simultaneously acquired R₁ maps. MTsat used as myelin marker because more specific than R₁.</td>
<td></td>
</tr>
<tr>
<td>Zhao et al.</td>
<td>✓</td>
<td>multicompartiment R₂*</td>
<td>1 × 1 × 2</td>
<td>3</td>
<td>20 subjects (22-74 y) Decomposed R₂* contrast into contribution from tissue and from vasculature. Found that the tissue contribution to R₂* increased with age, possibly reflecting cellular packing density. Found different rates of age-related increase in different cortical areas.</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Reviewed articles that used a single anatomical MRI contrast method (excluding dMRI, which is covered in Table 3) to make inferences about myelin (My) and iron (Fe) microstructure in the human neocortex. Anatomical images collected only for the purposes of segmenting cortical grey matter from other brain tissues and fMRI acquisitions have been omitted from the “MR modality” column, but are mentioned in the “Remarks” column where relevant. ✓ denotes that the authors interpreted their results in terms of that biological substrate and ? denotes that the authors stated their results could be affected by that biological substrate.
<table>
<thead>
<tr>
<th>Reference</th>
<th>Biological substrate</th>
<th>MR modality</th>
<th>Resolution (mm³)</th>
<th>$B_0/T$</th>
<th>Subjects</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Allen et al. (2017a)</td>
<td>✓✓</td>
<td>$R_1$, MTsat, $R_2^*$</td>
<td>$0.8 \times 0.8 \times 0.8$</td>
<td>3</td>
<td>48 subjects</td>
<td>Found the myelin marker MTsat correlated with differences in a measure of cognitive empathy in the insular cortex, and that the iron marker $R_2^*$ predicted a measure of affective empathy in the secondary somatosensory cortex.</td>
</tr>
<tr>
<td>Allen et al. (2017b)</td>
<td>✓✓</td>
<td>$R_1$, MTsat, $R_2^*$</td>
<td>$0.8 \times 0.8 \times 0.8$</td>
<td>3</td>
<td>48 subjects</td>
<td>Found relationships between measures of a metacognitive ability and microstructural markers. Greater ability corresponded to higher myelination (evaluated with $R_1$ and MTsat) in anterior prefrontal cortex, lower iron levels (evaluated with $R_2^*$) in visual cortex, and higher iron levels in the precuneus.</td>
</tr>
<tr>
<td>Betts et al. (2016)</td>
<td>✓✓</td>
<td>$R_2^*$, single orientation QSM</td>
<td>$0.8 \times 0.8 \times 1.6$</td>
<td>7</td>
<td>20 younger adults, 20 older adults</td>
<td>Regional age related $R_2^<em>$ and QSM changes found in cortex. Confirmed that atrophy and head position were not the reason for the apparent effects. Differential $R_2^</em>$ and QSM effects suggest might be able to probe effects of iron and myelin separately.</td>
</tr>
<tr>
<td>Callaghan et al. (2014)</td>
<td>✓✓</td>
<td>$R_1$, $R_2^*$, MTsat, effective PD</td>
<td>$1 \times 1 \times 1$</td>
<td>3</td>
<td>138 subjects (19–75 y)</td>
<td>Used $R_2^*$ as an iron marker, and $R_1$ and MTsat as myelin markers. Characterised the spatial distribution of normal-ageing related changes in the brain, including cortex. Found wide-spread cortical age-related changes in all markers. Differential age-related contrast changes between markers allowed for tentative distinction between demyelination and iron deposition.</td>
</tr>
<tr>
<td>Costagli et al. (2016)</td>
<td>✓✓</td>
<td>$T_2^*$w, single orientation QSM</td>
<td>$0.25 \times 0.25 \times 2$, $0.5 \times 0.5 \times 1$</td>
<td>7</td>
<td>17 ALS patients, 13 controls</td>
<td>Investigated layer specific QSM and $T_2^<em>$w contrast in subjects with ALS and healthy controls in M1. Higher resolution acquisition targeted M1 explicitly. Susceptibility correlated with expected iron burden in ALS subjects and healthy controls, and susceptibility correlated with clinical scores of ALS impairment. Increased susceptibility colocalised with $T_2^</em>$w hypointensity in deeper cortical layers, suggesting contrast could be due to activated microglia.</td>
</tr>
<tr>
<td>Deistung et al. (2013)</td>
<td>✓✓</td>
<td>$R_2^*$, multi-orientation QSM</td>
<td>$R_2^*$: $0.8 \times 0.8 \times 0.8$, QSM: $0.4 \times 0.4 \times 0.4$</td>
<td>7</td>
<td>9 subjects</td>
<td>Suggested myelin is the main contributor to grey matter–white matter contrast, while iron is most responsible for differences between cortical areas. The low resolution of their $R_2^*$ maps limited their ability to disentangle laminar iron and myelin contributions. QSM maps showed laminar variations consistent with known histology.</td>
</tr>
<tr>
<td>Fukunaga et al. (2010)</td>
<td>✓✓</td>
<td>$R_2^<em>$ (only ex vivo), $R_2^</em>$w, phase</td>
<td>ex vivo: $0.15 \times 0.15 \times 0.15$, $0.13 \times 0.13 \times 0.13$, $0.08 \times 0.08 \times 0.08$, in vivo: $0.24 \times 0.24 \times 1.0$</td>
<td>7</td>
<td>1 subject, ex vivo tissue blocks</td>
<td>Examined laminar variation of phase and $R_2^*$ contrast reflecting iron and myelin content in ex vivo tissue from occipital and parietal cortex. Found iron extraction strongly reduced contrast, implying iron content explains most of the intracortical MRI contrast. Found colocalisation of iron and myelin using histology. Contrast variations consistent with ex vivo investigation were also demonstrated in an in vivo acquisition.</td>
</tr>
<tr>
<td>Gomez et al. (2017)</td>
<td>✓✓</td>
<td>$T_1$, PD</td>
<td>$0.8 \times 0.8 \times 1$</td>
<td>3</td>
<td>25 adults, 22 children</td>
<td>Contrasted tissue differences between adults and children in face- and place-selective cortical areas known to only be microstructurally differentiated in adults. Regions of interest were determined using fMRI. Argued effects in PD and $T_1$ too large to be explained by myelin changes. By contrasting PD and $T_1$ maps, showed changes between children and adults likely due to proliferation of macromolecules besides myelin, possibly reflecting dendrite or glial cell proliferation.</td>
</tr>
</tbody>
</table>
Table 2: Reviewed articles that used a combination of anatomical MRI contrast methods (excluding dMRI, which is covered in Table 3) to make inferences about myelin (My), iron (Fe), and neuronal fibre (Neu) microstructure in the human neocortex. Anatomical images collected only for the purposes of segmenting cortical grey matter from other brain tissues and fMRI acquisitions have been omitted from the “MR modality” column, but are mentioned in the “Remarks” column where relevant. ✓ denotes that the authors interpreted their results in terms of that biological substrate and ? denotes that the authors stated their results could also be affected by this substrate.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Biological substrate</th>
<th>MR modality</th>
<th>Resolution (mm^3)</th>
<th>B0/T</th>
<th>Subjects</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Haast et al. (2016)</td>
<td>✓</td>
<td>R1, T1w, T2*, T1w/T2<em>w, R3/T2</em></td>
<td>0.7 x 0.7 x 0.7</td>
<td>7</td>
<td>10 subjects</td>
<td>Found quantitative R1 to be best parameter to map the cortical myelin distribution in vivo. This was determined via comparison of measures such as cortical ‘parcellability’, CNR, and (intra- and inter-subject) variability and reproducibility between the quantitative parameters and their weighted counterparts.</td>
</tr>
<tr>
<td>Helbling et al. (2015)</td>
<td>✓</td>
<td>R1; R2*, MTRsalt</td>
<td>0.8 x 0.8 x 0.8</td>
<td>3</td>
<td>5 subjects</td>
<td>Myelin mapping of the auditory cortex using multiple relaxometry parameters predicted the origin of MEG signals in an auditory task, implying structure-function relationship. R1 was found to be the best predictor.</td>
</tr>
<tr>
<td>Mangeat et al. (2015)</td>
<td>✓</td>
<td>R2*, MTR</td>
<td>R1*: 0.33 x 0.33 x 1, MTR: 1.2 x 1.2 x 1.2</td>
<td>R2*: 7, MTR: 3</td>
<td>7 subjects</td>
<td>Found high correlation between MTR and T2* over whole cortex, reflecting a common contrast source; assumed this source is myelin. Combined MTR and T2* images by using independent component analysis after using multilinear regression to account for B0-orientation and cortical thickness dependence of the parameters (though the effect of these two confounds was found to be relatively small). Found combined contrast more closely reflected the distributions in classical myelin stains than in iron stains.</td>
</tr>
<tr>
<td>Marques et al. (2017)</td>
<td>✓ ✓</td>
<td>R1, R2*, multi-orientation QSM</td>
<td>R1: 0.6 x 0.6 x 0.6, R2*: 0.33 x 0.33 x 1, MTR: 1.2 x 1.2 x 1.2</td>
<td>7</td>
<td>6 subjects</td>
<td>Used a linear model to disentangle myelin and iron MR contrast contributions to cortical profiles of qMRI maps in several atlas-based cortical regions. Iron map appeared to show the most contrast between cortical regions, but linear model fit was not good over all cortical areas and depths. Singular value decomposition over cortical depth gave contrast that could lead give better parcellation than the individual qMRI maps.</td>
</tr>
<tr>
<td>Sanchez-Panchuelo et al. (2012)</td>
<td>✓</td>
<td>T1w, T2*w</td>
<td>T2*: 0.4 x 0.4 x 0.4, T1w: 0.6 x 0.6 x 0.6</td>
<td>7</td>
<td>4 subjects</td>
<td>T2<em>w contrast used to investigate myelinated bands in cortex. Optimal contrast determined using quantitative imaging in a pilot study. Studied correspondence of the position of banded regions in T2</em>w images with V1 and V5/MT on the single-subject level, the locations of which were determined using fMRI. Good overlap was found for V1, but not for V5/MT. T2*w images were found to show myelinated bands more clearly.</td>
</tr>
<tr>
<td>Stubler et al. (2014)</td>
<td>✓ ✓</td>
<td>R1, R2*, single-orientation QSM</td>
<td>0.1 x 0.1 x 0.1, 0.2 x 0.2 x 0.2</td>
<td>7</td>
<td>ex vivo tissue blocks</td>
<td>Disentangled contributions of iron and myelin to the recorded MR images ex vivo with the help of advanced histological techniques and linear modelling.</td>
</tr>
<tr>
<td>Wasserthal et al. (2014)</td>
<td>✓</td>
<td>T1w, T2w</td>
<td>0.7 x 0.7 x 0.7</td>
<td>3</td>
<td>39 subjects</td>
<td>Segmented highly myelinated human primary auditory cortex at the single subject level, using an automatic method to combine the T1w and T2w data. Found evidence of a secondary highly myelinated area outside the probability map for primary auditory cortex.</td>
</tr>
</tbody>
</table>
### Table 3: Reviewed articles that used diffusion MRI to make inferences about myelin (My) and neuronal fibre (Neu) microstructure in the human neocortex. Most studies also collected anatomical images for the purposes of segmenting cortical grey matter from other brain tissues which are not explicitly mentioned here. DTI: diffusion tensor imaging (Basser and Özarslan, 2011), FWE-DTI: free water elimination-DTI (Pasternak et al., 2009), HARDI: high angular resolution diffusion imaging (Farquharson and Tournier, 2016), MSMT-CSD: multishell multitissue-constrained spherical deconvolution (Jeurissen et al., 2014), NODDI: neurite orientation dispersion and density imaging (Zhang et al., 2012). ✓ denotes that the authors interpreted their results in terms of that biological substrate and ? denotes that the authors stated their results could also be affected by this substrate.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Biological substrate (My, Neu)</th>
<th>acquisition / model</th>
<th>Resolution (mm³)</th>
<th>B₀/T</th>
<th>Subjects</th>
<th>Remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aggarwal et al. (2015)</td>
<td>✓ ✓</td>
<td>HARDI</td>
<td>0.09 × 0.09 × 0.09</td>
<td>11.7</td>
<td>12 ex vivo tissue blocks</td>
<td>A proxy for tangential fibre density was consistent with laminar structure of myelin stains in tissue blocks from four distinct cortical areas. Radial anisotropy in upper layers suggested also sensitive to dendrites. Tractography was used to differentiate tangential and radial fibre densities.</td>
</tr>
<tr>
<td>Calamante et al. (in press)</td>
<td>✓ ✓</td>
<td>MSMT-CSD</td>
<td>1.25 × 1.25 × 1.25</td>
<td>3</td>
<td>8 subjects</td>
<td>Generated an apparent fibre density metric from spherical expansion of diffusion signal accounting for partial volume effects. Found similar differences between cortical areas as found using myelin mapping techniques; could permit cortical parcellation. Radiality metrics reproduced results of McNab et al. (2013).</td>
</tr>
<tr>
<td>Kleinnijenhuis et al. (2015)</td>
<td>✓</td>
<td>DTI</td>
<td>1 × 1</td>
<td>7</td>
<td>5 subjects</td>
<td>Analysed diffusion parameter maps along cortical profiles to examine effect of cortical curvature on diffusion parameters, including a proxy for the radiality of the neuronal fibre orientation distribution. Radiality varied with cortical curvature, which is consistent with ex vivo histology.</td>
</tr>
<tr>
<td>Leuze et al. (2014)</td>
<td>✓ ✓</td>
<td>HARDI</td>
<td>0.24 × 0.24 × 0.24</td>
<td>9.4</td>
<td>3 ex vivo tissue blocks</td>
<td>Used dMRI to probe cortical profiles of the neuronal fibre distribution using tractography in tissue blocks containing the border between V1 and V2. Found preferential V1–V2 connections in upper cortical layers in both dMRI and histological stains for myelin.</td>
</tr>
<tr>
<td>McNab et al. (2013)</td>
<td>✓ ✓</td>
<td>DTI</td>
<td>1 × 1</td>
<td>3</td>
<td>6 subjects</td>
<td>Found diffusion tensor in M1 is more radial relative to the cortical normal than the diffusion tensor in S1. Similar differences were found in other regions of cortex. Validated by imaging ex vivo tissue and an anæsthetized macaque at higher resolutions.</td>
</tr>
<tr>
<td>Morris et al. (2016)</td>
<td>✓</td>
<td>NODDI</td>
<td>2 × 2</td>
<td>3</td>
<td>38 subjects</td>
<td>Investigated neuronal fibre density in regions associated with behaviour. Showed that increases in a diffusion-derived metric related to neuronal fibre complexity in a functionally defined cortical area in the medial orbitofrontal cortex (mOFC) were correlated with increases in model based decision making.</td>
</tr>
<tr>
<td>Nagy et al. (2013)</td>
<td>? ?</td>
<td>HARDI</td>
<td>2.3 × 2.3 × 2.3</td>
<td></td>
<td>3 subjects</td>
<td>Parcellated the cortex using (model free) feature extraction from diffusion data.</td>
</tr>
<tr>
<td>Nazeri et al. (2015)</td>
<td>✓</td>
<td>NODDI</td>
<td>2 × 2</td>
<td>3</td>
<td>45 subjects (21–84 y)</td>
<td>Found widespread decreases in cortical neuronal fibre orientation dispersion (OD) with increasing age, especially in frontoparietal cortex. Found correlations between cortical OD and measures of cortical connectivity from resting-state fMRI at the nodes of several resting-state networks in the cortex. Speculated that changes could be related to known changes in dendritic morphology with age.</td>
</tr>
<tr>
<td>Rathi et al. (2014)</td>
<td>? ✓</td>
<td>FWE-DTI</td>
<td>1.7 × 1.7</td>
<td>3</td>
<td>85 subjects (15–55 y)</td>
<td>Examined age-related cortical changes using a non-standard measure of DTI-parameter deviation that they called “tissue heterogeneity” within regions of interest. Found significant age related increases in this heterogeneity measure in the frontal and parietal lobes, in line with models of ageing from the functional, cognitive, and structural domains.</td>
</tr>
</tbody>
</table>
3.1. Quantitative MRI and its relationship to hMRI

Many of the articles we review below make use of quantitative MRI (qMRI) methods. These methods combine traditional “weighted” MR images in a model-based fashion to give maps of “quantitative” values that are more reproducible (Weiskopf et al., 2013; Govindarajan et al., 2015; Feng et al., in press) and more independent of acquisition scheme (Stikov et al., 2015) than weighted images.

The models used to generate quantitative maps are usually relatively simple physical models, several of which are described below. These models are formally exact when the underlying model assumptions are met (e.g. longitudinal relaxation is a monoexponential magnetization recovery process described by a single relaxation rate $R_1$), but should fail relatively gracefully when these assumptions do not hold (e.g. a voxel containing several tissue components with different $R_1$ values can give rise to multi-exponential behaviour that is still captured by a single approximately acquisition-independent effective $R_1$ value (Fullerton et al., 1982)). The cortex represents a very complex physical system probed with relatively noisy measurements; such models represent necessary simplifications.

For the purposes of hMRI, it is important to relate the values in quantitative maps to the underlying tissue microstructure. This can be achieved in two ways. The first is to determine a mapping between aspects of tissue microstructure and quantitative parameters (e.g. voxelwise myelin content appears to be proportional to the measured $R_1$ value; see Section 3.3). The second is to build a simplified physical model of the tissue microstructure which allows extraction of microstructurally-relevant quantitative maps directly. This second approach is relatively common when applying hMRI to neuronal fibre microstructure; see Section 3.4.

We now briefly summarise the quantitative methods that are utilised in the rest of this review. For the sake of brevity, many details of the models and assumptions are not covered here; these details are contained in the cited literature.

An important set of quantitative imaging methods arise from the field of relaxometry (Does, this special issue). The longitudinal relaxation time ($T_1$) describes the characteristic time of energy dissipation in a spin system, and is sensitive to interactions of water molecules with other water molecules (Abragam, 1961), water molecules bound to macromolecules (Koenig, 1991; Leuze et al., 2017), and the paramagnetic centres (Abragam, 1961) found in cortical tissue (Stüber et al., 2014; Yablonskiy and Sukstanskii, 2017; Duyn and Schenck, 2017). The transverse ($T_2$; MacKay et al., 2006; Laule et al., 2007) and effective transverse ($T_2^*$; Govindarajan et al., 2015; Yablonskiy and Sukstanskii, 2017; Duyn and Schenck, 2017) relaxation times are both strongly sensitive to the small magnetic fields induced by the scanner’s strong main magnetic field ($B_0$) in diamagnetic and paramagnetic tissue components (e.g. paramagnetic iron). Additionally, magnetization transfer (MT) reflects exchange between fast relaxing water bound to macromolecules and slowly relaxing unbound water molecules (Pike, 1996; Stanisz et al., 1999), and can be harnessed to extract parameters that depend strongly on the macromolecular content of tissue (Schmierer et al., 2004; Sled, this special issue). In the following, relaxation times ($T_N$) and relaxation rates ($R_N = 1/T_N$) are used interchangeably as needed.

Proton density (PD) reflects the MR-visible water content of a voxel (Tofts, 2004b), and decreases as the density of MR-invisible macromolecules (e.g. lipids and proteins) in a voxel increases (Mezer et al., 2013; Gomez et al., 2017).

The phase of the complex-valued MR signal is also sensitive to the small magnetic fields induced in diamagnetic and paramagnetic tissue components by $B_0$. MR signal
phase can thus be used to make inferences about the magnetic susceptibility of the tissue, especially when localised to the source of the phase disturbance using quantitative susceptibility mapping (QSM) techniques (Yablonskiy and Sukstanskii 2017; Duyn and Schenck 2017).

The cell membranes and myelin sheaths of neuronal fibres (Figure 1 h,i,j) restrict and hinder the diffusion of MR-visible water molecules (Alexander et al., in press). Furthermore, the anisotropic nature of the fibres and their anisotropic orientation distribution conspire to make water diffusion in cortex anisotropic (Jespersen et al., 2007; Beaulieu, 2011). Diffusion MRI (dMRI) allows us to probe this anisotropic diffusion in an orientation specific way (Callaghan, 1993; Basser and Ozarslan, 2011), giving orientation specific insights into the tissue microstructure that are not easily accessible using other MRI techniques.

In addition to the qMRI methods described above, Tables 1 and 2 show that non-quantitative images have also been used to gain insight into topics of neuroscientific and clinical interest. Non-quantitative images can achieve optimal contrast-to-noise ratio (CNR) per unit time between selected sets of cortical features, e.g. between white and grey matter (Deichmann et al., 2000), between cortical layers (Trampel et al., 2011; Sánchez-Panchuelo et al., 2012), or between cortical areas (Van Essen et al., 2012; Glasser et al., 2013). Therefore, for a subset of specific neuroscientific and clinical questions, collection of non-quantitative data may be sufficient. Importantly, this can allow for shorter acquisition times—an essential consideration in studies of clinical populations.

Decreases in acquisition time afforded by non-quantitative imaging must, however, be weighed against the loss of the advantages of quantitative metrics discussed above.

The loss of these advantages is particularly apparent as one moves to higher magnetic field strengths, where the intensity of the transmitted radiofrequency (RF) magnetic field becomes very inhomogeneous over the brain (Lutti et al., 2014; Bazin et al., 2014). This inhomogeneity means that the CNR can only be optimised over relatively small areas (e.g. over a lobe of the brain). Heuristic methods developed at 3 T to correct for bias in the RF receive and transmit sensitivity (e.g. Glasser and Van Essen (2011)) cannot correct for this higher RF transmit bias at higher magnetic field strengths. It is to a large extent for this reason that qMRI methods are to be preferred for cortical segmentation (Bazin et al., 2014) and parcellation (Haast et al., 2016) at 7 T and above. For the purposes of parcellation or segmentation, collection of quantitative data gives scope for the generation of synthetic images with optimal CNR ( Nóth et al., 2015; Callaghan et al., 2015a, 2016; Lorio et al., 2016) which are much less affected by the transmit inhomogeneity.

It is our opinion that for the purposes of hMRI, sufficient data to compute qMRI maps should be collected wherever possible, as this can allow more specific and reproducible microstructural inferences to be made from the data, as already demonstrated in some clinical studies (e.g. Freund et al., 2013). An important branch of qMRI method development thus lies in trying to overcome the present limitations of qMRI techniques (e.g. Weiskopf et al., 2013; Metere et al., 2017)). This includes making use of advances such as compressed sensing (Lustig et al., 2007, 2008) and the extensive use of parallel imaging (Blaimer et al., 2004; Larkman and Nunes, 2007; Setsompop et al., 2016; Hamilton et al., 2017) to allow reductions in the scan times needed for qMRI. However,

---

1 For example, multiparameter mapping of $R_1$, $R_2^*$, and semi-quantitative PD has been achieved in $\sim 19$ minutes using a 3 T scanner at an isotropic voxel resolution of 800 µm (Callaghan et al., 2015b; Allen et al., 2017a,b; Ellerbrock and Mohammadi, 2018b). This scan-time was split between acquiring
determination of the optimal protocol for a given study must still be carried out on a case-by-case basis, making the appropriate trade-off between CNR, scan-time, specificity, and image artefacts, taking into account the specific aims and scope of the study.

3.2. Challenges of cortical MRI

In vivo imaging of human neocortex is challenging for a number of reasons. Human neocortex is very thin (1.6 mm–4.5 mm; von Economo and Koskinas, 1925; Fischl and Dale, 2000; Scholtens et al., 2015; Glasser et al., 2016) and strongly gyrified to a highly subject specific extent (Ono et al., 1990). It can also be hard to segment cortex from the underlying white matter in regions where cortex is highly myelinated (Scholtens et al., 2015; Lorio et al., 2016). Further, the neocortical regions of MR images are strongly affected by partial volume effects due to the proximity of cortex to cerebrospinal fluid (CSF), white matter, and vasculature, and are plagued by artefacts (including those arising from susceptibility differences, subject motion, and Gibbs ringing) that are especially prevalent due to the presence of sharp borders between cortex and white matter/CSF.

Means of mitigating these problems have been reviewed elsewhere (Deistung et al., 2013; Bazin et al., 2014; Cohen-Adad, 2014; Weiskopf et al., 2013; Waehnert et al., 2016; Lorio et al., 2016; Lerch et al., 2017), and so will not be covered explicitly here. We note, however, that these problems drive the use of layer based analyses (Bazin et al., 2014; Cohen-Adad, 2014; Waehnert et al., 2016; Weiskopf et al., 2015), hardware such as prospective motion correction systems (Callaghan et al., 2015b) and ultra high field strength scanners (Stucht et al., 2015) which allow for high resolution acquisitions, and lead to a preference for multiparameter acquisitions that do not require extensive coregistration (Callaghan et al., 2015b; Weiskopf et al., 2015; Lorio et al., 2016; Metere et al., 2017).

We mention these challenges to ensure that readers take them into account when carrying out their own studies.

3.3. Myelin mapping: myeloarchitecture in vivo

Following the previous two technical subsections, we now move our focus to the mapping of three microstructural components of the cortex: myelin, iron, and neuronal fibres. Each section is organised into three parts. We first describe MRI techniques that have been used to detect a given component, discussing each technique in terms of its sensitivity and specificity. We follow this with a review of the neuroscientific and clinical applications of mapping this component in the literature. We then provide a brief summary to close each subsection.

3.3.1. MRI techniques

Microstructural interactions of water with the myelin sheath and its biochemical components impact the mesoscopic MRI signal in several ways. Interactions between water molecules and the biomolecular components (mainly lipids (Kucharczyk et al., 1994), among them cholesterol (Koenig, 1991)) of myelin affect the spin-relaxation of water, causing changes in $T_1$ (Koenig, 1991), $T_2$ (Laule et al., 2007; Knight and Kauppinen, 1991); two weighted datasets (~7 minutes each) and acquiring calibration data (~5 minutes total). This compares favourably to the ~13 minute-long non-quantitative 800 μm 3 T Lifespan protocol acquired as part of the Human Connectome Project (Van Essen et al., 2012; Glasser et al., 2013).
In press), and related MT-based metrics (Laule et al., 2007; West et al., 2016) on the meso- and macroscopic scales, reflecting differences in myelin density and distribution. Myelin also has a diamagnetic susceptibility; myelin thus gives rise to contrast in signal-phase and QSM maps (Wharton and Bowtell, 2012; Deistung et al., 2017; Duyn and Schenck, 2017; Yablonskiy and Sukstanskii, 2017; Xu et al., 2018). An increase in myelin density also reduces PD (Mezer et al., 2013; Berman et al., in press). In addition, contrast in dMRI at least partially reflects myelin content (Leuze et al., 2014; Aggarwal et al., 2015; Kleinnijenhuis et al., 2015), however we consider dMRI separately in Section 3.4.

The relatively complex internal structure of myelin and the orientated nature of the myelinated fibres give rise to an orientation dependence with respect to $B_0$ of the image contrast of maps of $T_2$ (Gil et al., 2016; Knight and Kauppinen, 2016), $T_2^*$ (Cohen-Adad et al., 2012), QSM (Wharton and Bowtell, 2012), and MT (Pampel et al., 2015). However, when modelling these orientation effects it should be taken into account that most models of these orientation-dependences were developed with highly-orientated white matter fibre bundles in mind, rather than the more orientationally-dispersed myelinated fibres in cortical grey matter.

Based on the above, it is in principle possible to map correlates of microscopic myel架构 at the macroscopic and mesoscopic scale using parameters from relaxometry, QSM, and PD as proxies for myelin content. There are, however, several caveats. MT contrast is fairly specific to myelin content in healthy tissue (Laule et al., 2007), but obtaining quantitative metrics while maintaining a reasonable measurement time is challenging (Campbell et al., in press). Nevertheless, semi-quantitative metrics have been developed that serve as useful myelin markers, such as the MT ratio (MTR; Tofts et al., 2004), MT saturation (MTsat; Helms et al., 2008), and other similar parameters (Laule et al., 2007; Campbell et al., in press). It should be noted, however, that pathological processes unrelated to myelination can also affect these MT metrics (Vavasour et al., 2011).

Methods utilising $T_2$ images have been used to estimate myelin water volume fractions in brain (MacKay et al., 2006; Laule et al., 2007), but we are not aware of any studies that have applied this method in a laminar- or area-specific fashion in human cortex. This omission is at least partially due to the relatively small variation of $T_2$-based myelin metrics in cortex (Zhang et al., 2015), coupled with observations of comparably large errors in cortical parameter estimates due to CSF contamination (Meyers et al., 2017).

PD has been shown to be sensitive to white matter myelin content (Mezer et al., 2013; Berman et al., in press). However, an investigation by Gomez et al. (2017) of maturation-related cortical PD change in a functionally-derived cortical area found a decrease in PD with age that seemed too large to be exclusively due to an increase in myelination. They speculated that this change could instead be driven by processes such as dendrite or glial cell proliferation. Interestingly, Gomez et al. (2017) implied that their observed $T_1$ decrease with age could also be driven by this process, rather than by myelination (see Sections 3.4 and 3.6).

$T_1$, $T_2^*$ and QSM images are also influenced by paramagnetic iron, reducing their specificity. The variation of $T_1$ values over the cortex is, however, more strongly dependent on myelin concentration than on iron concentration (Stüber et al., 2014; Leuze et al., 2017; Morawski et al., this special issue), making this a relatively sensitive and specific marker for changes in myelin content (Dick et al., 2012; Sereno et al., 2013; Lutti et al., 2014;
The non-specificity of contrast in $T_1$, $T_2^*$ and QSM images with respect to myelin and iron can in principle be alleviated by combining complementary quantitative images using a model to extract independent iron and myelin maps. Ex vivo investigations have demonstrated the potential of this approach, with Stüber et al. (2014) showing that a linear model can extract iron and myelin maps from a combination of $T_1$, $T_2^*$, and QSM images. However, in vivo application has had less success; Marques et al. (2017) found that translation of the linear model to the in vivo case resulted in physiologically inconsistent iron and myelin maps, which suggests that changes are required for the model to be applied in vivo. One explanation is that perhaps the linear model only functions in the primary cortical areas examined by Stüber et al. (2014). Alternatively, it could be due to biological contributions to the MR signal that have not been taken into account; the effects of vasculature (Ulrich and Yablonskiy, 2016; Zhao et al., 2017) would be one important contribution to investigate.

3.3.2. Applications

The main use of myelin mapping techniques in cortex has been in vivo parcellation into macroscopic myeloarchitectonic areas (Geyer et al., 2011; Dick et al., 2012; Sereno et al., 2013; Haast et al., 2016). Figure 4 exemplifies why this is the case: highly myelinated sensory cortical areas can be clearly distinguished using in vivo MRI at the group (Dick et al., 2012; Sereno et al., 2013) and single-subject (Wasserthal et al., 2014; Haast et al., 2016; Marques et al., 2017) levels.

A concrete example of myeloarchitectonic parcellation is a recent study by Glasser et al. (2016), who found that combining a heuristic myelin marker (a $T_1$-weighted image divided by a $T_2$-weighted image) with task- and resting state-fMRI data in several hundred subjects allowed for the parcellation of each hemisphere into 180 cortical areas (see Figure 1c). The combination with resting state fMRI measures further implies different functionality for the differentiated areas.

In a similar vein, studies utilising specific functional paradigms have searched for myelination differences corresponding to specific functional subdivisions. These include evidence of myelinated stripes purported to colocate with COx stripes in secondary visual cortex (Dumoulin et al., 2017), myelination differences corresponding to different body parts confirmed using task-based fMRI in primary motor and somatosensory cortex (Glasser et al., 2016; Kuehn et al., 2017), and differentiation between different auditory (Dick et al., 2012; De Martino et al., 2015; Kim and Knösche, 2016) and visual (Sánchez-Panchuelo et al., 2012; Sereno et al., 2013) cortical areas.

Combining quantitative images in a ‘model-free’ fashion can improve contrast for cortical parcellation. Mangeat et al. (2015) used independent component analysis to combine MTR maps with $T_2^*$ maps, after mitigating the effect of cortical thickness and $B_0$ orientation-dependence on these parameters using multilinear regression. They found promising signs that the combined image is a more sensitive myelin marker than the individual maps.

Myelin mapping has also been used to investigate other questions of neuroscientific and clinical relevance. A proof-of-concept validation by Helbling et al. (2015) found that in vivo myelin metrics could be useful in helping to localise magnetoencephalography (MEG) signals in auditory cortex, which would allow combination of the high temporal resolution of MEG with the high spatial localisation of MRI. Similarly, Huntenburg et al. (2017) used the differing $T_1$ values throughout the brain as a proxy for differing myelin
Figure 4: $R_1$ maps allow for the differentiation of myeloarchitectonic areas. (a) Group average $R_1$ maps at 3 T show areas of high $R_1$ value consistent with classical myeloarchitectonic parcellations (such as the parcellation redrawn above the $R_1$ maps from Flechsig (1920) showing the early myelinating areas) that are reproducible (reproduced from Sereno et al. (2013)). (b) Differentiation of myeloarchitectonic areas in $R_1$ maps is possible at the single subject level at 7 T. The solid black arrow points to primary visual cortex, the dashed arrow points to primary motor cortex, the dot-ended dashed arrow points to primary auditory cortex, and the solid grey arrow points to the middle temporal region (reprinted from Marques et al. (2017) with permission from Elsevier).
microstructure, and found that, for unimodal functional cortical areas, similarity of areas according to this proxy was a good predictor for whether two areas were functionally connected.

Myelin maps have also been used to investigate the development of the neocortex with age. Whitaker et al. (2016) found, using MRI-based MT saturation and cortical thickness measurements, that changes in areas that they could associate with the development of schizophrenia were driven by myelogenesis during development. The age-dependence of myelination in adults has also been examined (Callaghan et al. 2014), including findings that intracortical myelin content can be treated as a quadratic function of age from late adolescence to middle adulthood (Rowley et al. 2017), and that the inner layers of cortex show the most increase in myelination with age (Shafee et al. 2015).

Although highly important neuroscientifically, many of the previously mentioned studies have the drawback that they either selected one central cortical surface or averaged over several central cortical surfaces. Studies making use of the whole cortical profile can incorporate more mesoscopic information and thus allow parcellation in a manner more closely resembling classical myeloarchitectonic maps (Dick et al. 2012; Sereno et al. 2013; Dinse et al. 2015; Waehnert et al. 2016; Kim and Knösch 2016), or allow one to narrow down which mesoscopic laminae are associated with an observed change of neuroscientific relevance (Shafee et al. 2015; Whitaker et al. 2016; Rowley et al. 2017). Unfortunately, obtaining data with both sufficient signal-to-noise ratio (SNR) and sufficient resolution to perform laminar analysis over the whole cortex remains a challenge (Trampel et al. in press). Recent work has, however, suggested that multi-compartment $T_1$ models could provide some of the same information as laminar analysis at lower nominal acquisition resolutions (Lifshits et al. 2018).

3.3.3. Summary

In vivo myelin mapping using MRI is becoming ever more established. Several myeloarchitectonic areas, especially primary cortical areas, can be robustly distinguished (Geyer et al. 2011; Dick et al. 2012; Sereno et al. 2013), and advances in laminar MRI promise the ability to distinguish even more (Dinse et al. 2015; Trampel et al. in press). $T_1$ mapping has proven itself to be a robust method for cortical parcellation (Lutti et al. 2014; Haast et al. 2016). Combination of a myelin metric with fMRI techniques has been shown to allow the discrimination of even more cortical areas (Glasser et al. 2016). The possible increase in specificity and sensitivity promised by the combination of multiple complementary quantitative maps remains an open area of investigation.

3.4. Neuronal fibre mapping: intracortical connectomics

3.4.1. MRI techniques

The diffusion length of water over the diffusion time scale that can be probed with MRI covers the micro- and mesoscopic scales (Novikov et al. 2016). Neuronal fibres (more specifically, axons and dendrites) are thought to be the major boundaries and hindrances to diffusion in cortex on these scales, providing a source of anisotropic cortical diffusion contrast (Jespersen et al. 2007, 2012; Zhang et al. 2012; Aggarwal et al. 2015; Alexander et al. in press), though the observed anisotropy is much lower than that seen in white matter (D’Arceuil and de Crespigny 2011). Through the use of appropriate models, the anisotropic diffusion contrast can be interpreted in terms of fibre orientation distribution functions and fibre densities. Because fibres oriented tangentially to the cortical surface mostly represent intralaminal connections and fibres oriented radially mostly represent
interlaminar fibres or fibres leaving/entering the cortex (Section 2), knowing the density of fibres in a given orientation allows insights into connectivity more specific than the insights available from the myelin mapping methods described in Section 3.3.

The biological membranes and other chemical components of neuronal fibres can also contribute to observed contrast in other MR modalities. A concrete example can be found in Gomez et al. (2017), where it was argued that an observed decrease in PD was too large to be entirely due to increasing myelin content. On this basis, it was hypothesised that dendritic proliferation could be a possible cause of the observed change. This being so, it was further argued that the observed decrease in $T_1$ likely reflected the same process, and thus was (at least partially) driven by an increase in tissue lipid concentration associated with the proliferation of dendrites, rather than being exclusively driven by changes in myelination. However, despite the possible sensitivity of other contrasts to unmyelinated neuronal fibres, dMRI remains at present the most usually-applied MR modality for extracting information about the microstructural distribution of neuronal fibres.

Compared to dMRI of white matter, which is now becoming ever more routinely used (Horsfield and Jones, 2002; Sundgren et al., 2004), in vivo dMRI of cortex is more challenging. This is due to two main difficulties.

The first difficulty is in acquiring data of sufficient quality. Cortical dMRI is strongly affected by the artefacts mentioned in Section 3.2. The relatively complex, almost isotropic orientational distribution of the neuronal fibres in cortex also means that a high diffusion weighting must be applied to probe the anisotropic component of this distribution, resulting in a diffusion-weighted signal with low SNR. Making scan time reasonable for in vivo subjects is also a challenge, requiring the use of highly accelerated pulse sequences with concomitant artefacts that then need to be corrected for (Ruthotto et al., 2012; Andersson and Sotiropoulos, 2016). Recent advances made possible by advanced acquisitions (Setsompop et al., 2018) and hardware (Setsompop et al., 2013), as well as advanced post-processing techniques such as adaptive denoising (Mohammadi et al., 2015) give hope for the future of laminar cortical analysis in vivo.

The second difficulty lies in interpreting the dMRI data (Alexander et al., in press). Appropriate diffusion model assumptions have proven far harder to pin down in grey matter than in white matter, where it is accepted that the main source of diffusion anisotropy is the restriction and hindrance of water diffusion by myelinated axons. This is because the situation in cortex is much more complicated: myelinated axons (Leuze et al., 2017), unmyelinated axons (Nair et al., 2005), dendrites (Jespersen et al., 2007, 2012), and even neuronal cell bodies (Shemesh et al., 2015) provide barriers to diffusion and are thus potential sources of cortical diffusion contrast. Correlations between histological myelin content and diffusion metrics suggest myelinated axons are still the main source of hindrance and restriction to diffusion in cortex (Leuze et al., 2014, 2017), but dendrites and unmyelinated axons contribute to the observed anisotropic diffusion (Nair et al., 2005, Jespersen et al., 2007, 2012, Zhang et al., 2012), though to a lesser extent due to the effects of exchange through the cell membrane (Yang et al., 2018) and the dendritic branching structure (Van Nguyen et al., 2015).

Tying these two difficulties together is the choice of acquisition scheme for cortical dMRI (Alexander et al., in press). The optimal scheme will depend upon the model to be used (Alexander and Barker, 2005; Drobnjak et al., 2016; Nilsson et al., 2017), and must minimise sensitivity to artefacts (e.g. through minimising acquisition time to reduce sensitivity to motion). Recent studies have suggested that acquisition schemes appropriate for grey matter differ from those optimal for white matter (Chuhutin et al., 2017), and
that classical diffusion acquisition schemes may be complemented by more advanced acquisition schemes (Novikov et al., 2014; Drobnjak et al., 2016; Shemesh et al., 2016; Ianuș et al., 2017).

3.4.2. Applications

Despite controversies regarding model choice, dMRI has been applied to attempt to quantify neuronal fibre-volume fractions and orientation distributions in vivo in human cortex (Morris et al., 2016). Splitting the populations of neuronal fibres into radial and tangential fibres on surfaces defined at different cortical depths (McNab et al., 2013; Klein-nijenhuis et al., 2015) further allows determination of how the ratio of forward/backward versus lateral connections varies throughout cortex, granting access to connectivity information complementary to that available using myelin-mapping methods.

Age-related changes in the cortex have also been investigated, with decreases in fibre orientation dispersion (Nazeri et al., 2015) and increases in a speculative metric of tissue heterogeneity (Rathi et al., 2014) showing macroscopic patterns reflecting age-related degeneration known from other methods of investigation. It has been speculated that these changes could be due to age-related changes in dendritic morphology (Nazeri et al., 2015).

Diffusion imaging has also been used to parcellate the cortex in vivo, as exemplified by Nagy et al. (2013), who utilised a feature extraction method to avoid making any assumptions about the source of anisotropic diffusion contrast. Calamante et al. (in press) have recently shown that model-based approaches could also allow for in vivo cortical parcellation.

In principle, cortical dMRI can also be used to study intracortical connectomics using tractography approaches, as is now routine in white matter studies (Behrens et al., 2014). Ex vivo investigations have shown intracortical tractography to be possible (Figure 5; Leuze et al., 2014; Aggarwal et al., 2015), with Leuze et al. (2014) in particular using the technique to demonstrate preferential connections between primary and secondary visual cortex. However, the resolution and SNR available available in vivo is at present insufficient for intracortical tractography.

As mentioned above, it has been suggested that PD and $T_1$ could be sensitive to neuronal fibres and not just myelin content (Gomez et al., 2017). More specifically, Gomez et al. (2017) combined PD and $T_1$ mapping to demonstrate that changes in regions of the developing child brain (localised using fMRI) are not purely down to myelination, but could be due to the proliferation of other cortical constituents such as dendrites.

3.4.3. Summary

Cortical dMRI allows the extraction of information about the cortical neuronal fibre distribution that cannot at present be extracted any other way in vivo. It can, for instance, allow disentanglement of intralaminar (tangential) and interlaminar (radial) connectivity in the cortex (McNab et al., 2013; Klein-nijenhuis et al., 2015), information that is very useful in studies of behaviour (Morris et al., 2016), and could be useful for cortical parcellation (Nagy et al., 2013). Unfortunately, limitations in terms of acquisition and modelling have so far limited the utility of cortical neuronal fibre mapping in vivo. Overcoming these limitations is the subject of active investigation, meaning cortical dMRI holds great promise for in vivo neuronal fibre mapping in the future.
Figure 5: Diffusion MRI has proven itself capable of extracting high resolution connectivity information ex vivo. Shown is the result of applying tractography algorithms to diffusion data from an ex vivo sample of human occipital cortex recorded at a resolution of $(0.242 \text{ mm})^3$ on a 9.4 T scanner. The cortex was split into four laminae for the purposes of building cortical profiles, and the tracts are labelled according to the lamina in which they are in: the superficial lamina is blue, the external lamina is green, the internal lamina is yellow, the deep lamina is orange, and the white matter is purple. Figure adapted from Leuze et al. (2014).
3.5. Iron mapping: from glial cells to senile plaques

3.5.1. MRI techniques

Paramagnetic iron is an important contributor to MR contrast in the human cortex. The cortical paramagnetic iron-containing compounds described in Section 2 affect MR contrast through several mechanisms at different length scales.

On the length scale of individual molecules, nanoscale molecular spin–spin interactions (Abragam 1961) between water protons and the paramagnetic-iron core of ferritin contribute to iron-induced relaxation rates (Gossuin et al., 2000, 2002, 2007; Hocq et al., 2015). On the microscopic scale, cellular and sub-cellular distributions of iron induce local perturbations of the magnetic field, giving rise to enhanced $R_2$ and $R_2^*$ relaxation through a variety of mechanisms (Yablonskiy and Haacke, 1994; Kiselev and Novikov, 2002, Stüber et al., 2014; Yablonskiy and Sukstanskii, 2017). On the mesoscopic scale, the intracortical variation of iron concentration is responsible for much of the pronounced cortical layer dependence of $R_2^*$ (Yao et al., 2009; Fukunaga et al., 2010; Deistung et al., 2013; Stüber et al., 2014; Duyn and Schenck, 2017). The distribution of paramagnetic iron on the mesoscopic scale also perturbs the phase of the MR signal, which can be localised using QSM (Fukunaga et al., 2010; Langkammer et al., 2012; Deistung et al., 2013; Acosta-Cabronero et al., 2016; Betts et al., 2016; Zhao et al., 2016). Because different cortical layers and areas have different iron distributions (Fukunaga et al., 2010), iron mapping techniques making use of the above parameters can be used to map cortical architecture.

Different quantitative MR parameters have different sensitivities to paramagnetic iron. The sensitivities of $R_1$ and $R_2^*$ to paramagnetic iron were examined by Stüber et al. (2014) in ex vivo samples of human cortex at 7 T. From the results of Stüber et al. (2014), we estimate\(^2\) that paramagnetic iron induced $\approx 20\%$ of their observed $R_2^*$. Stüber et al. (2014) also presented data showing\(^3\) that paramagnetic iron induced less than $10\%$ of $R_1$ in human cortical samples at 7 T. It should be borne in mind that these numbers were obtained at 7 T in post mortem tissue samples, and so differences may be observed at different magnetic field strengths and in the in vivo case.

An important question arises: which mechanism dominates the iron-induced contribution to $R_2^*$? Is it nanoscale molecular interactions, or the micro-/mesoscopic cellular iron distribution? The contributions of molecular interactions of water molecules with ferritin-bound iron to $R_2$ (and thus $R_2^*$) have been well studied (Gossuin et al., 2000, 2002, 2007; Hocq et al., 2015), but we estimate\(^4\) that these interactions only account for about $10\%$ of the iron-induced contributions to cortical $R_2^*$ at 7 T. The inhomogeneous iron distribution at the micro- and mesoscopic scale therefore potentially induces more than $90\%$ of the intracortical iron-induced $R_2^*$ value at 7 T.

---

\(^2\)Using the multilinear fit values reported in Stüber et al. (2014 Table 1), $\Delta R_2^* = 0.0526 \text{[Fe]} \text{s}^{-1} \approx 14 \text{ s}^{-1}$ based on an intracortical iron concentration $\text{[Fe]} = 276 \mu\text{g/g dry mass}$ (an average value reported for primary motor/somatosensory cortex in Stüber et al. (2014)), as compared to a typical $R_2^* \approx 70 \text{ s}^{-1}$ (based on Stüber et al. (2014) Figure 3).

\(^3\)Stüber et al. (2014, Fig. 6) examined changes in $R_1$ resulting from chemically removing iron from the cortex. They reported $\Delta R_1 \approx 0.14 \text{ s}^{-1}$, relative to $R_1 \approx 1.54 \text{ s}^{-1}$ before iron removal.

\(^4\)Multiplying a typical intracortical iron concentration ($276 \mu\text{g/g dry mass}$ in human motor/somatosensory cortex (Stüber et al., 2014) with the $R_2$ relaxivity of ferritin-bound iron measured in solution ($128 \text{ s}^{-1}$ at an iron concentration of 100 mmol/dm$^3$ at 7 T from Gossuin et al. (2000, Figure 1), which scales linearly to a tissue value of $0.0023 \text{ s}^{-1}/(\mu\text{g/g dry mass})$) gives an $R_2 \approx 6.3 \text{ s}^{-1}$, as compared to a typical ex vivo cortical $R_2^*$ of $70 \text{ s}^{-1}$ (Stüber et al. 2014).
Information about microscopic structures (e.g. glial cells and myelinated fibres) and mesoscopic structures (e.g. cortical layers) and their respective iron loads could thus potentially be extracted from quantitative MR maps.

Since myelinated fibres and the somata of oligodendrocytes, astrocytes, and microglia represent particularly iron-rich compartments in the cortex (Figure 1j), we suggest that these are the main contributors to iron-induced $R_2^*$ contrast. However, no generative models of iron-induced contrasts in cortex yet exist, thus extracting information about iron rich microstructures from MR parameters remains challenging. This is partly because only very limited quantitative information about the cellular distribution of iron in the human cortex is available. Combination of advanced methods for iron quantification at the microscopic scale with qMRI of post mortem tissue and biophysical modelling could provide important insights in the future.

The phase of the MR signal is also sensitive to paramagnetic iron, providing the basis for MRI-based iron mapping methods using QSM (Schweser et al., 2011; Langkammer et al., 2010, 2012; Deistung et al., 2013; Acosta-Cabronero et al., 2016). Unfortunately, both paramagnetic iron (positive susceptibility) and diamagnetic myelin (negative susceptibility) contribute to QSM contrast, causing partial cancellation in the cortex (Schweser et al., 2011), making the interpretation of QSM metrics challenging, especially in light of the interrelationship of iron and myelin concentrations observed in some cortical areas (Section 2). Attempts to disentangle iron and myelin contributions to MR contrast through empirical linear modelling and the collection of multiple complementary quantitative images (Stüber et al., 2014; Marques et al., 2017) were discussed in Section 3.3.

It is important to bear in mind that capillaries and vessels also contribute to $R_2^*$ and QSM contrast in the cortex, because the deoxygenated haemoglobin contained within is paramagnetic. The dynamic portion of this contribution is the basis of blood oxygenation level-dependent (BOLD) fMRI (Uludağ et al., 2005), and will not be discussed further here. Investigation of the static contribution by Zhao et al. (2016) found that it accounted for about 10% of cortical $R_2^*$ at 3 T, and that this contribution was age dependent. As of yet, however, there has been no investigation regarding the specific laminar dependence of this contribution, and the effect is likely to be $B_0$-dependent. Evaluation of the vascular contribution to MRI-based iron markers would be an important step in increasing the specificity of these markers to specific sources of iron.

### 3.5.2 Applications

The colocalisation of cortical iron and myelin observed in some cortical areas (Fukunaga et al., 2010) implies that $R_2^*$ could be a sensitive probe of cortical myeloarchitecture, because both paramagnetic iron and myelin increase $R_2^*$. In line with this, an investigation using ex vivo human brain tissue found that $R_2^*$ provided the highest contrast between myeloarchitectonic areas, outperforming $R_1$ (Fukunaga et al., 2010). However, in contrast, $R_1$-based cortical parcellation has been found to outperform $R_2^*$-based parcellation in vivo (Haast et al., 2016). This relative lack of robustness in vivo is potentially due to artefacts resulting from vasculature containing deoxygenated haemoglobin (Ulrich and Yablonskiy, 2016), the orientation-dependence of the contribution from myelinated fibres, susceptibility artefacts arising from the sharp boundaries between different tissues (Cohen-Adad et al., 2012; Cohen-Adad, 2014; Tardif et al., 2015; Marques et al., 2017), and the relatively high sensitivity of $R_2^*$ to motion (Magerkurth et al., 2011) and physiological artefacts (Versluis et al., 2010).

Investigation of age-related cortical iron accumulation in health and disease is another
important potential application of intracortical in vivo iron mapping: the possibility of using the accumulation of brain iron as a biomarker for neurodegeneration promises high diagnostic relevance. As mentioned in Section 2, histological investigations have shown that the ageing brain accumulates iron at different rates in different cortical areas (Hallgren and Sourander, 1958). These histological findings have recently been reproduced with MRI in vivo (Figure 6), using MR signal phase (Buijs et al., 2017), $R_2^*$ (Callaghan et al., 2014; Betts et al., 2016), and QSM (Acosta-Cabronero et al., 2016) as markers for iron content. However, differences between results obtained using $R_2^*$ and QSM imaging (Betts et al., 2016) suggest either that both iron accumulation and demyelination contribute to ageing-related changes, or that the iron distribution at the microscopic scale is more complex than assumed.

Neuroscientific investigations have also attempted to correlate MR derived cortical iron content in adult brains with behavioural and cognitive metrics. Such investigations have found increased iron content to be correlated with certain of these behavioural and cognitive metrics (Allen et al., 2017a,b).

Iron-induced contrast in the cortex could also provide unique early-onset markers for several neurodegenerative diseases (Bartzokis et al., 2004; Quintana et al., 2006; Kwan et al., 2012; Meadowcroft et al., 2015; Costagli et al., 2016; Zhao et al., 2017). For instance, the cortical micro- and mesoscopic senile plaques and neurofibrillary tangles associated with Alzheimer’s disease contain a relatively high concentration of iron (Morawski et al., 2005; van Duijn et al., 2017), and therefore induce detectable QSM and $R_2^*$ contrast (Benveniste et al., 1999; Jack et al., 2005; Meadowcroft et al., 2015; O’Callaghan et al., 2017) which may be detectable in vivo (Zhao et al., 2017). As another example, in ALS, iron accumulation in the deep cortical layers of motor cortex is detectable with MRI (Kwan et al., 2012; Costagli et al., 2016). It has been suggested that this biomarker could be driven by activated microglia (Kwan et al., 2012).

3.5.3. Summary

Mapping of MRI-based iron markers in the cortex is increasingly being applied to parcellate the brain and to find correlates of functions of neuroscientific interest. It is
also being investigated as a tool to study the neurobiology of ageing and clinical neurodegenerative diseases. Most of the studies used $R_2^*$ or QSM as iron markers, with a few studies combining multiple complementary MR images. Unfortunately, it remains unknown which of the iron-containing cortical constituents described in Section 2 contribute most to the MR-visible iron, as quantitative knowledge about the distribution of iron on the microscopic scale is limited. Advanced quantitative histological methods for iron mapping will be needed to overcome this knowledge gap (Morawski et al., 2005; Stüber et al., 2014; Hare et al., 2015).

3.6. Other biological substrates and MR methods

The discussion of MRI methods and contrast above has not covered all of the characteristic microstructural features of the cortex described in Section 2. Foremost of these is cytoarchitecture. Outside of highly specialised acquisitions only possible ex vivo (Eichhoff et al., 2005; Wei et al., 2016), the direct effect of cell bodies on the MRI signal is at best non-specific (Shemesh et al., 2015), and normally negligible. It has, however, been suggested that neuronal cell-body packing density could affect $T_2^*$ (Zhao et al., 2016), $T_1$ and PD (Gomez et al., 2017) measurements.

The relationship between cortical myelin density and cytoarchitecture could in principle be used to indirectly provide cytoarchitectonic maps in vivo (Turner and De Haan, 2017). A concrete example is provided by the forward model of Dinse et al. (2015): neuronal cell body distributions from von Economo and Koskinas (1925) were used to generate myeloarchitectonic profiles (following Hellwig (1993)), which were in turn used to simulate $T_1$ cortical profiles to compare with experimental in vivo $T_1$ data. However, the relative sparsity of myeloarchitectonic information on the mesoscopic scale, especially in the upper layers of cortex, means that such models are probably not invertible and that they could not, in the absence of further information, be used to infer cytoarchitecture from $T_1$ profiles.

Magnetic resonance spectroscopy (MRS), a method for probing nuclei besides water protons with MR techniques, could allow us to explore structures of the brain with greater specificity (Palombo et al., this special issue). Many MRS techniques have been developed (Ross and Bluml, 2001), and their potentially greater specificity arises from different molecules, e.g. neurotransmitters, being localised in different biological compartments (Najac et al., 2016; Palombo et al., 2016, this special issue). Unfortunately, this gain in specificity is coupled to an extreme increase in acquisition times, and low SNR due to the much lower concentrations of such molecules as compared to water in the human brain. This results in a strict voxel size limitation, and such techniques are usually limited to recording data from a very small number of voxels, typically just one. Techniques such as chemical exchange saturation transfer (CEST) can help to mitigate the SNR problem (van Zijl and Yadav, 2011; Jin et al., 2013; Vinogradov et al., 2013; Sled, this special issue), but are limited to a small range of molecules and face challenges in terms of molecular specificity. Nevertheless, studies have demonstrated that useful information can be gleaned from MRS methods in human and rodent cortex (Mougin et al., 2013; Palombo et al., 2016; Heming, 2017; Palombo et al., this special issue). Advances in parallel imaging and pulse sequence design could make such acquisitions more feasible for probing the brain in vivo, meaning they could provide an interesting opportunity for validating other higher resolution methods and models (Grossman et al., 2015; Palombo et al., this special issue).

Another complementary MR method for collecting information about the brain is
magnetic resonance elastography (MRE), wherein the brain is subjected to some form of mechanical oscillation during the acquisition of MR images. The effect of the oscillations on the phase of the MR signal can be used to infer elastographic properties of brain tissue (Muthupillai et al., 1995; Hiscox et al., 2016). MRE has shown promise for the development of biomarkers for the study of ageing and pathology, however most studies limit themselves to extracting whole brain parameters (Hiscox et al., 2016; Johnson and Telzer, 2017). Localisation of elastographic properties to the cortex has been reported (McGarry et al., 2013; Braun et al., 2014; Hiscox et al., 2016), but further work is needed to increase robustness and decrease susceptibility to partial volume effects (Johnson and Telzer, 2017).

4. Conclusions and outlook

We now draw a few general conclusions, followed by an outlook to future developments. Our first conclusion is that hMRI is gradually becoming a reality, and in some areas already providing insights that would not be possible with classical histology. In vivo mapping of myelin content using relaxometry has proved very successful (Section 3.3); an example is the parcellation of Glasser et al. (2016), derived by combining a myelin marker with MRI data, which would neither have been as feasible nor as useful had it been defined based upon several hundred cadaver brains. Glasser et al. (2016)’s parcellation also exemplifies an important facet of hMRI: the ability to correlate structure and function in the cortex of the same brain. Similarly, in vivo iron mapping (Section 3.5) has allowed extension of known ex vivo results regarding changes in iron load with age (Hallgren and Sourander, 1958) into much larger cohorts (Callaghan et al., 2014), and will enable longitudinal studies of the same brain. In vivo techniques for probing the microstructure of neuronal fibres, the third biological substrate we examined in detail (Section 3.4), are not yet as developed as myelin and iron mapping techniques, but this area of investigation shows great promise.

Secondly, we conclude that specificity to microstructural features requires combining images with complementary sensitivity to the biological substrate of interest (Cercignani and Bouyagoub, this special issue), with a tendency towards the use of qMRI. The need for complementary images is well exemplified when examining the use of “myelin markers”. While many MR images show contrast suggestive of being driven by changes in myelin content (Section 3.3), studies that have tried to disentangle the myelin contribution to contrast from other contributions (e.g. iron (Stüber et al., 2014; Marques et al., 2017) and neuronal fibres (Gomez et al., 2017)) have demonstrated that the concept of a myelin marker is an oversimplification. The quest for specific markers also explains the large number of studies utilising quantitative images: quantitative images are more acquisition-scheme independent (Weiskopf et al., 2013; Stikov et al., 2015), and so can give rise to more generalisable conclusions.

While substantial progress has been made, it is clear that there is still a way to go until hMRI unleashes its full potential. The main problem remains specificity: what is the micro- or mesostructural origin of an observed intra- or inter-subject MRI-signal difference? Based on the above, we believe that the way forward involves further methodological developments incorporating multiple MR modalities probing a greater range of scales, coupled with appropriate models to integrate this data. We will cover each of these topics in turn.

Different MRI methods are sensitive to different aspects of cortical microstructure, and have different length scale sensitivity and restrictions with regard to resolution. In order
to investigate the rich amount of information available in the neocortical microstructure (Section 2), we must thus record multiple complementary quantitative images at the meso- or macroscopic scales (Cercignani and Bouvagou, this special issue). In particular, combination of the more specific information from the methods described in Section 3.6 with more sensitive methods (e.g. $R_1$; see Section 3.3) could allow more specific inferences to be made than is possible with either alone.

The resolution of the acquired data must also be as high as possible, with mesoscopic-scale voxel sizes preferable; many of the reviewed articles recorded at least one anatomical image at the mesoscopic scale. The reviewed articles show a clear trend to higher $B_0$ (7 T and upwards), with the improved SNR thus generated allowing smaller voxel sizes. Access to ultra high field systems is growing, and new specialised hardware including bespoke gradient systems (Setsompop et al., 2013), prospective motion correction systems (Callaghan et al., 2015b; Stucht et al., 2015), and magnetic field camera systems (Wilm et al., 2015; Dietrich et al., 2016) will push the boundaries of currently available resolutions by reducing the prominence of artefacts and increasing SNR. Advanced post-processing techniques such as super-resolution imaging (Ruthotto et al., 2014; Setsompop et al., 2018) and denoising (Tabelow et al., 2015; Veraart et al., 2016) may be required to access high spatial resolutions, especially in the case of dMRI.

Regarding appropriate models, multiple quantitative images can be combined to give greater specificity, but only if a sufficiently capable model is used to integrate the data. An example is provided by attempts to extract iron and myelin maps through a combination of $R_1$, $R_2^*$, and QSM, as described in Section 3.3. While a linear model was sufficient to extract iron and myelin maps ex vivo (Stüber et al., 2014), the in vivo case was found to be more complex (Marques et al., 2017), with different model assumptions perhaps needed for in vivo application. Looking to the future, generalised models incorporating more quantitative images will allow greater specificity in inferences. Such models would also facilitate the design of optimal acquisitions (Alexander and Barker, 2005; Cercignani and Alexander, 2006; Drobnjak et al., 2016; Nilsson et al., 2017), and the inclusion of pathology (Zhao et al., 2017).

In particular, mapping iron microstructure requires development of generative models of iron-induced contrast. Systematic quantitative mapping of iron across whole post mortem brains at the macro-, meso- and microscopic scales is required to inform such models, and is currently under development in several labs (including our own; Morawski et al., this special issue).

Similar considerations apply to dMRI, where biophysical models in the cortex (see e.g. Jespersen et al., 2007, 2012) would benefit from being informed by advanced 3d histological methods (Morawski et al., this special issue).

Lastly, we briefly mention the important topic of validation. As covered in more detail in other articles in this Special Issue (Dyrby, this special issue; McNab, this special issue), ex vivo validation is important for validating models, but can only with care be used as a gold standard, because:

- structural changes can arise from the fixation/decay process (Schmierer et al., 2008; Shepherd et al., 2009; Schmierer et al., 2010, Birkl et al., 2016, 2018);
- comparisons to MRI are normally complicated by a rarity of quantitative true-3d histology techniques (Hilgetag and Amunts, 2016; Morawski et al., this special issue);
- the MRI acquisition regime may be vastly different to that possible for in vivo
human subjects; and

- the differences between individual brains can be large (Ono et al., 1990; Rademacher, 2002).

Most of these problems are exacerbated in the (frequent) case that non-human tissue is used, adding the complication of inter-species comparison. However, modern histological techniques are pushing the boundaries of what is achievable and allowing the extraction of ever more quantitative and ever more reliable results (Chung and Deisseroth, 2013; Stüber et al., 2014; Amunts and Zilles, 2013; Hare et al., 2015; Leuze et al., 2017; Morawski et al., this special issue).

In vivo human cortical MRI is sensitive to, and therefore allows in vivo investigation of, many of the macroscopic, mesoscopic and microscopic aspects of cortical architecture described in Section 2 and presented in Figure 1. On the macroscopic scale, cortical parcellation into functional and structural areas using 3 T of large groups of subjects represents a major achievement (Figure 1c). Parcellation of primary visual, sensory-motor and auditory areas is feasible on the single-subject level by using ultra-high field strength 7 T MRI, mostly based on high myelin content of primary areas (Figure 3). On the mesoscopic scale, identification of cortical layers using structural MRI (Figure 1d,e) becomes feasible at ultra-high field strengths in vivo, and could be used to identify higher cortical areas (Trampel et al., in press). Combination of layer-specific anatomical MRI with recent achievements in layer-specific fMRI techniques (Huber et al., 2017a,b; Dumoulin et al., in press; Lawrence et al., 2017) holds particular promise. Moreover, mesoscopic cortical organisation units such as columns and stripes (Figure 1f) might be detectable throughout the brain using structural MRI, as has recently been demonstrated in visual cortex (Dumoulin et al., 2017). On the microscopic scale, the use of dMRI to differentiate tangential and radial intracortical fibre populations, and thus intralaminar versus forward/backward connection strength, holds promise for future work. Finally, total iron content in the cortex (Figure 1j) could be estimated using combination of several contrasts, as has already been demonstrated ex vivo (Stüber et al., 2014). The development of theoretical models and application of advanced iron quantification methods shows potential for the extraction of more specific information regarding the microstructural distribution of iron-rich cells and fibres.

With practical applications now beginning to be realised, researchers in the field of hMRI will continue to push for greater specificity and greater sensitivity. We anticipate that derived techniques will eventually take their place in the routine corpus of clinical and neuroscientific investigations.
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