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Age-related differences in multimodal recipient design: younger, but not older adults, adapt speech and co-speech gestures to common ground

Louise Schubotz, Aslı Özyürek, and Judith Holler

ABSTRACT
Speakers can adapt their speech and co-speech gestures based on knowledge shared with an addressee (common ground-based recipient design). Here, we investigate whether these adaptations are modulated by the speaker’s age and cognitive abilities. Younger and older participants narrated six short comic stories to a same-aged addressee. Half of each story was known to both participants, the other half only to the speaker. The two age groups did not differ in terms of the number of words and narrative events mentioned per narration, or in terms of gesture frequency, gesture rate, or percentage of events expressed multimodally. However, only the younger participants reduced the amount of verbal and gestural information when narrating mutually known as opposed to novel story content. Age-related differences in cognitive abilities did not predict these differences in common ground-based recipient design. The older participants’ communicative behaviour may therefore also reflect differences in social or pragmatic goals.

1. Introduction
In spite of a growing literature on language and ageing, little is known about the language use of older adults in face-to-face interactions (for comprehensive overviews see e.g. Abrams & Farrell, 2011; Thornton & Light, 2006). This lack of knowledge extends to older adults’ use of the gestural modality, a core component of language use in face-to-face settings (Bavelas & Chovil, 2000; Clark, 1996; Kendon, 2004; McNeill, 1992). Considering the prominence of face-to-face interaction in everyday language use, we are thus faced with a serious gap in our understanding of the communicative competencies of older adults as well as the potential role that age-related cognitive changes may play in this respect.

Language used in interaction is produced and tailored for an addressee, shaped by a process called recipient design (Sacks, Schegloff, & Jefferson, 1974) or audience design (Clark & Murphy, 1983). Recipient design is based on an addressee’s communicative needs and affects the way in which language users both speak and gesture for others (e.g. Campisi & Özyürek, 2013; de Ruiter, Bangerter, & Dings, 2012; Galati & Brennan, 2014; Hoetjes, Koolen, Goudbeek, Krahmer, & Swerts, 2015; Holler & Stevens, 2007; Holler & Wilkin, 2009). Taking an addressee’s perspective into account and designing one’s utterances accordingly may be a cognitively demanding process (e.g. Horton & Gerrig, 2005; Horton & Spieler, 2007; Long, Horton, Rohde, & Sorace, 2018; Wardlow, 2013). Considering that healthy human ageing is frequently associated with changes in cognitive functioning (Salthouse, 1991), systematic age-related changes in multimodal recipient design may be expected. However, although previous studies have investigated older adults’ recipient design in speech, as well as their gesture production in general, these two issues have not yet been brought together. It is currently unclear whether, and if so, how older adults use their multiple communicative channels when designing utterances for others and which role general cognitive abilities play in this process. In order to address these issues, we compared younger and older adults’ speech and gesture use in a narrative task that required the addressee-based adaptation of utterances, taking cognitive abilities as a potential modulating factor into account.

1.1. Multimodal recipient design in younger and older adults

1.1.1. Verbal recipient design
The ability to engage in recipient design is frequently investigated by manipulating the amount of common
ground between conversational partners, defined as the knowledge, beliefs and assumptions that conversational partners believe to be mutually shared and that require the appropriate adaptation of utterances (Clark, 1996). Generally, the larger the common ground, i.e. the more information conversational partners mutually share, the less they put into words. This is characterised, for example, by shorter utterances, less complex syntax, or less informational content (e.g. Fussell & Krauss, 1992; Galati & Brennan, 2010; Isaacs & Clark, 1987). Older adults’ ability to engage in recipient design based on common ground has previously been compared to that of younger adults using referential communication tasks. Here, participants are required to establish mutual reference to a limited set of objects over the course of several trials, thereby gradually increasing the amount of common ground (Horton & Spieler, 2007; Hupet, Chantraine, & Nef, 1993; Lysander & Horton, 2012). The results of these studies have shown that younger adults’ interactions become increasingly more efficient, indicated by shorter utterances and task-completion times on later compared to earlier trials. Older adults, on the other hand, are less efficient than younger adults, indicated by longer utterances, longer task-completion times, and more errors. It thus appears that compared to younger adults, older adults are less successful at interactively designing their utterances for others.

1.1.2. The role of cognitive abilities in verbal recipient design

Horton and Spieler (2007) suggest that older adults’ inferior performance on these referential communication tasks may be due to age-related cognitive limitations, specifically difficulties in retrieving partner-specific information from memory (see also Horton & Gerrig, 2005). Additionally, there are indications that working memory may play a role in recipient design: Work on visual perspective-taking abilities in younger (Wardlow, 2013) and older adults (Healey & Grossman, 2016) suggests that working memory plays a significant role when speakers are required to take an addressee’s visual perspective into account while formulating their utterances. Older adults perform more poorly on these tasks. Recipient design in conversation similarly requires the awareness that the addressee’s perspective may differ from one’s own, as well as the ability to incorporate this knowledge during online language processing (see e.g. Brennan, Galati, & Kuhlen, 2010), and should therefore also rely on working memory.

In addition to memory functions, executive control has also been proposed to play a role in verbal recipient design. Hupet et al. (1993) speculate that deficits in executive control could cause older adults to have difficulties inhibiting irrelevant, egocentric information from entering memory (see also Hasher & Zacks, 1988), which may explain why they have difficulties with partner-specific adaptations in dialogue. Furthermore, executive control has also been related to perspective-taking abilities in younger (Wardlow, 2013) and older adults (Long et al., 2018). Thus, executive control may be underlying the ability to inhibit one’s own, egocentric perspective in favour of the addressee’s, another crucial component of successful verbal recipient design (Brennan et al., 2010; Keysar, Barr, & Horton, 1998; see also Brown-Schmidt, 2009, for the role of executive function in perspective-taking during language comprehension).

Both working memory and executive control are assumed to decline in healthy ageing (Hasher, Lustig, & Zacks, 2007; Hasher & Zacks, 1988; Salthouse, 1991; but see Verhaeghen, 2011, for a more critical examination of the role of executive functions in age-related cognitive change). One of the aims of the current study was therefore to establish whether these factors contribute to the behavioural differences in verbal recipient design previously observed in younger vs. older adults.

1.1.3. Multimodal recipient design

Most of the studies described above do not consider the multimodal character of face-to-face language use. Yet, information conveyed visually is essential to face-to-face interaction. Especially representational co-speech gestures, i.e. “gestures that represent some aspect of the content of speech” (Alibali, Heath, & Myers, 2001, p. 172), contribute crucially to the meaning of a message. For example, speakers can use their hands to indicate the size or shape of an object, to depict specific aspects of an action, or to spatially locate referents that they mention in their speech by pointing. There is a close semantic and temporal alignment between representational co-speech gestures and the speech they accompany (Kendon, 2004; McNeill, 1992; see Özyürek, 2017, for a recent review). However, rather than being fully redundant, gestures often depict information that semantically adds to and complements what is being said (Holler & Beattie, 2003a, 2003b; Rowbotham, Holler, Wearden, & Lloyd, 2016). Moreover, like spoken utterances, co-speech gesture use is sensitive to social context variables. For example, representational gesture rate (e.g. the number of gestures produced per 100 words) is modulated by the visibility between speaker and addressee (e.g. Alibali et al., 2001; Bavelas, Kenwood, Johnson, & Phillips, 2002; Mol, Krahmer, Maes, & Swerts, 2011), as well
as by dialogic interaction (e.g. Bavelas, Gerwing, Sutton, & Prevost, 2008). Addressee location and feedback influence how gestures represent semantic information (Holler & Wilkin, 2011; Kuhlen, Galati, & Brennan, 2012; Özyürek, 2002) and how frequently gestures occur in relation to speech (Jacobs & Garnham, 2007). Hence, for a fuller understanding of older adults’ ability to communicate with others, it is necessary to take information conveyed in the gestural modality into account.

Research with younger adults shows that common ground appears to affect speech and gesture in similar ways. In the presence of mutually shared knowledge, when common ground is assumed, gestures often become less informative (e.g. Gerwing & Bavelas, 2004; Hilliard & Cook, 2016; Holler & Stevens, 2007; Parrill, 2010), and/or less frequent, at least in absolute terms. In relative terms, this means that, most commonly, speech and gesture reduce to a comparable degree so that gesture rate does not differ in the presence or absence of mutually shared knowledge (e.g. Campisi & Özyürek, 2013; de Ruiter et al., 2012; Galati & Brennan, 2014; Hilliard & Cook, 2016; Hoetjes et al., 2015). This is in line with the notion that the two modalities operate as a single, integrated system (Kita & Özyürek, 2003; McNeill, 1992; So, Kita, & Goldin-Meadow, 2009), and that this speech-gesture system operates in a coordinated and flexible manner, in response to current communicative demands (e.g. Kendon, 1985, 2004). It is currently unclear however, whether the speech-gesture system is equally flexible in older adults, particularly when designing utterances for others. The present study will address this issue. In doing so, we also to take into account the role of cognitive abilities, as there are indications that gesture production is closely tied to cognitive functions.

1.1.4. The role of cognitive abilities in multimodal utterances and recipient design

Previous research has shown close ties between general cognitive abilities and gesture production. In order to understand whether and how older adults adapt their multimodal utterances to an addressee’s needs, we therefore also have to take the cognitive functions of gestures into account.

Generally speaking, gesturing is assumed to provide the speaker with a cognitive benefit. Co-speech gestures may aid the speaker in the speech planning process, e.g. in conceptual planning (Hostetter, Alibali, & Kita, 2007; Kita & Davies, 2009; Melinger & Kita, 2007), or by lightening cognitive load more generally, i.e. freeing up cognitive resources during speaking (Goldin-Meadow, Nusbaum, Kelly, & Wagner, 2001; Wagner Cook, Yip, & Goldin-Meadow, 2012). Limited cognitive abilities lead to an increase in gesture frequency, e.g. lower visual working memory (Chu, Meyer, Foulkes, & Kita, 2014), lower verbal working memory (Gillespie, James, Federmeier, & Watson, 2014), or lower phonemic fluency in combination with higher spatial skills (Hostetter & Alibali, 2008). Although differences in the tasks used to assess cognitive functioning and to elicit gestures make the individual studies difficult to compare, the results can be interpreted as further support for gesticulation as a compensatory mechanism for individuals’ weaker cognitive abilities.

Based on the supposed cognitive benefit of gesticulation and the generally assumed age-related declines in working memory and other cognitive functions (Saltz-Flint, 1991), one might expect older adults to gesture more than younger adults. However, the general observation is that older adults produce fewer representational co-speech gestures. This has been found for tasks including object (Cohen & Borsoi, 1996) or action descriptions (Feyereisen & Havard, 1999; Theocharopoulou, Cocks, Pring, & Dipper, 2015). Feyereisen and Havard (1999) propose that the observed difference may be due to different speech styles, arguing that there may be a “trade-off between richness of verbal and gestural responses” (p. 169) causing older adults to produce fewer representational gestures when facing the task of speaking and gesturing concurrently. Similarly, Theocharopoulou et al. (2015) suggest that older participants encode information verbally rather than visually, resulting in more verbal elaboration and fewer gestures. These findings suggest an age-related shift in the speech-gesture system, with older adults relying relatively more on speech than on gestures.

However, none of these studies used a communicative paradigm in which older speakers interacted with co-present, non-confederate addressees, a factor that can significantly affect communicative behaviour (e.g. Kuhlen & Brennan, 2013). Thus, whether older adults’ decrease in gesture production also manifests itself in contexts where there is a real addressee present and to what extent older adults can then adapt their gestures to the needs of their addressees – given that recipient design itself might be a cognitively demanding task – remains unknown.

1.2. The present study

The main goals of our research are therefore to find out whether, and if so how, younger and older adults differ in their use of speech and co-speech gestures when interacting with an addressee, i.e. whether they adapt their utterances to mutually shared knowledge between
speaker and addressee, and whether differences in addressee-based adaptations may be related to differences in cognitive abilities.

In order to address these issues, we designed a narration task in which a primary participant (the speaker) narrated six short comic strips to a secondary participant (the addressee), manipulating whether story content was shared (common ground or CG) or not (no common ground or no-CG) between participants. We thus induced a form of personal common ground (Clark, 1996), in which the mutually shared knowledge existed from the outset of the interactions rather than building up incrementally (as in e.g. Horton & Spieler, 2007; Hupet et al., 1993; or Lysander & Horton, 2012).

As for cognitive abilities, we assessed speakers’ verbal and visual working memory (verbal and visual WM) as well as executive control and semantic fluency. As summarised above, verbal WM and executive function have previously been related to verbal recipient design (Hupet et al., 1993; Long et al., 2018; Wardlow, 2013). Furthermore, verbal and visual WM have been found to be related to gesticulation in general (e.g. Chu et al., 2014 for visual WM; Gillespie et al., 2014 for verbal WM). Finally, we assessed semantic fluency as an indicator of word finding difficulties, which are thought to increase with increasing age (e.g. Borstfeld, Leon, Bloom, Schober, & Brennan, 2001; Burke, MacKay, Worthley, & Wade, 1991), and may be related to gesticulation (Rauscher, Krauss, & Chen, 1996).

Our main dependent variables were the speech-based measures “number of words” and “number of narrative events per narration”, and the gesture-based measures “gesture rate per 100 words” as well as the “percentage of narrative events accompanied by a gesture” (or multimodal events). We included both speech-based measures in our analysis, as word counts are a global measure of narration length, while number of narrative events serves as a better approximation of the amount of information contained in the narration. Similarly, gesture rate per 100 words globally captures a speaker’s relative weighting of gestures to speech, normalising for differences in narration length (e.g. Alibali et al., 2001), whereas the percentage of multimodal events is a closer approximation of the amount of semantic information contained in gesture relative to that contained in speech.

In addition, we coded speakers’ explicit references to common ground, as this can provide a further indication of their awareness of mutually shared knowledge. Also, we coded the addressees’ verbal and non-verbal feedback in order to control for the possibility that any age-related differences in the speakers’ behaviour might be attributable to systematic age-related differences in addressee behaviour.

In line with previous findings, we expected an effect of our common ground manipulation on speech production such that younger adults would use fewer words and include fewer narrative events when relating shared as opposed to novel information (e.g. Campisi & Özyürek, 2013; Fussell & Krauss, 1992; Galati & Brennan, 2010, 2014; Holler & Wilkin, 2009; Isaacs & Clark, 1987). Based on the results obtained by Horton and Spieler (2007), Hupet et al. (1993) and Lysander and Horton (2012), we expected this effect to be significantly smaller in older adults. We additionally aimed to investigate the impact of cognitive abilities on recipient design in speech, expecting that older adults’ lower verbal working memory and lower executive control would be associated with a smaller reduction in words and narrative elements (based on the work by e.g. Healey & Grossman, 2016; Horton & Gerrig, 2005; Hupet et al., 1993; Long et al., 2018; Wardlow, 2013).

Regarding the effect of the common ground manipulation on gesture production in younger adults, we expected an overall reduction in gesture frequency and semantic content, in line with the studies cited above. Note that we refrain from making directed predictions for the effect of common ground on gesture rate and multimodal utterances specifically, though, since previous findings vary with respect to the proportional reduction of gesture in relation to speech (see Holler & Bavelas, 2017, for an overview). Instead, our focus is the direct comparison between younger and older adults in how they adapt their multimodal utterances to the addressee’s knowledge state. Due to the previously found age-related differences in verbal behaviour in relation to common ground (Horton & Spieler, 2007; Hupet et al., 1993; Lysander & Horton, 2012) and due to speech and gesture functioning as one integrated system (Kita & Özyürek, 2003; McNeill, 1992), we predict older adults to be less adaptive to common ground than younger adults, not only in their speech but also in the way they draw on gesture when designing utterances for their recipients.

For a general effect of age on representational gesture production, two possible hypotheses can be formulated considering the literature summarised in the previous section. Based on the findings by Cohen and Borsoi (1996), Feyereisen and Havard (1999), and Theocharopoulou et al. (2015), we might expect older adults to gesture at a lower rate than younger adults. On the other hand, due to potential age-related cognitive limitations, older adults may actually gesture more than younger adults in order to free up cognitive resources (Goldin-Meadow et al., 2001; Wagner Cook et al., 2012) or compensate for weaker cognitive abilities (Chu et al., 2014; Gillespie et al., 2014; Hostetter & Alibali, 2008).
2. Method

2.1. Participants

Thirty-two younger adults (16 women) between 21 and 30 years old \( (M_{\text{age}} = 24.31, SD = 2.91) \) and 32 older adults (16 women) between 64 and 73 years old \( (M_{\text{age}} = 67.69, SD = 2.43) \) participated in the study. All participants were native Dutch speakers with self-reported normal or corrected-to-normal vision and hearing and no known history of neurological impairment. Each participant was allocated to a same-age and same-sex pairing. The role of speaker or addressee was randomly assigned and kept constant across the entire experiment. Only the speaker data were analysed here. All participants in the role of speaker had minimally secondary school education, except for one older participant who only had primary school education. Participants were recruited from the participant pool of the Max Planck Institute for Psycholinguistics and received between €8 and €16 for their participation, depending on the duration of the session. The experiment was approved by the Ethics Commission for Behavioural Research from the Radboud University Nijmegen.

2.2. Materials

Six black-and-white comic strips from the series “Vater und Sohn” (by cartoonist e.o. plauen, for an example see appendix A) were used to elicit narratives. Each strip consisted of a self-contained story, which centred on the activities of a father and a son. Half of the strips consisted of four frames, the other half of six frames. The strips did not contain any writing but consisted of black and white drawings only and were not known to the participants beforehand. Four experimental lists determined the order in which the different strips were presented. Initially, we created two orders of presentation for the six stories, one being the reverse of the other. In doing this, we alternated between four- and six-frame stories. In a second step, we assigned the condition in which the stories occurred. For each story, either the first or the second half (corresponding to two or three frames, depending on story length) could be presented in common ground. We alternated between which half of each story would be presented in common ground (e.g. first story – first half, second story – second half, third story – first half, etc.). Counterbalancing the order of common ground presentation across lists ultimately resulted in four experimental lists. Each list was tested eight times, distributed evenly across age groups and sexes.

2.3. Procedure and common ground manipulation

Upon arrival, the speaker and the addressee were asked to sit in designated chairs at a table at 90° from each other. Two video cameras were set up on tripods at a small distance from the table, one of them getting a frontal view of the speaker, and the other one positioned such that it captured both speaker and addressee (see Figure 1 for stills from the two cameras). Sound was recorded with an additional microphone suspended from the ceiling over the table and connected to the speaker camera.

Participants were introduced to each other and received a description of the experiment. This and all subsequent instructions were given both in writing and verbally to ensure that all participants received and understood the information necessary to successfully participate in the experiment. Signed consent was acquired from all participants.

For the narration task, all participants completed one practice trial and six experimental trials, narrating a total of seven stories. At the beginning of each trial, both participants were presented with either the first or the second half of the comic strip and were instructed to look at it together for a limited amount of time without

![Figure 1. Example of the lateral (left panel) and frontal (right panel) views of the speaker in the experimental set-up. In this frame, the speaker refers to “a really big fish”, both in her speech and in her gesture.](image-url)
talking, with the aim to experimentally induce common ground about this part of the story. Hence, in each trial there was both CG and no-CG content. Subsequently, the drawings were removed and a screen was put up on the table between speaker and addressee. The speaker then received the full story to look at, with no time limit imposed. Once the speaker signalled that she had understood and memorised the story, drawings and screen were removed again and the speaker narrated the entire story to the addressee. She was instructed to narrate the full story, keeping in mind that the addressee had already seen part of it. Addressees were instructed to listen to the narrations and ask all clarification questions at the end. Then the screen was put back up and the addressee answered a question about the story in writing. Participants received no feedback about the accuracy of these answers so as to not influence speakers’ communicative behaviour. Depending on the pair, the task took about 20–30 min. After the experimental tasks were completed, the addressee was allowed to leave, while the speaker performed the cognitive tests.

### 2.4. Transcription and coding

#### 2.4.1. Speech coding

All recordings from the two cameras were synchronised and subsequently segmented into trials. Transcription of speech and annotation of gestures was done in Elan (Version 4.9.4, 2016; Wittenburg, Brugman, Russel, Klassmann, & Sloetjes, 2006). For all segments, the speaker’s initial narration, i.e. the first retelling of the full story without potential subsequent repetitions, was identified. All analyses reported here are based on these initial narrations only, discarding repetitions or clarifications elicited by the addressee following the initial narration. This is motivated by the fact that the focus of our study was the effect of our experimental manipulations on the speakers’ behaviour rather than the impact of speaker-addressee interaction (for a similar argument see Horton & Gerrig, 2005). Speech from the speaker was transcribed verbatim, including disfluencies such as filled pauses and word fragments. However, disfluencies were excluded from the word counts presented in the results section, as we were mainly interested in speech content and did not want potential age-related differences in the number of disfluencies to influence the word count (e.g. Mortensen, Meyer, & Humphreys, 2006). For this reason, we also distinguished between speech belonging to the narrative proper (i.e. relating to story content) and non-narrative speech such as statements about the task or comments relating to the speaker or the addressee (for this distinction see McNeill, 1992).

#### 2.4.2. Explicit references to common ground

Among the non-narrative speech, we identified explicit references to common ground, i.e. statements such as “this time we saw the first half together”. These explicit references to common ground give additional insight into whether participants were aware of the shared knowledge or not and will be reported separately in the results section.

#### 2.4.3. Narrative event coding

For the narrative event coding, we roughly followed the procedure described in Galati and Brennan (2010). We devised a narrative event script for each of the six stories, containing all elements that we deemed necessary in order to narrate the story accurately and fully (for an example see appendix B). For the largest part, these were observable events that advanced the plot, with the exception of a few inferences on the intentions of the stories’ characters. One event roughly consisted of one “idea unit” (Butterworth, 1975) and frequently corresponded to one syntactic clause. We then checked these scripts against the actual narrations, including additional events in the script if they were included by a substantial number of participants across both age groups. On average, the 4-frame stories contained a total of 18.67 (SD = .6) events and the 6-frame stories contained a total of 27.67 events (SD = .6). Collapsed across both story types, each story contained 4.63 events per frame (SD = .11), with the actual number of events per frame ranging from 1 to 7.

In a subsequent step, we scored each participant’s narration based on these fixed scripts for whether the scripted event was contained in the narration or not (note that we only took into consideration the spoken part of the narrations here). In cases where only part of the event was included in the narration, the participant received half a score. A second coder blind to the experimental hypothesis coded 10% of the trials (N = 20). Interrater agreement on narrative event scoring was 94% overall.

#### 2.4.4. Gesture coding

For the gesture coding, we first identified all co-speech gestures produced by the speaker during narrative speech, disregarding non-gesture movements as well as gestures accompanying non-narrative speech. Our unit of analyses was the gestural stroke, i.e. the most effortful part of the gesture determined according to criteria established in previous co-speech gesture research (Kendon, 2004; Kita, van Gijn, & van der Hulst, 1998; McNeill, 1992). We then categorised these strokes as representational and non-representational gestures (see
Alibali et al., 2001). For our purposes, representational gestures include iconic gestures, which iconically depict shape or size of concrete referents or represent physical movements or actions;\(^4\) metaphoric gestures, which resemble iconic gestures but relate to speech in a metaphorical manner (e.g. a rotating movement of the hand to indicate the passing of time); and pointing gestures or deictics, i.e. finger points to a specific location in imaginary space, e.g. that of a story character (McNeill, 1992).

All other gestures were considered non-representational and include what are frequently called beat gestures, i.e. biphasic movements of the hand, for example to add emphasis, as well as pragmatic gestures (Kendon, 2004), i.e. gestures which have pragmatic functions, for example to convey information about how an utterance should be interpreted, or relating to managing the interaction more generally (Bavelas, Chovil, Lawrie, & Wade, 1992, 1995).

A second coder blind to the experimental hypotheses coded 10% of the trials for stroke identification, and another 10% of the trials for gesture categorisation. Inter-rater agreement on stroke identification, based on stroke onsets and offsets, was 92.3%. Inter-rater agreement on gesture categorisation was 97.9%, Cohen’s Kappa = .95.

### 2.4.5. Gesture rates

As we were mainly interested in the semantic content of the narratives and the accompanying gestures, in our analyses we focus exclusively on the representational gestures (i.e. iconic, metaphoric, and abstract deictic gestures). In addition to reporting the raw representational gesture frequency as a descriptive measure, we used two different measures of gesture production in relation to speech in our main analyses.

#### 2.4.5.1. Representational gesture rate (gestures per 100 words)

We computed a gesture rate per 100 words (see above for criteria on word count) by dividing the number of gestures by the number of words a given participant produced for each condition within each trial separately and multiplied this by 100.

#### 2.4.5.2. Percentage of multimodal events

We computed a percentage of multimodal events for each participant by dividing the number of narrative events accompanied by a gesture by the total number of narrative events per condition within each trial and multiplied this by 100.

In appendix C, we additionally report the analyses of gesture frequencies in order to be able to draw direct comparisons between our study and previous studies on gesticulation in older adults (Cohen & Borsoi, 1996; Feyereisen & Havard, 1999; Theocharopoulou et al., 2015), as well as the analyses of gesture rate per narrative event, as used e.g. by Galati and Brennan (2014).

### 2.4.6. Addressee feedback

As stated in the introduction, gesture production has been found to be sensitive to addressee feedback (e.g. Holler & Wilkin, 2011; Jacobs & Garnham, 2007; Kuhlen et al., 2012). In order to ensure that any potential difference in gesture production between younger and older adults would not be due to systematic differences in addressee behaviour, we coded the addressees’ verbal (backchannels, questions, other verbal remarks) and non-verbal feedback (head movements, manual gestures) for two of the six stories. An analysis of this addressee behaviour is reported in the results section.

### 2.5. Cognitive measures

Participants performed the Operation Span Task (Ospan) as a measure of verbal WM, the Corsi Block Task (CBT) as a measure of visuo-sequential WM, the Visual Patterns Test (VPT) as a measure of visuo-spatial WM, the Trail Making Test (TMT) as a measure of executive function, and the animal naming task to assess semantic fluency. Detailed descriptions of these cognitive tasks, how they were administered, and how the scores were computed can be found in appendix D.

### 2.6. Statistical methods

To investigate the influence of age and the common ground manipulation on the main speech- and gesture-based measures (word and narrative event count, gesture rate and percentage of multimodal events), as well as on explicit reference to common ground and addressee feedback, we fitted linear mixed-effect models in R version 3.2.1 (R Development Core Team, 2015), using the package lme4 (Bates, Maechler, & Bolker, 2017). We only report best-fitting models established via likelihood ratio tests for model comparisons, eliminating all non-significant predictors in the model comparison process. All the models reported contain random intercepts for participants and items (story), as well as by-participant random slopes for the common ground manipulation unless explicitly stated otherwise. Reported \(p\)-values were obtained via the package lmerTest (Kuznetsova, Brockhoff, & Bojesen Christensen, 2016). The function lsmeans from the package emmeans (Lenth, 2018) was used to test linear contrasts among predictors for the individual models.

To investigate the influence of cognitive abilities on our main dependent measures, and to test whether
potential age-related differences in verbal and gestural behaviour could be attributed to age-related differences in cognitive abilities, we applied the same basic procedure as described above. We built on the best-fitting models established in the previous analyses and created separate models for each cognitive predictor. As the analyses were exploratory, we performed a backwards-model-stripping procedure, starting out with a full model including the cognitive predictor of interest, age, and the common ground manipulation, as well as all their interaction terms, eliminating non-significant interactions and predictors in the model comparison process.

3. Results

3.1. Gesture frequency and gesture types per age group

Younger adults produced 849 gestures accompanying narrative speech, out of which 542 were iconic gestures (63.84%), 7 metaphoric gestures (0.82%), 104 deictic gestures (12.25%), and 196 non-representational gestures (23.09%). Older adults produced 673 gestures accompanying narrative speech, out of which 479 were iconic gestures (71.17%), 13 metaphoric gestures (1.93%), 60 deictic gestures (8.92%), and 121 non-representational gestures (17.98%). Note again that only representational gestures were included to compute the dependent measures gesture frequency, gesture rate, and percentage of multimodal events reported in the following sections.

3.2. Effects of age and common ground on speech and co-speech gesture

Mean values and standard deviations for the various dependent measures by age group and condition are listed in Table 1. The distribution of observations for word count, narrative event count, gesture rate, and percentage of multimodal events is displayed in Figure 2.

3.2.1. Words and narrative events

As described in Section 2.6, we fitted linear mixed effects models to evaluate the effects of age and common ground manipulation, as well as their interaction, on word count and narrative event production. The models are summarised in Table 2.

In order to obtain the simple main effects of the two predictors we compared nested models to the omnibus models via likelihood ratio tests, excluding only the predictor variable of interest, one at a time, but keeping the respective other predictor as well as the interaction term. There was no main effect for age, such that younger and older adults did not differ in the overall number of words and narrative events they produced (both $p's > .05$). There was an effect of common ground manipulation, significant for word count ($\chi^2(1) = 15.88$, $p < .001$) but not for narrative event count ($\chi^2(1) = 3.59$, $p = .06$), such that participants produced fewer words in the CG as opposed to the no-CG condition. However, this effect was modulated by age, as there were significant interactions between age group and common ground manipulation.

Individual contrasts revealed that only younger adults produced significantly more words and narrative events in the no-CG as opposed to the CG condition ($\beta = 20.47$, $SE = 3.65$, $t(34.13) = 5.60$, $p < .0001$ and $\beta = 1.17$, $SE = .43$, $t(34.10) = 2.75$, $p = .01$ respectively), whereas this difference was not significant for older adults (both $p's > .05$). Younger adults did not differ from older adults in the number of words and narrative events produced in the CG and no-CG conditions (all $p's > .05$).

To summarise, younger and older adults did not differ in the overall number of words and narrative events they produced. However, a significant effect of our common ground manipulation was only present in the younger adults, i.e. they used more words and more narrative events when talking about novel as opposed to shared story content.

3.2.2. Representational gesture rate and percentage of multimodal events

As for the speech-based measures, we fitted linear mixed effects models to evaluate the impact of age and common ground manipulation on gesture rate per 100 words and percentage of multimodal events. Note that

**Table 1.** Means (and SD) for the speech- and gesture-based dependent measures for each age group and condition.

<table>
<thead>
<tr>
<th></th>
<th>Younger CG</th>
<th>Younger No-CG</th>
<th>Older CG</th>
<th>Older No-CG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of words</td>
<td>44.63 (21.35)</td>
<td>65.09 (19.93)</td>
<td>52.39 (12.45)</td>
<td>54.59 (12.47)</td>
</tr>
<tr>
<td>No. of narrative events</td>
<td>4.58 (2.07)</td>
<td>5.75 (1.07)</td>
<td>5.37 (1.94)</td>
<td>5.35 (1.1)</td>
</tr>
<tr>
<td>Gesture rate</td>
<td>2.02 (1.39)</td>
<td>4.78 (2.39)</td>
<td>3.01 (2.09)</td>
<td>2.74 (2.18)</td>
</tr>
<tr>
<td>% Multimodal events</td>
<td>34.57 (21.56)</td>
<td>54.63 (19.95)</td>
<td>39.59 (24.13)</td>
<td>31.56 (23.64)</td>
</tr>
</tbody>
</table>

Note: CG = common ground condition; no-CG = no common ground condition.
we did not include a by-participant random slope in the models predicting gesture rate, as this yielded a perfect correlation for the random effects. The final models are summarised in Table 3.

Again, we used likelihood ratio tests to compare nested models in order to obtain the simple main effects of age and common ground manipulation. This yielded no main effects for age or common ground manipulation for both measures (all *p*'s > .05). However, the model summaries (Table 3) show that for the reference group of the younger adults, the effect of common ground was significant, such that participants gestured at a higher rate and produced more multimodal events in the no-CG as opposed to the CG condition. This effect was modulated by age, as the significant interactions between age group and common ground manipulation show.

Individual contrasts confirmed that younger adults gestured at a significantly higher rate in the no-CG as opposed to the CG condition (*β* = 1.86, *SE* = .54, *t*(343.70) = 3.46, *p* = .0006), whereas older adults showed the reverse trend (*β* = −1.04, *SE* = .54, *t*(342.69) = −1.96, *p* = .051). Younger adults also produced significantly more multimodal events in the no-CG as compared to the CG condition (*β* = 20.06, *SE* = 3.58, *t*(33.86) = 5.61, *p* < .0001), whereas older adults showed the reverse pattern (*β* = −8.18, *SE* = 3.59, *t*(34.36) = 2.28, *p* = .029). Contrasts further revealed that younger and older

<table>
<thead>
<tr>
<th></th>
<th>Words</th>
<th>Narrative events</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β</td>
<td>SE</td>
<td>t</td>
</tr>
<tr>
<td>Intercept</td>
<td>44.63</td>
<td>5.37</td>
<td>8.31</td>
</tr>
<tr>
<td>Age group&lt;sub&gt;old&lt;/sub&gt;</td>
<td>7.76</td>
<td>6.03</td>
<td>1.29</td>
</tr>
<tr>
<td>Condition&lt;sub&gt;no-CG&lt;/sub&gt;</td>
<td>20.47</td>
<td>3.57</td>
<td>5.79</td>
</tr>
<tr>
<td>Age group&lt;sub&gt;old&lt;/sub&gt; : Condition&lt;sub&gt;no-CG&lt;/sub&gt;</td>
<td>−18.26</td>
<td>5.00</td>
<td>−3.65</td>
</tr>
</tbody>
</table>

<sub>CG = common ground; no-CG = no common ground. Both models contain random intercepts for participants and items and by-participant random slopes for the common ground manipulation.</sub>

Figure 2. Distribution for the speech- and gesture-based dependent measures summarised by age group and condition (boxplots display six [story] * two [condition manipulation] data points per participant). The black line represents the median; the two hinges represent the 1st and 3rd quartile; the whiskers capture the largest and smallest observation but extend no further than 1.5 * IQR (data points outside 1.5 * IQR are represented by dots).
adults did not differ in the rate at which they gestured and in the percentage of multimodal events in the CG condition (both p’s > .05). However, there was an age-related difference in the no-CG condition that approached significance for gesture rate ($\beta = 2.86, SE = 1.43, t(38.28) = 1.97, p = .053$) and was significant for percentage of multimodal events ($\beta = 22.99, SE = 7.75, t(32.95) = 2.97, p = .006$). That is, younger adults tended towards gesturing at a higher rate and produced a larger percentage of multimodal events than older adults in the no-CG condition.

To summarise, older and younger adults did not differ in their gesture rate and the percentage of multimodal events overall. However, we found different effects of our common ground manipulation for younger vs. older adults. While younger adults gestured at a higher rate and produced more multimodal events when narrating novel as opposed to known story content for their addressee, the opposite was the case for the older adults.

### 3.2.3. Explicit reference to common ground and addressee feedback

In addition to the main analyses reported above, we explored the influence of age and common ground manipulation on the frequency of speakers’ explicit references to common ground, and on the frequency of addressee feedback. Explicit references to common ground can serve as an additional indicator of whether speakers were aware of their addressees’ knowledge state. Controlling for addressee feedback is necessary in order to preclude the possibility that younger and older speakers’ verbal and gestural behaviour differs due to differences in addressee behaviour. We fitted linear mixed effect models as described in Section 2.6. Note that we did not include by-participant random slopes in the models, as this yielded a perfect correlation for the random effects. Full model summaries are provided in appendix E.

#### 3.2.3.1. Explicit reference to common ground

Per story, younger adults made on average .72 explicit references to common ground in the CG condition ($SD = .59$) and .03 ($SD = .09$) in the no-CG condition. Older adults made on average .11 explicit references in the CG condition ($SD = .23$) and zero in the no-CG condition per story. With age group = young and common ground condition = CG mapped onto the intercept, the best fitting model contained effects for age ($\beta = -.41, SE = .1, t(50.8) = -3.87, p < .001$), common ground condition ($\beta = -.67, SE = .07, t(352) = -.98, p < .001$), as well as the significant interaction term ($\beta = .51, SE = .1, t(352) = 5.33, p < .001$). Likelihood ratio tests showed that there was no overall main effect for age ($\chi^2(1) = 2.52, p = .11$), but only for common ground condition ($\chi^2(1) = 66.95, p < .001$). Thus, the two age groups did not differ significantly from each other in the overall number of explicit references to common ground they made. However, in the CG condition, younger adults produced significantly more explicit references than older adults. Hence, younger adults provided stronger indications of their awareness of the addressee’s knowledge state than older adults.

#### 3.2.3.2. Addressee feedback

We divided the amount of addressee feedback by the number of words per narration to account for differences in narration length. Both younger and older addressees produced numerically more feedback in the CG condition ($M_{young} = .07, SD = .04; M_{old} = .06, SD = .04$) than in the no-CG condition ($M_{young} = .05, SD = .03; M_{old} = .04, SD = .03$). The best fitting model contained a significant main effect for the common ground condition ($\beta = -.02, SE = .006, t(93.52) = -2.96, p = .004$), confirming the significance of this difference. The main effect for age approached significance ($\beta = -.02, SE = .009, t(31.01) = -1.99, p = .06$) such that older adults produced marginally less feedback overall than younger adults. Importantly, the interaction term of age and common ground condition did not improve the model fit, indicating that there was no systematic difference in the amount of feedback that younger and older addressees gave based on common ground condition. Hence, the observed age-related differences in common ground-based adaptation of speech and gesture reported above are unlikely to be due to differences in addressee feedback.
3.2.3.3. Effects of addressee feedback on verbal and gestural behaviour. We followed this analysis up by entering addressee feedback as a predictor into the previously reported models on word and narrative event count, gesture rate, and percentage of multimodal events, drawing on the subset of data for which feedback was coded. This was done in order to test whether accounting for feedback would modulate the effect of common ground for the younger adults that we established in the main analyses. We found that including feedback did not improve the models predicting word count or percentage of multimodal events. For narrative event count, there was no effect of the common ground manipulation in this subset, but addressee feedback had a significant effect such that more feedback predicted a reduction in narrative events ($\beta = -9.91$, $SE = 4.32$, $t(119.58) = -2.29$, $p = .02$). This effect appears to be driven more by the younger than by the older adults, but the interaction was not statistically significant. Finally, for gesture rate, feedback had a significant effect ($\beta = 36.16$, $SE = 9.9$, $t(113.41) = 3.65$, $p < .001$) such that more feedback predicted a higher gesture rate. However, crucially for our study, the effect of feedback did not influence the effect of common ground or its interaction with age. Overall then, taking addressee feedback into consideration did not eliminate the effect of the common ground manipulation observed in the speech- and gesture-based measures.

3.3. Effects of cognitive abilities on verbal recipient design and co-speech gesture

As we were also interested in the influence of cognitive abilities on verbal recipient design and on gesture production, we next turned to these factors. Particularly, we wanted to test whether the age-related differences in verbal and gestural behaviour could be attributed to age-related differences in cognitive functioning. As a group, younger adults significantly outperformed older adults on all cognitive tests with the exception of the semantic fluency task, see Table 4. For subsequent analyses, we standardised each task’s scores by z-scoring. Correlations between cognitive predictors and dependent measures are reported in the supplementary materials, appendix F.

3.3.1. Words and narrative events

First, we tested our hypothesis that verbal WM and executive control influence verbal recipient design, by including these cognitive variables in the models predicting the number of words and narrative events produced per narration. We fitted linear mixed effects models, applying a backwards model-stripping procedure as described in Section 2.6. Both cognitive measures did not significantly improve the models fit for word and narrative event count, either as main effects or in interaction with age and common ground.

3.3.2. Representational gesture rate and percentage of multimodal events

Next, we tested the hypothesis that lower visuo-spatial or visuo-sequential WM, verbal WM, or semantic fluency are associated with an increase in gesticulation, and whether this affects the two age groups differently, by including these cognitive variables in the models predicting gesture rate and percentage of multimodal events. As for the previous analysis, none of the cognitive measures significantly contributed to models predicting either of the two gesture-based measures.

To summarise, we could not find any evidence that the observed age-related differences in cognitive abilities were predictive of the age-related differences in verbal and gestural behaviour as reported in Section 3.1. Furthermore, individual differences in cognitive abilities also could not predict verbal or gestural behaviour more generally, regardless of age group or common ground condition.

3.4. Summary of results

Overall, there were no age-related differences in how much participants spoke and gestured. However, in the presence of common ground, only younger adults used fewer words, fewer narrative events, gestured at a lower rate, and produced fewer multimodal events as compared to when there was no common ground. Older adults, on the other hand, did not adopt their

Table 4. Mean scores (and SD) per age group on cognitive tests, plus statistical comparisons (independent t-tests and Mann-Whitney tests where appropriate).

<table>
<thead>
<tr>
<th>Task</th>
<th>Younger</th>
<th>Older</th>
<th>Test statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Verbal WM (Operation span task)</td>
<td>44.06 (8.39)</td>
<td>34.73 (8.92)</td>
<td>t(28.5) = 2.99**</td>
</tr>
<tr>
<td>Semantic Fluency (Animal naming test)</td>
<td>31.5 (9.4)</td>
<td>27.5 (5.99)</td>
<td>t(25.465) = 1.35</td>
</tr>
<tr>
<td>Inhibitory control (Trail Making Test, TMT)</td>
<td>14.5 (27)</td>
<td>21.5 (62)</td>
<td>W = 65.5*</td>
</tr>
<tr>
<td>Visuo-spatial WM (Visual Patterns Test, VPT)</td>
<td>13 (4)</td>
<td>10 (8)</td>
<td>W = 187.5***</td>
</tr>
<tr>
<td>Visuo-sequential WM (Corsi Block Task, CBT)</td>
<td>54 (42)</td>
<td>37.5 (34)</td>
<td>W = 215***</td>
</tr>
</tbody>
</table>

**p < .01, **p < .05, *p < .05.

*Owing to the non-normality of the data, the figures represent Median (and Range).

*Note that smaller numbers indicate better performance on this task.
speech to common ground. Also, they gestured less in relation to speech when there was no common ground as compared to when there was common ground. Additionally, in spite of the absence of a general effect of age on gesticulation, in the no common ground condition, older adults produced fewer multimodal events than younger adults.

Furthermore, younger adults made more explicit references to common ground than older adults in the CG condition, overtly indicating their awareness of the mutually shared knowledge.

Crucially there were no age-related differences in the amount of addressee feedback, making this an unlikely explanation for differences in verbal and gestural behaviour between the two age groups. Additionally, we found that more addressee feedback was predictive of a reduction in narrative events and an increase in gesture rate, regardless of age and common ground.

Finally, although we found significant age-related differences in cognitive abilities, these did not explain the age-related differences in verbal and gestural adaptation to the common ground manipulation.

4. Discussion

The present study provides a first insight into how younger and older adults adapt their speech and co-speech gestures to an addressee’s knowledge state when narrating short stories, and whether this verbal and gestural behaviour is affected by cognitive abilities. We found that younger and older adults did not differ in the number of words and narrative events they used, or in their representational gesture rate and percentage of multimodal utterances overall. However, adaptations of both speech and co-speech gestures based on mutually shared knowledge between speaker and addressee occurred only in the younger, but not in the older adults. Age-related differences in cognitive abilities did not predict these differences in behaviour, nor did addressee feedback behaviour modulate the observed effects. The individual results will be discussed in more detail below.

4.1. Effects of age and common ground on verbal recipient design

Overall, there were no age-related differences in the number of words and narrative events produced per narration. This suggests that younger and older adults were able to remember and reproduce approximately the same amount of information.

Crucially, with respect to our hypotheses concerning the adaptation to mutually shared knowledge, we found that younger adults showed a stronger effect of common ground on speech than older adults. That is, younger adults used fewer words and narrative events to narrate known story content compared to novel content. This is in line with previous findings for younger adults in similar narration tasks (e.g. Galati & Brennan, 2010; Holler & Wilkin, 2009). It shows that the more knowledge speakers assume to be mutually shared, the less verbal information is conveyed. The fact that younger adults frequently referred to common ground explicitly when relating familiar content, e.g. by stating “you’ve already seen the first half so I’ll go through it quickly” similarly shows that they were aware of their addressee’s knowledge state.

Furthermore, we found indications that younger adults were not only aware of the addressee’s knowledge state as a function of the common ground manipulation, but that they were also sensitive to the addressees’ verbal and visual backchannel signals. In the present study, addressees provided more backchannel signals in the presence of shared knowledge, which in turn predicted a decrease in narrative events. Note that previous research, for example Galati and Brennan (2014), found shared knowledge to be associated with a reduction in addressee feedback. However, in their task, addressees listened to the retelling of the same story twice, which may have caused the addressee to be less involved and less responsive during the second retelling. In the present task, on the other hand, common ground was manipulated within each story, and even though the addressee had seen part of the story already (thus constituting common ground), they had not spoken about it or heard the speaker narrate the content previously. The purpose of the increased feedback during common ground content may have been to actively indicate to the speaker that the addressee recognised the content and to affirm that it was mutually shared. This additional finding highlights the important influence of the addressee’s behaviour on the speaker’s language use (Bavelas, Coates, & Johnson, 2000).

In contrast to the younger adults, older adults hardly differed in the number of words and narrative events they used to talk about known versus novel story content. Also, they made fewer explicit references to common ground in the CG condition than the younger adults, meaning they were less likely to verbally mark mutually shared knowledge for their addressee. We had expected this effect of age on verbal recipient design based on earlier studies showing that older adults are less good at establishing conversational common ground than younger adults (Horton & Spieler, 2007; Hupet et al., 1993; Lysander & Horton, 2012). In principle, two kinds of explanations for these
behavioural differences are conceivable: Older adults may not be able to engage in common ground-related recipient design as we induced it here due to age-related cognitive limitations, but they may also respond differently to the communicative situation than younger adults due to other factors. We explore both options in the following paragraphs.

Based on previous research (e.g. Healey & Grossman, 2016; Horton & Spieler, 2007; Hupet et al., 1993; Long et al., 2018; Wardlow, 2013), we had hypothesised that verbal WM and executive control influence the ability to engage in recipient design. Deficits in verbal WM may limit the extent to which speakers can focus their resources on considering which information is or is not mutually shared when designing their utterances, and on adapting the utterances accordingly. Deficits in executive control may be related to difficulties in inhibiting the speaker’s own, egocentric perspective or suppressing irrelevant information, both of which are necessary for recipient design to occur (Brennan et al., 2010; Keysar et al., 1998). As older adults in the present study had significantly lower verbal WM and executive control than younger adults, this might have contributed to their lack of verbal addressee-based adaptations. However, we could find no support for this hypothesis, as neither of the two cognitive abilities could predict differences in verbal behaviour. Of course, the small sample size employed in the present study limits our ability to interpret this absence of an effect. Additionally, it is possible that the particular tasks that we used to assess verbal WM and executive control do not tap into the actual processes involved in verbal recipient design.

Nevertheless, as we found no support for the cognitive account, it is necessary to consider alternative explanations for the older adults’ behaviour. Previous research suggests that age-related differences in communicative behaviour may also be related to differences in social or pragmatic goals (e.g. Adams, Smith, Pasupathi, & Vitolo, 2002; Horton & Spieler, 2007; James, Burke, Austin, & Hulme, 1998). For example, older adults may have had the primary goal of narrating the story “well”, therefore giving equal weight to both known and unknown story content in their narrations, whereas younger adults may have focused primarily on being concise and providing information that the addressee did not yet have (see e.g. James et al., 1998, who found that older adults are judged to be better at story telling than younger adults). Another possibility is that older adults may have wished to demonstrate that they remembered all parts of the story well and thus could perform well on the story telling task in general, as beliefs about age-related memory decline are widespread, also among older adults (e.g. Lineweaver & Hertzog, 1998). This desire may have overruled any common ground-based adaptations of their speech. Finally, the fact that older speakers always narrated the stories for older addressees may also have influenced their verbal behaviour. Potentially, older speakers may have thought that their addressees could not remember all of the mutually shared content due to memory limitations and therefore refrained from reducing verbal content in the CG condition. Previous research shows that older adults adapt their verbal utterances based on addressee characteristics such as age (Adams et al., 2002; Keller-Cohen, 2015) or mental retardation (Gould & Shaleen, 1999). Future research could address this possibility by testing mixed age pairs in order to see whether older speakers adapt their speech differently for younger addressees (and younger speakers differently for older addressees).

4.2. Effects of age and common ground on multimodal recipient design

As in verbal recipient design, younger and older adults also differed in how they adapted their representational gesture use to their addressee’s knowledge state. Younger adults gestured at a higher rate and produced more multimodal utterances when communicating novel as opposed to mutually shared content, similar to the findings by Jacobs and Garnham (2007) (but see Holler & Bavelas, 2017, for a summary of the range of different effects common ground can have on gesture). This reduction in multimodal information appears to be a direct effect of speakers adapting to the speakers knowledge state, providing the addressee with a comprehensive verbal and visual representation of the novel part of the story, and a verbally and especially visually reduced representation when talking about familiar content. It is additionally interesting to note that even though the CG condition was associated with an increased amount of addressee feedback, which in turn predicted an increase in gesture rate, this did not eliminate the effect of common ground on gesture rate. Taken together, these findings illustrate that younger adults could flexibly adapt not only their speech, but also their gestures to the communicative requirements of the situation (Kendon, 1985, 2004).

For older adults, we observed a pattern opposite to that of the younger adults: They tended to gesture at a lower rate and produced fewer multimodal events when talking about novel content, both compared to their own production for shared content and compared to younger adults’ production for novel content. We had expected that older adults would show a smaller common ground effect on gesture production than
Despite the age-related difference in how speakers adapted multimodally to common ground, younger adults, based on our predictions for verbal audience design and on the hypothesis that speech and gesture function as one integrated system (Kita & Özyürek, 2003; McNeill, 1992). Therefore, it is surprising that we found common ground to influence older adults’ gesture production in this opposite direction, also considering the absence of an effect on their speech. One possible explanation for this finding is that relating novel story content required more cognitive effort than relating mutually shared content. Older adults may have been aware that they should provide more information, yet failed to do so verbally, potentially due to memory limitations. This presumed increase in cognitive load associated with the novel content condition may have led to a reduction in multimodal events, as gestures produced primarily for the benefit of an addressee may actually be cognitively costly to the speaker (Mol, Krahmer, Maes, & Swerts, 2009). However, this speculation rests on the assumptions that the gestures produced during this narrative task were primarily intended to illustrate the story for the addressee, and that older adults failed to engage in verbal recipient design due to cognitive limitations, which we could not find evidence for (but due to our sample size, this needs to be followed up with future research, see previous section).

The present study shows that younger and older adults differ in how they adapt speech and gestures to the common ground shared with an addressee. Ultimately, it seems likely this behaviour is determined by a combination of cognitive and social or pragmatic factors (see also Horton & Spieler, 2007). Based on the design of the present study, however, we cannot tease the individual contributions of these two factors apart. First of all, our ability to interpret the absence of cognitive effects is limited by the sample used in our study. Additionally, it might be that the cognitive tests we used did not capture the abilities that are involved in recipient design. Also, in this study, we did not assess what the speakers’ goals and intentions were, and whether there were systematic differences between younger and older adults with respect to this. Thus, while the present study provides clear evidence of age-related differences in multimodal recipient design, we currently can only provide some preliminary ideas on what causes these. Future studies are needed which include larger samples and a broader range of interactive tasks and measures.

4.3. General effects of age and cognitive abilities on gesticulation

Despite the age-related difference in how speakers adapted multimodally to common ground, younger and older adults did not differ in terms of representational gesture rate or the percentage of multimodal narrative events they produced overall. The analyses of gesture frequency and gesture rate per narrative event yielded identical results (see appendix C). Thus, our results are not in line with the earlier finding that older adults gesture less than younger adults overall (Cohen & Borsoi, 1996; Feyereisen & Havard, 1999; Theocharopoulou et al., 2015). We would like to propose that the difference in findings is due to the communicative paradigm we employed. Whereas participants in the previous studies on gesture production in ageing either had no addressee at all or an experimenter-addressee, in the present study we used co-present, non-confederate addressees. Previous research with younger adults indicates that the presence of a visible, attentive addressee increases the relative frequency of representational gestures (e.g. Jacobs & Garnham, 2007; Kuhlen et al., 2012). In the current study, older and younger addressees differed only marginally with respect to the amount of feedback they gave, and in both age groups, an increase in addressee feedback was predictive of an increase in gesture rate. Certainly, this should be considered gestural recipient design (as has been argued for effects of addressee feedback on gesture form, Holler & Wilkin, 2011), albeit not the kind of common ground-based recipient design that we intended to investigate through our experimental manipulation.

As younger and older adults did not differ in how much they gestured in relation to speech, there was also no support for the hypothesis that older adults produce more gestures than younger adults in order to compensate for their relative deficit in cognitive abilities, based on accounts of gestures being cognitively beneficial (Chu et al., 2014; Gillespie et al., 2014; Goldin-Meadow et al., 2001; Hostetter & Alibali, 2008; Wagner Cook et al., 2012). Additionally, we found no associations between verbal WM, visuo-sequential WM, or semantic fluency and gesticulation as we assessed them. The field would benefit from a broader investigation of the relationship between cognitive abilities and gesticulation in older adults, using a wider range of gesture elicitation tasks and of cognitive measures (as well as the large sample required for investigating individual differences), similar to previous work with younger adults (Chu et al., 2014; Gillespie et al., 2014).

Nevertheless, the fact that in the absence of shared knowledge, older adults gestured less than younger adults might be an indication that older adults reduce their gesture production in contexts that induce a higher cognitive load. Future work is needed to test this possibility.
5. Conclusion

The present study offers a first glimpse of how ageing affects multimodal recipient design in the context of common ground. In an interactive setting, older adults spoke as much and gestured as frequently in relation to speech as younger adults, and were similarly sensitive to addressee feedback on the whole. However, only younger adults adapted both their speech and gesture use for their addressee based on the mutually shared knowledge established at the outset of the interaction, such that they provided relatively less multimodal information when there was shared knowledge, and relatively more multimodal information when there was not. Older adults did not adapt their speech based on the addressee’s knowledge state and conveyed less, rather than more, multimodal information in the absence of shared knowledge.

If we take younger adults’ behaviour in this task as the baseline against which to compare the older adults, we must conclude that older adults failed to engage in successful common ground-based recipient design. That is, while younger adults flexibly adapted both their speech and their gestures to the communicative requirements of the situation, older adults appeared less flexible in the way they drew on their different communicative modalities. We attribute these behavioural differences at least in part to age-related changes in social or pragmatic goals, as they were not reliably predicted by the significant age-related differences in cognitive abilities. Yet, we acknowledge our limited sample size and do not want to exclude the possibility of a cognitive explanation for some findings, such as that older adults produced fewer multimodal events in the absence of shared knowledge.

Our findings raise the question of whether the age-related differences in verbal and gestural patterns found here persist in other types of communicative tasks where common ground builds up incrementally, and whether they have an impact on how older adults are comprehended by others, both young and old.

Notes
1. With the exception of Lysander and Horton (2012), who take eye-gaze into consideration.
2. Note, however, that the proportional relation of speech and gesture, expressed in measures of relative frequency, such as gesture rate (e.g. the number of gestures per 100 words), may vary considerably, depending on whether the two modalities are reduced to the same extent, or whether the reduction in one modality is stronger than in the other; for a detailed discussion of this issue see Holler & Bavelas, 2017.
3. Note that the questions did not target common ground vs. no common ground information systematically and can therefore unfortunately not give any insights into the addressee’s information uptake as based on the speaker’s narration.
4. “Re-enactments”, i.e. movements of the body that represented specific actions of the stories’ characters, were also coded as iconic gestures, even if they did not include manual movements.
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