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Key Points:

• We apply kinetic quasilinear theory to firehose saturation using a full-f approach.
• We compare with moment-kinetic approach and hybrid-kinetic simulations.
• The employed full-f approach gives good results as long as initial firehose growth is not too strong.
Abstract

A classic example for the application of quasilinear theory to electromagnetic wave-particle interactions, the saturation of the parallel proton firehose instability, is usually considered in the long-wavelength approximation although for $\beta_{\parallel,p} \lesssim 25$ this instability is dominated by anomalous cyclotron resonance which invalidates a macroscopic treatment [Gary et al., 1998]. To relax the long-wavelength approximation, Seough et al. [2015] solved the microscopic weak turbulence kinetic equation to model the temperature anisotropy reduction of the firehose also in the resonant regime. However, the employed moment-kinetic approach assumes the preservation of the initially bi-Maxwellian shape of the underlying proton velocity distribution throughout the saturation process, leading to poor results for low $\beta_{\parallel,p}$. In this work, we lift the limitations of the moment-kinetic approach and demonstrate that allowing for distribution deformation due to anomalous cyclotron- resonate scattering greatly improves the predictions of the kinetic quasilinear model except for cases of very strong firehose growth. We conclude that quasilinear theory can be a valid model for studying the parallel firehose saturation even in the strongly cyclotron-anisotropic regime as long as the initial temperature anisotropy is not too large.

1 Introduction

Due to its low collisionality, the solar wind medium can easily develop and maintain significant temperature anisotropies, providing a source of free energy which may drive various kinetic instabilities. From spacecraft measurements, it has long been known that the temperature anisotropies observed in the solar wind are clearly constrained to a certain parameter space whose bounds are identified as signatures of active instabilities [Gary et al., 2001; Kasper et al., 2002; Bale et al., 2009]. As soon as the anisotropy of the plasma locally exceeds a certain threshold, an instability is excited which will act to isotropize the plasma, hence preventing the temperature from becoming even more anisotropic and keeping the plasma at a marginally stable state.

For anisotropies $T_{\perp,p} > T_{\parallel,p}$, the proposed instability mechanisms are the electromagnetic ion cyclotron (EMIC) instability, which is propagating parallel to the background magnetic field with finite frequency, and the mirror instability which is purely growing and has $k_{\perp} \neq 0$ (see, e.g., Sagdeev and Shafranov [1961]; Gary and Lee [1994]; Southwood and Kivelson [1993] and references therein). The opposite anisotropy, $T_{\parallel,p} > T_{\perp,p}$, can drive the parallel proton firehose instability (PFHI) which has finite frequency, and the oblique firehose (OFHI) which – similar to the mirror instability – is non-propagating and only grows for $\theta > 0^\circ$ (see, e.g., Quest and Shapiro [1996]; Gary et al. [1998]; Hellinger and Matsumoto [2000] and references therein).

Marginal stability conditions of these instabilities have been derived from linear kinetic theory and have been used to fit the bounds of the observed proton temperature anisotropies in the solar wind [Hellinger et al., 2006]. For $\beta_{\parallel,p} \gg 1$, a good match is found with the firehose and the mirror thresholds in the fluid approximation. The agreement with the fluid threshold even improves when also accounting for electron and minor ion temperature anisotropies [Chen et al., 2016]. However, for $\beta_{\parallel,p} \sim O(1)$, the observed anisotropy bounds in the $T_{\perp,p} > T_{\parallel,p}$ regime do not match the linear predictions for the two firehose modes. Moreover, for $\beta_{\parallel,p} \gtrsim 2$ the anisotropy boundary roughly follows the oblique firehose threshold although the PFHI is more easily excited when $\beta_{\parallel,p} < 10$. Similarly, in the $T_{\perp,p} > T_{\parallel,p}$ regime, the anisotropies seem to follow the mirror instability threshold although the EMIC instability should be active at significantly lower anisotropies.

Understanding the apparent failure of the parallel propagating instabilities, EMIC and PFHI, to constrain proton temperature anisotropies in the solar wind, poses a challenge which still requires further investigation. Several solutions have been suggested to resolve this issue, such as the inclusion of electron temperature anisotropies [Michno et al., 2014; Shaaban et al., 2017] or minor ion anisotropies [Matteini et al., 2012]. Yoon et al.
[2014] gives a concise review of possible explanations and puts forth another approach imposing a time-varying background magnetic field.

Isenberg et al. [2013] follows yet another path and argues that bi-Maxwellian distributions can never be stable with respect to cyclotron-resonant interactions. Thus, using bi-Maxwellian thresholds for the EMIC instability, which is strongly driven by cyclotron resonance, is misleading. Instead, the stable state is set by vanishing ion cyclotron resonant particle scattering, yielding a threshold which lies well above the mirror threshold, thus explaining the discrepancy in the solar wind data.

In line with the findings of Isenberg et al. [2013] for the EMIC instability, Astfalk and Jenko [2017] showed that in the low-\(\beta_{\parallel,p}\) regime, the saturation of the parallel proton firehose growth is mainly driven by anomalous cyclotron-resonant diffusion and not by macroscopic temperature anisotropy reduction. Hence, the argument of Isenberg et al. [2013] applies to the PFHI as well which may explain why the PFHI apparently does not constrain the proton temperature anisotropy in the low-\(\beta_{\parallel,p}\) regime in the solar wind. The purpose of this work is to further verify this claim and to shed more light on the temperature anisotropy reduction during the PFHI saturation.

In kinetic theory, the saturation and simultaneous temperature anisotropy reduction of the PFHI is usually modeled by means of quasilinear theory (QLT). The quasilinear firehose saturation in the long-wavelength limit is a standard textbook problem and has been explored extensively in the past [Shapiro and Shevchenko, 1964; Davidson and Völk, 1968; Davidson, 1972; Yoon, 1995]. A macroscopic treatment may give good estimates for the final temperature and energy saturation levels in the case of high \(\beta_{\parallel,p}\).

However, in the regime \(\beta_{\parallel,p} \lesssim 25\) where the dynamics is dominated by cyclotron resonance [Gary et al., 1998], it is not applicable. To lift the restrictions of the long-wavelength approximation, Seough and Yoon [2012] and Seough et al. [2015] followed a more general approach, termed \textit{moment-kinetic theory} where the microscopic weak turbulence kinetic equation is employed to self-consistently evolve the temperature anisotropy of a firehose-unstable system in time while co-evolving the wave spectra generated by the instability. A comparison with fully-kinetic PIC simulations revealed that for \(\beta_{\parallel,p} = 10\), the approach produces good agreement with the observed saturation levels while for \(\beta_{\parallel,p} \sim O(1)\) there is still a clear offset. Seough et al. [2015] proposed two possible explanations for this discrepancy:

1. QLT does not include nonlinear wave-wave interactions. However, Quest and Shapiro [1996] found that strong wave-wave interactions can be present during the PFHI growth suppression which redistribute the energy in the wave spectrum and interfere with the quasilinear saturation.

2. The chosen moment-based approach does not allow for a non-Maxwellian deformation of the initially bi-Maxwellian particle velocity distribution. It assumes that the distribution preserves its bi-Maxwellian shape throughout the saturation process while only its macroscopic temperature components \(T_{\perp,p}, T_{\parallel,p}\) can change.

In light of the fact that Seough et al. [2015] report significant dumbbell-like deformation of the velocity distribution in PIC simulations which, in line with the findings of Matteini et al. [2006], gets more pronounced for decreasing \(\beta_{\parallel,p}\), and accounting for the results of Astfalk and Jenko [2017] that anomalous cyclotron-resonant diffusion can play a crucial role in the growth suppression, we conclude that the latter of the two explanations asks for a careful inspection. To address this point, we embedded LEOPARD, a linear kinetic dispersion relation solver for arbitrary gyrotrropic distributions [Astfalk and Jenko, 2017], in the kinetic quasilinear framework which allows us to relax the assumption of bi-Maxwellian preservation in the moment-kinetic approach. This new full-f approach enables the inclusion of effects due to distribution deformation caused by linear wave-particle interactions. We use this method to revisit the applicability of kinetic QLT to the saturation of the PFHI by examining the growth suppression in six exemplary PFHI setups.

The presented work is structured as follows. In section 2, we list the equations used in the quasilinear approach and briefly discuss their implementation in the new quasi-
linear solver QLEO. In section 3.1, we benchmark the QLEO code with results from a quasilinear moment-kinetic treatment. And in section 3.2, we compare the outcomes of our full-f quasilinear approach with the results of a moment-kinetic analysis and with 1D3V hybrid-kinetic simulations. Section 4 concludes the discussion.

2 Kinetic quasilinear theory and its implementation

Collisionless magnetized plasmas are able to carry a rich variety of kinetic eigenmodes which can be characterized by their corresponding kinetic dispersion relation $\omega(k)$. As long as the field amplitudes of the kinetic modes are small compared to the background fields, they are well described in the framework of linear kinetic theory. Linear dispersion relations provide information not only on the real frequency spectrum of the modes but also on their linear stability. If the plasma is not in thermal equilibrium, but a source of free energy is present, eigenmodes of the system eventually tap this source and their frequency acquires a positive imaginary part which is identified as the temporal growth rate $\gamma(k)$ of the mode – an instability occurs. However, it is obvious that the resulting exponential growth of the mode cannot proceed indefinitely. As soon as the amplitudes reach a certain magnitude, the assumptions of linear theory get invalidated and nonlinear physics may take over. Usually, the instability is self-destructive, i.e. it exhausts the energy source that feeds it. So, the transition from the linear stage of growth to the nonlinear regime goes hand in hand with the saturation of the linearly-unstable mode. The nonlinear regime is then dominated by nonlinear wave-particle and wave-wave interactions which pave the way for strong particle energization and the onset of turbulence.

The complexity of nonlinear kinetic physics hardly allows a thorough investigation of the underlying processes. However, to get insight into the saturation mechanism, a perturbative expansion can be used – the weak turbulence kinetic theory of wave-particle interactions which applies when the energy in the spectrum of excited modes is small compared to the total energy in the plasma. Accounting only for the zero- and first-order in the expansion, the so-called quasilinear model can be constructed which has been successfully applied to numerous microscopic and macroscopic instabilities. The underlying assumption of QLT can be found in many standard textbooks on kinetic plasma physics and shall not be discussed in depth here. We only note that this approach enables us to describe how the particle velocity distribution reacts to the initially unstable mode spectrum due to linear wave-particle interactions, ultimately leading to a stabilization of the parallel firehose-unstable system. Under the assumption of slow temporal changes, the time evolution of the distribution function can then be described by the parallel weak turbulence kinetic equation (see, e.g. Davidson [1972]) which, in normalized units, reads (for the protons):

$$\frac{\partial \tilde{f}_p}{\partial t} = \text{Re} \left( \frac{i}{\theta} \sum_{+,-} \int_{-\infty}^{\infty} \tilde{d}k_{||} \left( \frac{1 - \tilde{v}_{||}}{\omega - \tilde{k}_{||}} \tilde{v}_{\perp} \frac{\partial}{\partial \tilde{v}_{\perp}} + \tilde{k}_{||} \frac{\partial}{\partial \tilde{v}_{||}} \right) \right.\right.$$

(1)

$$\left. \left. \left. \left. \frac{d\tilde{k}_{\perp}^2 \tilde{\omega}^2}{\omega^2 - \tilde{k}_{||}^2 \omega} \left( \frac{1 - \tilde{k}_{||}}{\omega} \tilde{v}_{\perp} \frac{\partial \tilde{f}_p}{\partial \tilde{v}_{\perp}} + \tilde{k}_{||} \frac{\partial \tilde{f}_p}{\partial \tilde{v}_{||}} \right) \right) \right) .\right.$$

The meaning of the quantities and the used normalizations and can be found in appendix A. The sum $\sum_{+,-}$ runs over right-hand (+) and left-hand (−) polarized modes and * denotes complex conjugation. Please note that the wavenumber integral is to be understood as a principal value integral, since there are singularities in the integration interval. Moreover, Eq. 1 holds for growing modes only, i.e. $\text{Im}(\tilde{\omega}) = \tilde{\gamma}_k > 0$, and has to be analytically continued accordingly when including damped modes with $\tilde{\gamma}_k \leq 0$, i.e. contributions from the poles have to be added in the usual way, following Landau’s prescription (see, e.g., Landau [1946]).

The PFHI exhibits the fastest growth for parallel propagation but also grows for $\theta \neq 0$. However, Eq. 1 is restricted to parallel propagation, thus, effects due to higher dimensionality will not be included here.
Solving Eq. 1 requires knowledge of the temporal changes of the wave energy spectrum $\delta \tilde{B}_k^2$. It can be evolved in time according to:

$$\frac{\partial \delta \tilde{B}_k^2}{\partial t} = 2 \tilde{\gamma}_k \delta \tilde{B}_k^2.$$  (2)

The new quasilinear solver QLEO solves this closed set of equations numerically, using an explicit Euler method where the velocity distribution is sampled on a two-dimensional velocity grid, $\tilde{v}_\parallel \times \tilde{v}_\perp$. The real frequency $\tilde{\omega}_k$ and the temporal growth rate $\tilde{\gamma}_k$, required in Eqs. 1 and 2, are constantly updated by feeding the distribution function into the dispersion relation solver LEOPARD at each time step.

For the evaluation of the wavenumber integral in Eq. 1, we refrained from performing a direct numerical integration. Instead, we implemented a more efficient method which can be briefly summarized as follows: At each time step, the frequency spectrum $\tilde{\omega}_k$, the growth rate spectrum $\tilde{\gamma}_k$, and the magnetic energy spectrum $\delta \tilde{B}_k^2$ are interpolated with natural cubic splines over the whole wavenumber range. This turns the integral into a piecewise rational function and allows a piecewise analytical evaluation of the integral. A pitfall here is that the denominator of the integrand, which turns into a cubic function of $\tilde{k}_\parallel$, can have zeros within the considered wavenumber interval. This introduces poles which have to be accounted for accordingly and may require analytic continuation.

After evaluating the integral for each piece of the integration interval, its principal values and the contributions from the poles are simply added up. The integration is performed on an equidistant, adaptive grid which is adjusted at each time step to cover all unstable modes, ranging from the unstable mode with lowest $\tilde{k}_\parallel$ to the unstable mode with highest $\tilde{k}_\parallel$.

The derivatives of the velocity distribution showing up in Eq. 1 are computed by employing a local exponential fit function which is more suitable than applying conventional central difference methods and gives better stability of the code.

To ensure symmetry, we always include back- and forward-propagating modes when evaluating the weak turbulence kinetic equation, picking out the right polarity for each case. The PFHI which destabilizes the whistler branch is driven by anomalous cyclotron resonance, hence it requires the presence of right-hand polarized whistler modes.

### 3 Application of the quasilinear full-f approach

#### 3.1 Validation with moment-kinetic approach

In a series of papers, *Seough and Yoon* [2012]; *Seough et al.* [2014, 2015] applied kinetic QLT to study the saturation of the PFHI and the EMIC instability. One major assumption used in these studies was the preservation of the velocity distribution’s bi-Maxwellian shape throughout the saturation process. This allowed for a moment-kinetic approach where only the macroscopic quantities $\beta_\parallel$ and $\beta_\perp$, with $\beta = 8\pi nk_BT/B_0^2$, are advanced in time instead of evolving the full velocity distribution. The corresponding evolution equation for each beta component can be derived from the weak turbulence kinetic equation, Eq. 1, by replacing $f_p$ with a bi-Maxwellian, i.e.

$$\tilde{f}_p = \frac{1}{\sqrt{\beta_\parallel \beta_\perp}} \exp \left( -\frac{\tilde{v}_\parallel^2}{\beta_\parallel} - \frac{\tilde{v}_\perp^2}{\beta_\perp} \right),$$  (3)
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and by taking the second velocity moments \( \langle \tilde{v}_\parallel^2 \rangle \) and \( \langle \tilde{v}_\perp^2 \rangle \) of the whole expression, yielding

\[
\frac{\partial \beta_{\parallel,p}}{\partial \tilde{t}} = \text{Re} \left( -2i \sum_{\pm} \int_{-\infty}^{\infty} d\tilde{k}_\parallel \frac{\delta \tilde{B}_\parallel^2}{k_\parallel} \left( \tilde{\omega} + \left( \frac{\beta_{\parallel,p}}{\beta_{\perp,p}} - 1 \right) (\tilde{\omega} \pm 1) \right) \right) (1 + \xi_\perp Z(\xi_\perp)) \tag{4}
\]

\[
\frac{\partial \beta_{\perp,p}}{\partial \tilde{t}} = \text{Re} \left( i \sum_{\pm} \int_{-\infty}^{\infty} d\tilde{k}_\parallel \frac{\delta \tilde{B}_\parallel^2}{k_\parallel} \left( \frac{\beta_{\parallel,p}}{\beta_{\perp,p}} - \tilde{\omega} - (\tilde{\omega}^* \mp 1) \left( \frac{\beta_{\parallel,p}}{\beta_{\perp,p}} - 1 \right) \right) \right) - \frac{\tilde{\omega}}{\sqrt{\beta_{\parallel,p} k_\parallel}} Z(\xi_\perp) \left( \frac{\beta_{\parallel,p}}{\beta_{\perp,p}} (\tilde{\omega}^* - \omega \mp 2) \pm 1 - \frac{1}{\tilde{\omega}} \left( \frac{\beta_{\parallel,p}}{\beta_{\perp,p}} - 1 \right) \right),
\]

where \( \xi_\perp = \frac{\tilde{\omega} + 1}{\sqrt{\beta_{\parallel,p} k_\parallel}} \) and \( Z \) denotes the plasma dispersion function [Fried and Conte, 1961].

A self-consistent moment-kinetic solver can be constructed from Eqs. 4 by coupling them to Eq. 2 and using a bi-Maxwellian-based kinetic dispersion relation solver to update \( \tilde{\omega}_k \) and \( \tilde{\gamma}_k \) at each time step. We used an explicit Euler method to solve Eq. 2 and Eqs. 4, and for the dispersion relation we made use of the linear Vlasov solver DSHARK [Astfalk et al., 2015]. To perform a first validation of our full-f quasilinear kinetic solver QLEO, we benchmarked it against results from this moment-kinetic scheme. This was achieved as follows: At each time step, QLEO computes the distribution increment \( \Delta \tilde{f}_p \) of the distribution \( \tilde{f}_p \) according to Eq. 1. But instead of advancing \( \tilde{f}_p \) by directly adding \( \Delta \tilde{f}_p \), as would be required in the full-f approach, we compute the corresponding \( \Delta \beta_{\parallel,p} \) and \( \Delta \beta_{\perp,p} \) by taking the second velocity moment of \( \Delta \tilde{f}_p \). Then, we update \( \beta_{\parallel,p} \) and \( \beta_{\perp,p} \) by adding \( \Delta \beta_{\parallel,p} \) and \( \Delta \beta_{\perp,p} \), and we reset \( f_p \) with a new bi-Maxwellian, adopting the updated \( \beta_{\parallel,p} \) and \( \beta_{\perp,p} \).

For the benchmark, we chose an exemplary proton firehose-unstable setup starting from a bi-Maxwellian distribution with \( \beta_{\parallel,p} = 4.0 \) and \( T_{\perp,p}/T_{\parallel,p} = 0.5 \), sampled on a parallel velocity interval \( \tilde{v}_\parallel = [-12.0, 12.0] \) and a perpendicular velocity interval \( \tilde{v}_\perp = [0.0, 12.0] \). We expect the electrons to not contribute much to the saturation of the PFHI, thus we keep them isotropic with \( \beta_e = 1 \). Furthermore, we assume that the Alfvén speed is much lower than the speed of light, i.e. \( v_A/c \ll 1 \).

For the resolution in time, wavenumber space, and perpendicular velocity, numerical convergence is easily achieved, while the resolution in the parallel velocity component turns out to be the main bottleneck for the numerical performance. Figure 1 shows the result of the moment-kinetic analysis for the given setups together with the outcomes of the QLEO run for different resolutions in \( \tilde{v}_\parallel \). We plot the time evolution of the beta components and the total magnetic energy which is computed via

\[
\delta B^2_{\text{tot}} = \int d\tilde{k} \delta B^2_{\tilde{k}}. \tag{5}
\]

As expected the moment-kinetic run shows an exponential increase of the magnetic field amplitude during the initial phase of firehose growth, followed by a saturation of the amplitudes which goes hand in hand with a reduction of the initial temperature anisotropy.

In the QLEO run, a high \( \tilde{v}_\parallel \)-resolution is crucial to achieve good agreement with the moment-kinetic saturation curve which seems to be connected with the presence of the poles occurring in Eq. 1 for \( \tilde{v}_\parallel = (\tilde{\omega} + 1)/k_\parallel \). While 64 points in \( \tilde{v}_\parallel \) direction are sufficient, we have to use 8186 points in \( \tilde{v}_\parallel \) direction to find a satisfactory match with the outcomes of the moment-kinetic analysis over the whole simulated time interval. For lower resolutions, QLEO produces good agreement only up to a certain time whereafter it exhibits irregular behavior.

Several other setups were tested as well, yielding similar results, i.e. good agreement for high \( \tilde{v}_\parallel \)-resolution and partly irregular behavior for lower \( \til\perp \)-resolution. Thus, we conclude that QLEO can successfully reproduce results of the moment-kinetic approach and we note that there is a correlation between the resolution in \( \tilde{v}_\parallel \) and the maximum time up to which the code gives reliable results.
Figure 1. Results of the QLEO validation with a moment-kinetic quasilinear solver for
\( \beta_{\parallel,0} = 4.0 \) and \( T_{\perp,0}/T_{\parallel,0} = 0.5 \). The figures show the time evolution of the temperature
anisotropy (left) and the total magnetic energy (right) as obtained by the moment-kinetic solver
and by QLEO for different parallel velocity resolutions.

3.2 Comparison with moment-kinetic analysis and hybrid-kinetic simulations

After the successful validation of QLEO with the outcomes of a moment-kinetic
analysis, we now proceed by relaxing the bi-Maxwellian assumption and allowing the velocity
distribution to deform during the quasilinear saturation process. For comparison,
we employ the hybrid-kinetic Vlasov code HVM which simulates the fully-nonlinear dynamics of kinetic ions while the electrons are treated as a massless charge-neutralizing fluid. HVM has been developed by Valentini et al. [2007] and is based on Mangeney et al. [2002]. In the considered PFHI setups, electron-kinetic effects are expected to be insignificant, thus, the hybrid-kinetic scheme appears to be an appropriate choice. However, since the expected length and time scales are close to ion inertial scales, the Hall term is included in the Ohm’s law that governs the fluid electrons, i.e. HVM is used in its HMHD limit (Eq. 9 in Valentini et al. [2007]). In HVM, we use a one-dimensional spatial grid with periodic boundary conditions which is aligned with a background magnetic field in order to allow for parallel wave propagation. The velocity space is three-dimensional and the simulation is initialized with bi-Maxwellian velocity distributions with selected initial \( \beta_{\parallel} \) and \( \beta_{\perp} \).

The QLEO runs were performed for six different one-dimensional firehose-unstable setups. We studied three cases, (I)–(III), with similar growth rates, \( \tilde{\gamma}_{\max} \sim 0.04 \), to check applicability for various \( \beta_{\parallel,0} \). And in the setups (III)–(VI), we compared four cases with fixed \( \beta_{\parallel,0} = 4.0 \) to study the effect of varying initial anisotropies. Due to numerical constraints, we were restricted to using a comparably low number of grid points in parallel velocity space. In most cases, we found \( n_{\parallel} = 255 \) and \( n_{\perp} = 64 \) to be a reasonable trade-off between computing time and reliability of the results. A summary of the setups and the used parameters can be found in table 3.2.

In figures 2–7, we compare the QLEO results for setups (I)–(VI) with the corresponding moment-kinetic analysis and the 1D3V HVM simulations. The beta components for the QLEO runs and in the HVM simulations are obtained by numerically computing the second velocity moment of the distribution function at each time step. Similar to the QLEO runs in section 3.1 where we observed a sudden transition from regular to irregular behavior at a certain time which was correlated with the number of grid points in \( \tilde{v}_{\parallel} \), we again encountered difficulties in the \( \Delta \tilde{f}_{\parallel} \) estimation which were clearly related to the low \( \tilde{v}_{\parallel} \)-resolution. Thus, we only show the QLEO curves up to a maximum time within which they appear to be reliable.
\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
 & $\beta_{\parallel\|p}$ & $T_{\perp\|p}/T_{\|\|p}$ & $n_{\parallel}$ & $n_{\perp}$ & $\bar{v}_{\|}$ & $\bar{v}_{\perp}$ & $\tilde{\gamma}_{\text{max}}$ \\
\hline
I & 15.0 & 0.847 & 255 & 64 & $[-24.0,24.0]$ & $[0.0,22.0]$ & 0.041 \\
II & 10.0 & 0.794 & 255 & 128 & $[-20.0,20.0]$ & $[0.0,18.0]$ & 0.041 \\
III & 4.0 & 0.588 & 255 & 64 & $[-12.0,12.0]$ & $[0.0,12.0]$ & 0.039 \\
IV & 4.0 & 0.630 & 255 & 64 & $[-12.0,12.0]$ & $[0.0,12.0]$ & 0.021 \\
V & 4.0 & 0.500 & 255 & 64 & $[-12.0,12.0]$ & $[0.0,12.0]$ & 0.085 \\
VI & 4.0 & 0.425 & 255 & 64 & $[-12.0,12.0]$ & $[0.0,8.0]$ & 0.120 \\
\hline
\end{tabular}
\caption{QLEO velocity distribution parameters for the six setups used in the full-f analysis and the corresponding initial maximum growth rates.}
\end{table}

Figure 2. Results of the QLEO runs for setup (I) with initial parallel beta $\beta_{\parallel,0} = 15.0$ and anisotropy $T_{\perp,0}/T_{\|,0} = 0.847$, compared to the outcomes of a moment-kinetic analysis and hybrid-kinetic simulations with HVM. The figures show the time evolution of the temperature anisotropy (left) and the total magnetic energy (right).

Figure 3. Results of the QLEO runs for setup (II) with initial parallel beta $\beta_{\parallel,0} = 10.0$ and anisotropy $T_{\perp,0}/T_{\|,0} = 0.794$, compared to the outcomes of a moment-kinetic analysis and hybrid-kinetic simulations with HVM. The figures show the time evolution of the temperature anisotropy (left) and the total magnetic energy (right).

In the high-anisotropy setups (V) and (VI), shown in figures 6 and 7, an accurate comparison with the HVM simulation results is difficult due to the strong oscillatory behavior of the beta components and the magnetic energy, indicating significant particle trapping which is not accounted for in the quasilinear approach. However, to guide the
Figure 4. Results of the QLEO runs for setup (III) with initial parallel beta $\beta_{\|,0} = 4.0$ and anisotropy $T_{\perp,0}/T_{\|,0} = 0.588$, compared to the outcomes of a moment-kinetic analysis and hybrid-kinetic simulations with HVM. The figures show the time evolution of the temperature anisotropy (left) and the total magnetic energy (right).

Figure 5. Results of the QLEO runs for setup (IV) with initial parallel beta $\beta_{\|,0} = 4.0$ and anisotropy $T_{\perp,0}/T_{\|,0} = 0.630$, compared to the outcomes of a moment-kinetic analysis and hybrid-kinetic simulations with HVM. The figures show the time evolution of the temperature anisotropy (left) and the total magnetic energy (right).

In agreement with Steough et al. [2015], we find that the moment-kinetic analysis yields good agreement with the outcomes of hybrid-kinetic simulations for higher $\beta_{\|,p}$ while it overpredicts the anisotropy reduction and the saturation energy levels for lower $\beta_{\|,p}$. Especially the setups (III)–(VI) with $\beta_{\|,p} = 4.0$, shown in figures 4–7, exhibit clear offsets between the simulation outcomes and the moment kinetic computations. In comparison, the full-f approach appears to give good results for both low and high $\beta_{\|,p}$. In all scenarios, it yields a less-pronounced temperature anisotropy reduction than the moment-kinetic approach and, except for the high-growth-rate setup (VI), shown in figure 7, gives good overall-agreement with the final saturation levels in both the beta components and the magnetic field amplitude, even for setup (V), shown in figure 6, where noticeable particle trapping is present. Comparing setups (III)–(VI), shown in figures 4–7, we also note that the agreement with the simulation outcomes seems to correlate with the strength of the initial anisotropy. We observe better agreement for weaker firehose growth where almost no pressure anisotropy reduction is present, while for higher initial anisotropies...
Figure 6. Results of the QLEO runs for setup (V) with initial parallel beta $\beta_{\parallel,0} = 4.0$ and anisotropy $T_{\perp,0}/T_{\parallel,0} = 0.500$, compared to the outcomes of a moment-kinetic analysis and hybrid-kinetic simulations with HVM. The figures show the time evolution of the temperature anisotropy (left) and the total magnetic energy (right). The dashed lines mark the estimated average of the final anisotropy and magnetic energy levels of the HVM simulation.

Figure 7. Results of the QLEO runs for setup (VI) with initial parallel beta $\beta_{\parallel,0} = 4.0$ and anisotropy $T_{\perp,0}/T_{\parallel,0} = 0.425$, compared to the outcomes of a moment-kinetic analysis and hybrid-kinetic simulations with HVM. The figures show the time evolution of the temperature anisotropy (left) and the total magnetic energy (right). The dashed lines mark the estimated average of the final anisotropy and magnetic energy levels of the HVM simulation.

(setup (V) and setup (VI)), the hybrid-kinetic simulations exhibit increasingly stronger reduction of the parallel component than the quasilinear model. Possible explanations for this discrepancy will be discussed in section 4.

The reason why the full-f approach gives less pronounced temperature anisotropy reduction than the moment-kinetic approach can be inferred from figures 8 and 9 which show exemplary snapshots of the velocity distribution taken from the QLEO runs for the high-$\beta_{\parallel}$ setup (I) and the low-$\beta_{\parallel}$ setup (V). In both scenarios, the initially bi-Maxwellian distribution (dashed contours) is deformed by cyclotron-resonant diffusion. In setup (I) which has $\beta_{\parallel} = 15.0$, the deformation is more pronounced than in setup (V) which has $\beta_{\parallel} = 4.0$. This may explain why in setup (I) the moment-kinetic approach agrees better with QLEO and HVM than in setup (V). Qualitatively, the distribution deformation can be understood as follows: When undergoing cyclotron-resonant interaction with a wave, the particles conserve their energy in a reference frame co-moving with the wave’s
Figure 8. Snapshots of the velocity distribution from the QLEO run of setup (I) with 
\( \beta_{\parallel,0} = 15.0 \) and \( T_{\perp,0}/T_{\parallel,0} = 0.847 \) at different points in time (filled contours). The dashed 
lines show the contours of a reference bi-Maxwellian distribution with \( \beta_{\|,p} \) and \( \beta_{\perp,p} \) at the given 
point in time. The solid contours mark the single wave characteristics of the fastest growing 
mode in the system, according to Eq. 6.

Figure 9. Snapshots of the velocity distribution from the QLEO run of setup (V) with 
\( \beta_{\parallel,0} = 4.0 \) and \( T_{\perp,0}/T_{\parallel,0} = 0.5 \) at different points in time (filled contours). The dashed lines 
show the contours of a reference bi-Maxwellian distribution with \( \beta_{\|,p} \) and \( \beta_{\perp,p} \) at the given point 
in time. The solid contours mark the single wave characteristics of the fastest growing mode in 
the system, according to Eq. 6.

phase speed (see, e.g., Kennel and Engelmann [1966]). In the limit of weak growth or 
damping, this condition yields the conservation equation

\[
\vec{v}_\perp^2 + \left( \vec{v}_\parallel - \frac{\omega_k}{k_z} \right)^2 \approx \text{const.} \tag{6}
\]

The solid lines in figures 8 and 9 illustrate the contours obeying the conservation equa-
tion for the dominant mode in the system, i.e. the mode which initially exhibits the strongest 
growth. These contours are also referred to as single wave characteristics. Since the fastest 
growing mode dominates the cyclotron-resonant diffusion in the system, the particles are 
expected to mainly diffuse along these contours. They tend to erase gradients along the 
single wave characteristics which explains why the resonant parts of the velocity distribu-
tion in figures 8 and 9 align with the corresponding contours. And since in figure 8 
the single wave characteristics roughly follow the bi-Maxwellian contours only weakly 
non-Maxwellian deformation occurs which justifies a good applicability of the moment-
kinetic approach. A clear signature of cyclotron-resonant diffusion is also observed in the 
HVM simulations, as has already been demonstrated for setup (V) in Astfalk and Jenko 
[2017].

The complex non-Maxwellian shape of the velocity distributions at later times also 
yields more complex dispersion curves. In figures 10 and 11, we compare dispersion curves 
from the quasilinear full-f approach, the moment-kinetic approach, and the HVM sim-
ulation for setup (V). Please note that due to too-low resolution the HVM dispersion curves 
in figure 11 are not obtained from direct Fourier analysis of the fluctuation spectra but
instead they are produced by feeding gyro-averaged velocity distributions from the HVM simulations into the dispersion relation solver LEOPARD.

**Figure 10.** Dispersion relations taken from the QLEO runs of setup (V) at different points in time, compared to the corresponding moment kinetic results.

**Figure 11.** Dispersion relations based on the gyro-averaged velocity distributions taken from the HVM runs of setup (V) at different points in time.

From the red curves in figure 10, we infer that during the firehose saturation in the QLEO run the unstable wavenumber range is slowly extending towards higher and higher $\tilde{k}_\|$. At the same time, the low-$\tilde{k}_\|$ modes get stabilized. Furthermore, while the velocity distribution aligns with the single wave characteristics of the most unstable mode, a strong suppression sets in around this mode which first leads to a flattening of the growth peak and later causes the formation of a plateau and a two-growth-peak structure. Meanwhile, the real frequencies stay mostly unaffected which is expected since they do not depend on the detailed structure but only on the gross properties of the velocity distribution.

Similar to the full-f analysis, the moment-kinetic run (blue curves in figure 10) also exhibits a stabilization of the low-$\tilde{k}_\|$ modes. For both approaches, the growth rates of these modes evolve in the same way, it is only later that they start to deviate. For modes with $\tilde{k}_\| \lesssim 0.2$, we expect high parallel resonance velocities $\tilde{v}_{\text{res}} \gtrsim 6.0$. In figure 9, we notice that at such high parallel velocities there is only weak deviation from a bi-Maxwellian distribution, thus explaining the similar early evolution of the modes. For high-$\tilde{k}_\|$ modes, which resonate with particles at lower parallel velocities, stronger deviations between the two approaches are expected and observed. For the moment kinetic analysis, we do not
see an extension of the unstable wavenumber range to higher $k_{||}$ but a shrinking to smaller $k_{\parallel}$. Also, there is no formation of a low-growth-rate plateau which, in the full-$f$ analysis, was apparently caused by the strong cyclotron-resonant diffusion.

The evolution of the dispersion properties based on velocity distributions extracted from the hybrid-kinetic simulation and depicted in figure 11, shows similarities with the foregoing but also some obvious discrepancies. During the firehose saturation in the HVM run, the unstable wavenumber range again stretches out to higher $k_{||}$ while the growth at low $k_{||}$ gets suppressed. Also, we observe the development of a two-growth-peak structure. However, the growth suppression happens more quickly, reducing the growth rates faster than in the quasilinear full-$f$ scenario. Also, we do not see the formation of a low-growth-rate plateau. Instead, the structure of the dispersion curve assumes a more complex shape in the later stage. Around $\tilde{t} = 70.0$ and $\tilde{k}_{||} \sim 0.4$, the unstable branch splits into two, yielding a branch with a low-$\tilde{k}_{||}$ growth peak and one with a high-$\tilde{k}_{||}$ growth peak which exhibits a somewhat lower frequency than the corresponding branches at earlier times. Later, the growth peak at high $\tilde{k}_{||}$ gets strongly damped away and only the low-$\tilde{k}_{||}$ branch still shows weak instability which eventually disappears for $\tilde{t} \gtrsim 80.0$, while at the same time the QLEO runs still exhibit significant growth. The implications of the observed discrepancies are briefly discussed in section 4.

Finally, to examine the validity of our numerical scheme, we analyzed the conservation properties for our different setups. The closed system, Eqs. 1 and 2, obeys an energy conservation law in the form of

$$\frac{d}{dt} (\beta_{\perp, p} + 0.5\beta_{\parallel, p} + \delta B_{\text{rot}}^2) = 0. \quad (7)$$

In setups (I)–(V), we find that the total energy in the systems is well conserved within a limit of $< 0.5\%$ while in setup (VI) the energy increases by $\sim 6\%$.

4 Discussion and conclusion

It has long been known that despite its traditional reputation of being a macrooscopic fluid-like instability, the PFHI often requires a fully-kinetic treatment. While for $\beta_{\parallel, p} \gg 1$, the fluid approximation may be applicable, the regime $\beta_{\parallel, p} \lesssim 25$, which is especially relevant for the solar wind, asks for a careful inclusion of particle resonance effects.

As long as we are only concerned with the linear dispersion properties of a firehose-unstable system, the step from a macroscopic to a microscopic picture is an easy one since existing numerical dispersion relation solvers can be employed to overcome the non-analytic nature of kinetic theory. However, if the growth saturation of the firehose instability is to be studied in the framework of quasilinear theory, a fully-kinetic treatment is challenging which is why standard textbooks and classic monographs consider the quasilinear firehose saturation in the fluid limit only.

Seough et al. [2015] went beyond the traditional fluid ansatz by numerically solving the self-consistent set of kinetic quasilinear equations for various firehose-unstable systems. However, their investigations were restricted to a moment-kinetic approach where the bi-Maxwellian shape of the distribution is preserved throughout the saturation process. This limitation, which was necessary to simplify the numerical treatment, obscured to which extent the PFHI saturation can be understood in the limits of QLT or whether other nonlinear effects have to be taken into account too. We lifted this limitation by allowing for a non-Maxwellian deformation of the velocity distribution.

We applied the moment-kinetic and a full-$f$ approach to six firehose-unstable setups and compared the predicted temperature anisotropy reduction and magnetic energy saturation levels to outcomes of fully-nonlinear hybrid-kinetic simulations. While the moment-kinetic analysis showed an increasing offset for decreasing $\beta_{\parallel, p}$, the QLEO code produced good agreement also in the low-$\beta_{\parallel, p}$ regime as long as the initial anisotropy was not too high.
However, when comparing the temporal changes in the dispersion properties of the quasilinear full-f runs and the HVM simulations for the intermediate-growth setup (V), we found that in the fully-nonlinear hybrid-kinetic model the firehose growth was suppressed faster than in the QLEO runs. Although not reported here, we found a similar discrepancy also for the lowest-anisotropy scenario, setup (IV). This suggests that QLT does not fully cover the microscopic physics that governs the firehose growth suppression even for cases which show otherwise excellent agreement for the saturation levels of the macroscopic beta components and the magnetic energy between QLEO and the hybrid-kinetic simulations. The good agreement may be explained by the fact that the initially most unstable mode strongly dominates the cyclotron-resonant diffusion and the subsequent changes in the dispersion properties during the saturation process only slightly modulate the shaping of the velocity distribution.

In contrast to the setups (I)–(V), the pressure anisotropy reduction in the high-anisotropy case, setup (VI), with initial maximum growth rate $\tilde{\gamma}_{\text{max}} = 0.12$, showed noticeable disagreement between the QLEO results and the hybrid-kinetic simulations. We found that the total energy in this setup is not as well conserved as in the other cases which points to a failure of the numerical scheme. However, we suggest that the problem may also be due to a failure of the QLT model itself. As a weak turbulence theory, the model applies only when the amplitude of the electromagnetic fluctuations in the system is small compared to the thermal energy of the plasma. In the considered setup, the ratio $\delta B_k^2/E_{\text{therm}}$ reached a level of $\sim 2\%$ which does not seem to strongly violate the assumption. However, nonlinear wave-wave coupling may be triggered by the modes with highest amplitudes, disrupting the quasilinear approximation. Looking at the time evolution of the magnetic energy spectrum taken from the HVM simulations of setup (VI), shown in figure 12 (left), we see that after the modes in the unstable wavenumber range have grown to high-enough amplitudes, nonlinear wave-wave coupling leads to the formation of sidebands at higher wavenumbers which are (odd) harmonics of the initially unstable wavenumber range. In figure 12 (right), we compare the magnetic energy in the initially unstable wavenumber range with the energy content in modes with higher wavenumbers. We observe a strong growth in the high-k energy which is connected with the appearing sidebands. However, the growth saturates well below the energy level of the low-k modes which may suggest that this effect only slightly modulates the dynamics in the

![Figure 12. Time evolution of the magnetic energy spectrum (left) and the contribution of low- and high-k modes (right), observed in the HVM simulations of the high-anisotropy setup (VI). The wavenumber $k_{\text{lim}}$ separates the initially unstable (low-k) from the initially stable (high-k) part of the spectrum.](image-url)
system. However, studying the relative importance of nonlinear wave-wave coupling is beyond the scope of this work but may be addressed systematically in a future project.

Another limitation of QLT is that of slow temporal changes in the distribution function, i.e.

\[ \delta \sim \frac{1}{\gamma_{\max}} \frac{df_0}{dt} \ll 1. \]  

(8)

For setup (VI), we estimated \( \delta \sim 10\% \) which appears to be a more severe violation than the foregoing. For the setups (I)–(IV), we find \( \delta \sim 0.1\% \), for the setup (V) we have \( \delta \sim 1\% \). Also, setup (VI) showed significant particle trapping which further violates the quasilinear approximation. Thus, the high-anisotropy setup (VI) may indeed be outside the range of validity of QLT. We conclude that kinetic QLT is a valid approach for modeling the temperature anisotropy reduction only if the initial firehose instability growth is not too strong.

Finally, our findings also confirm the results of Astfalk and Jenko [2017], namely that for \( \beta_{\parallel,p} \sim O(1) \), strong cyclotron-resonant scattering is a main driver for the firehose stabilization, which is why the moment-kinetic approach fails in this regime since it cannot properly account for the distribution deformation due to the resonant diffusion. At the same time, the reduction of the macroscopic temperature anisotropy is relatively weak which indicates that in the solar wind the PFHI may not be the dominant player in constraining the anisotropy when \( 2 \lesssim \beta_{\parallel,p} \lesssim 10 \). However, being restricted to a one-dimensional analysis, we can gain only limited insight into the challenging problem of temperature anisotropy regulation in the solar wind. In a two-dimensional setup, PFHI modes with different propagation angles can grow simultaneously which yields more complex diffusion dynamics. The presence of obliquely propagating waves is expected to enhance the diffusion [Karimabadi et al., 1992], causing a stronger anisotropy reduction [Gary et al., 1998]. This is further complicated by the fact that the OFHI may be excited as well which Hellinger and Trávníček [2008] found to be a very efficient mechanism for temperature anisotropy reduction. The competition between the PFHI and the OFHI has been studied in Hellinger and Matsumoto [2001] with two-dimensional hybrid-kinetic simulations. In this work, the nonlinear evolution of the OFHI was observed to behave in a rather non-quasilinear manner, as was also found in Hellinger and Matsumoto [2000]. Thus, even a two-dimensional generalization of the presented quasilinear full-f approach may be of very limited applicability in such more realistic scenarios.

Similarly, the competition between the EMIC instability and the mirror instability which is driven by the opposite temperature anisotropy, \( T_{\perp,p} > T_{\parallel,p} \), may be out of reach for such a scheme. However, due to the apparent similarities between the PFHI and the EMIC instability the presented quasilinear scheme promises to give interesting insights into the EMIC instability saturation in a purely parallel setup. This may be addressed in a follow-up project.

A: Meaning of the quantities and used normalizations

The velocity components parallel and perpendicular to the background magnetic field \( B_0 \), i.e. \( v_\parallel \) and \( v_\perp \), are normalized according to \( \tilde{v} = v/v_A \) with the Alfvén velocity \( v_A = B_0/\sqrt{4\pi n_p m_p} \) where \( n_p \) is the proton number density and \( m_p \) is the proton mass. For the (complex) frequency we use \( \tilde{\omega} = (\omega_k + i\gamma_k)/\Omega_p \) with the proton gyro frequency \( \Omega_p = eB_0/n_p c \) where \( e \) denotes the proton’s charge. The time is also normalized with respect to the proton gyro frequency, i.e. \( \tilde{t} = t\Omega_p \). The parallel wavenumber is given in units of the proton inertial length \( d_p = v_A/\Omega_p \) such that \( k_\parallel = k_\parallel d_p \).

For the magnetic energy in each mode, we write \( \delta B_k^2 = \delta B_k^2 / B_0^2 d_p \). The velocity distribution is normalized with respect to \( \tilde{f}_p = f_p v_A^2 / n_p \).
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