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Material ablation and evaporation using pulsed infrared lasers pose promising approaches for matrix-free laser desorption ionization and in laser surgery. For the best results, key parameters such as laser wavelength, pulse duration, and pulse energy need to be carefully adjusted to the application. We characterize the dynamics at the water-air interface induced by a 10 ps infrared laser tuned to the water absorption band at 3 μm, a parameter set facilitating stress confined desorption for typical absorption depths in biological samples and tissue. By driving the ablation faster than nucleation growth, cavitation induced sample damage during the ablation process can be mitigated. The resultant explosive ablation process leads to a shock front expansion and material ejection which we capture using off-axis digital interference microscopy, an interference technique particularly useful for detecting the phase shift caused by transparent objects. It is demonstrated that the method can yield local density information of the observed shock front with a single image acquisition as compared to the usually performed fit of the velocity extracted from several consecutive snapshots. We determine the ablation threshold to be (0.5±0.2) J cm⁻² and observe a significant distortion of the central parts of the primary shock wave above approximately 2.5 J cm⁻². The differences in plume shape observed for higher fluences are reflected in an analysis based on shock wave theory, which shows a very fast initial expansion. Published by AIP Publishing.
https://doi.org/10.1063/1.5030741

I. INTRODUCTION

Laser ablation is heavily utilized in numerous surface analysis techniques for the immediate and spatially resolved extraction of materials and has also been successfully applied to a variety of non-analytical applications including pulsed laser deposition, laser machining, and laser surgery. Imaging studies yield information on the characteristics of the ablation plume which is valuable for optimizing the conditions to achieve, e.g., improved material collection in mass spectrometry,1 minimal tissue damage in laser surgery,2–4 and homogeneous film growth in pulsed laser deposition.5,6 Beyond that, the spatio-temporal information gained by imaging the ablation plume can be used to form more refined models describing the fundamental processes, leading to ablation and ionization.7–9

Matrix assisted laser desorption ionization (MALDI) mass spectrometry, one of the most successful analytical applications of laser ablation, has become a standard for the analysis of (bio-)organic compounds, in particular for protein sequencing and proteomic research. Typically, MALDI is performed using ultraviolet (UV) laser radiation, and soft ablation and ionization are achieved by co-crystallizing or spraying the sample with an organic matrix, which serves to absorb the incoming photons. Infrared (IR) laser desorption has gained substantial interest as it facilitates a softer mode of ablation than UV-MALDI in that it leads to less (metastable) ion fragmentation and photochemistry.10–13 Additionally, many materials absorb strongly in the IR and can thus be used as MALDI matrices. Ablation of many samples of interest is even possible without an external agent, i.e., matrix-free, resulting in a very versatile technique which can, for example, be combined with liquid-phase separation techniques.14,15 Water has received specific attention as its strong IR absorption allows for the analysis of many biological systems in their native environment.15–17 Favorable conditions for material removal and analyte desolvation and potentially ionization are achieved under thermal- and stress-confinement as described by desorption by impulsive vibrational excitation (DIVE) for IR excitation of water.18,19 In DIVE, high energy densities are achieved by resonant excitation of the water O-H stretching mode at 2.94 μm with an excitation pulse duration below the timescale of shock-wave-propagation through the ablation volume. At the same time, efficient energy redistribution into thermal modes is ensured by keeping the irradiance low enough to avoid non-linear optical excitation of higher-lying molecular states. Picosecond infrared laser (PIRL) irradiation fulfilling these criteria has been shown to be well-suited for the extraction of large bio-molecules and even intact viruses for subsequent offline analysis,20–22 as an atmospheric online ion source in combination with electrospray ionization (LAESI),23 and has been suggested as a potential tool for sample-delivery in high-speed
X-ray crystallography. Moreover, the absence of ionizing radiation and minimal deposition of thermal and acoustic energy into the non-ablated sample surface make DIVE a valuable tool for precise material removal in surgical applications. While pulse durations above the thermal diffusion time (≈1 μs for typical IR laser desorption) are known to burn tissue and to yield mass spectra with high fragmentation ratios, shorter pulse durations facilitate a more efficient energy deposition in which energy diffusion is avoided, thus allowing for lower laser fluences. Additionally, the resulting short-lived high pressure gradients lead to a fast adiabatic cooling during plume expansion, which reduce the molecules’ internal energy. If the energy density for a phase explosion is reached, condensed matter is more efficiently ejected via spallation, creating a fine mist of sample material at low temperature. Both effects and the influence of stress confinement have been studied extensively using molecular dynamics (MD) simulations. However, only few fundamental studies of IR ablation under actual stress-confinement (pulse durations <1 ns for water ablation, shorter for materials with higher absorption) have been performed so far and most for solid samples. For liquid samples, pulse durations between 10 ns and 100 ns usually show a two-stage emission, starting with an evaporative process which is followed by a phase explosion. When utilizing pulse durations of only a few nanoseconds, the onset of stress-confinement becomes apparent. Explicit differences in the plume dynamics between DIVE (100 ps pulse duration) and merely thermally confined IR laser ablation (70 ns pulse duration) have recently been demonstrated in an imaging study of IR laser ablation of liquid water, in which the authors employed dark-field microscopy to ensure proper ablation conditions.

In order to not only investigate the condensed matter ejected during plume expansion, such as splinters and droplets, but also gain information about the shock-wave-propagation and the gas-phase portions of the plume, a time-resolved, high-contrast imaging method capable of detecting minute changes in the refractive index is needed. Emission spectroscopy has been applied to the characterization of ablation plumes under laser breakdown conditions where plasma generation is a dominant process. For lower pulse energies, which are commonly employed for soft ablation of biological samples, i.e., in MALDI, no strong fluorescent emission is present. The addition of fluorescent markers to the sample has been used to provide information on the differences in angular spread of the analyte and matrix molecules. Most commonly, shadowgraphy, dark-field microscopy, and Schlieren photography are used to image laser ablation plumes. These label-free methods show high contrast even for desorbed molecules in the gas-phase which have low opacity. However, they give rise to certain ambiguities in interpretation as the recorded brightness is a measure of the refractive index gradient mixed with contributions from scattering and possibly fluorescence. In contrast, holographic recording methods show contrast directly proportional to the object’s optical path length and thus contain quantitative information about the three-dimensional refractive index distribution of the illuminated object. They are therefore often used in biomedical or solid-state applications where otherwise transparent objects need to be imaged with high precision and sensitivity. While other microscopy approaches often require temporally incoherent illumination to avoid artifacts (i.e., by employing a multimode fiber) holography relies on a coherent laser source and is thus ideally suited for nanosecond time resolved imaging. High optical contrast is achieved without the necessity of blocking portions of the laser beam, and when using a double exposure scheme, the noisy refractive index information.

In an extension of digital holography, extended-focus-imaging, recorded holograms can be digitally refocused to not only correct for a shifted or tilted focal plane but also create a stack of refocused amplitude images at different distances from the real focal plane of the microscope objective and to ultimately create a three-dimensional representation of the object in question. However, for successful applications of this technique, the object needs to be opaque or its refractive index distribution needs to be known so that the topology can be inferred from the initial phase map. For this reason, it has so far only been applied to nontransparent or simple transparent objects with a constant refractive index and not to complex refractive index distributions which are found for laser ablation plumes. Three-dimensional representations of holographically recorded objects have also been acquired using a tomographic approach. This, however, requires recording the object from different projection angles, which is challenging, given the turbulent nature and fast evolution of the hydrodynamics observed for laser ablation plumes. The high contrast for otherwise transparent objects makes holographic microscopy a method of choice for characterizing such plumes and has in particular been used to study the free electron density distribution of breakdown plasmas created during the ablation of solid targets. Absolute density calculations in this case are difficult unless several wavelengths are used or the free electron density is large enough (>2 × 10¹⁹ cm⁻³) that the neutral density contribution to the refractive index can be neglected. However, under the assumption that the shock is entirely composed of (neutral) ambient air and that the plume is rotationally symmetric, the method can be used to compute a density map of the primary shock front in any atmospheric laser desorption experiment.

Here, we apply time-resolved digital interference microscopy (DIM) to investigate the PIRL ablation of liquid water under DIVE conditions as a function of laser fluence and demonstrate the imaging method’s effectiveness for retrieving the refractive index and density reconstructions of laser ablation plumes. The imaging setup was simplified to only include a single long working distance microscope objective while still yielding sufficient spatial resolution. Recording the hologram in the microscope objective’s image plane makes it particularly easy to monitor the sample and perform any adjustments to the optics without the need for on-line image processing. Image acquisition and processing were automated to a degree that made the analysis of a large number of snapshots feasible. Reconstruction of the shock front density was achieved by using a modified implementation of the
well-known Abel-inversion in combination with the Gladstone-Dale law. As a comparison, the shock front density was also estimated from the plume expansion velocity. To this end, the time evolution of the primary shock front radii was fit using the Taylor-Sedov (TS) point explosion model with a variable exponent, a model which is often applied to the plume expansion in laser ablation when the observed propagation distances are similar to the laser spot diameter. We utilize an order of magnitude shorter pulse duration (10 ps) than previously characterized for IR water desorption and identify discrete fluence dependent ablation regimes. Quantitative data of the time evolution of the shock-front velocity are presented to aid future modeling approaches.

II. METHODS

A. Laser desorption

Distilled water was laser desorbed under DIVE conditions using 10 ps pulses at a wavelength of 3 μm (PIRL-APLQ-3000, Attodyne Inc., Canada). The beam was spatially filtered and slightly expanded in a telescope assembly. A 50 mm focal length CaF2 lens (L1 in Fig. 1) was used to focus the light onto the sample under normal incidence, yielding a near-Gaussian, slightly elliptical spot with 1/e² diameters of (43±7) μm perpendicular and (38±5) μm parallel to the illumination laser axis as determined by knife edge measurements. The PIRL pulse energy was monitored on an absorptive detector (Thorlabs PDA20H-EC) during ablation and an energy assigned to each image to reduce the influence of pulse energy fluctuations on data analysis, as described in more detail in the supplementary material. The peak fluence in the focus center was varied between (0.16±0.06) J cm⁻² and (4.7±1.0) J cm⁻² (corresponding to pulse energies between (1.0±0.3) μJ and (30.0±0.8) μJ) using a variable neutral density filter at the laser output (NDV). The stated standard errors stem from the power calibration procedure and the spot size uncertainty. A stable, curved water surface was maintained on top of a 100 μm inner diameter capillary by slowly replenishing the water using a syringe pump (New Era Pump System NE-1002X with Hamilton 25 μL #702). The water surface position was held within 30 μm using feedback from the camera image to ensure stable focus conditions.

B. Digital interference microscopy

Various configurations and image reconstruction methods are known for DIM. Here, time resolved digital interference microscopy was implemented in a pump-probe setup schematically depicted in Fig. 1: a diode-pumped passively Q-switched solid state laser (FDSS 532-Q, CryLas GmbH, Berlin, Germany) was used to produce green light pulses with a duration of 1.4 ns, short enough to prevent motion blurring within one image acquisition. The beam was split in an off-axis Mach-Zehnder configuration into a collimated object beam illuminating the sample and a reference beam traveling a similar distance through an open space. Both beams were recombined at an angle (at BS₂ in Fig. 1), and a long working distance microscope objective with variable magnification (Optem Fusion, Qioptiq, Waltham, USA) was placed so that a sharp image of the object (the water splash following a laser ablation event) was formed on the monochrome CCD detector (DMK 23U274, The Imaging Source, Bremen, Germany, 1600 × 1200 pixels, 4.4 μm × 4.4 μm pixel size). Because both beams traversed the same objective, their wavefronts were intrinsically curvature matched (except for lens-aberrations). Due to the narrow spectrum of the solid state illumination laser (SSL), the coherence length was large enough that no special care had to be taken to ensure proper interference at the detector. Timing synchronization of the SSL pulse and camera shutter relative to the ablating PIRL was implemented with a picosecond-precision delay generator (SRS DG645). To account for any timing jitter between the PIRL and the SSL, stray light from the PIRL’s internal pump pulse (at 1 μm) and the part of the SSL reference beam that was transmitted at the second beam splitter (BS₂) were captured on separate fast photodiodes, the signals recorded on an oscilloscope (Agilent DSO-X 3024A) and saved on a computer using LabVIEW. The exact delay between the two pulses was determined with a precision on the order of the signal rise times (<2 ns).

The details of the image reconstruction are outlined in the supplementary material. In short, the angular spectrum method is used, whereby the phase shift ϕ is recovered from the recorded interferogram through filtering with a simple rectangular window in the Fourier-domain. Any remaining wavefront curvature not associated with the object is removed from the reconstructed phase by using a double exposure scheme in which a second image of the unperturbed water surface is taken fractions of a second before the actual image of the laser impact, and the background phase is subtracted. Minimizing the delay between both acquisitions is beneficial to suppress the movement of the water surface and changes in the background phase (e.g., by convection). A two-dimensional phase unwrapping algorithm is applied to remove any 2π discontinuities from the resulting phase, and the phase is offset so that it is zero in the unperturbed regions in the top edge of the image.

The spatial resolution of the technique differs between the directions parallel and perpendicular to the interference fringes. In the former, the resolution is equal to that of the microscope objective (2.9 μm at maximum magnification setting), whereas in the latter, it is determined by the
interplay of magnification, pixel size, and recombination angle \( \alpha \). Because we chose both the object and reference beam to traverse the same objective lens, the limited acceptance angle \( \theta = \arcsin(\text{NA}) \) (with \( \text{NA} = 0.12 \)) of the microscope objective limits the maximum recombination angle to \( \alpha = 20 \). This in turn limits the achievable spatial resolution: band-pass filtering in the Fourier domain removes all spatial frequencies larger than \( u_{\text{max}} = u_0/2 \), where \( u_0 \) is the spatial frequency of the unperturbed fringe pattern. This reduces the resolution of the resulting phase map to \( \delta x = 1/u_{\text{max}} = 2M/k \sin \alpha \), which is the object size covered by two fringe periods \( \Delta x = 1/u_0 \). The largest \( \alpha \) was achieved by aligning both beams symmetrically with respect to the objective, resulting in a fringe spacing of about 6 pixels or \( \delta x = 6 \mu m \). Usually a slightly larger fringe spacing was chosen for better illumination, and a resolution of about \( \delta x \approx 7.5 \mu m \) at a magnification of \( M = 8.8 \) was verified by imaging a resolution target (Thorlabs 1951 USAF Test Target). The signal quality is also limited by noise, which is in part due to an imperfect separation of the DC and AC spectra and in part caused by changes in the optical path length between the background and the sample image, e.g., by vibrations or convection. As a measure of phase accuracy, the noise level was determined by calculating the standard deviation of an unperturbed area of different background-subtracted phase images, which yielded values of \( \sigma < 0.018 \approx \pi/170 \).

C. Abel inversion and density maps

The phase images \( \phi(x,y) \) obtained using DIM permit the recovery of the refractive index distribution and ultimately the density distribution in the object beam. However, because the images acquired in DIM represent a two-dimensional projection of a three-dimensional object, the recovery of the 3D distribution is non-trivial. One way to approach the loss of depth-information is to assume a cylindrical symmetry of the object. This is well-justified in the case of laser-ablation plumes from a surface with the same symmetry, such as the locally flat droplet surface we are concerned with here. With the y-axis being the axis of symmetry, we can thus write

\[
\phi(x,y) = \frac{4\pi}{\lambda} \int_{|r|}^{\infty} r \frac{\Delta n(r,y)}{\sqrt{r^2 - x^2}} \, dr. \tag{1}
\]

The inversion of Eq. (1) is a well-known problem referred to as the inverse Abel transformation. From the plethora of possible inversion algorithms, we chose the Gaussian Basis-Set Expansion Method, which is commonly employed to analyze velocity map imaging data, as it is designed to reproduce the sharpest features, has a large dynamic range, and handles noise well without introducing spurious artifacts. The corresponding section of the pyabel python package was implemented in Matlab and thoroughly tested against the original algorithm before use.

The Gladstone-Dale relation was used to determine the density in the primary shock front from its refractive index. The relative density of the compressed ambient air can be calculated as

\[
\frac{\rho(x,y)}{\rho_0} = 1 + \frac{\Delta n(x,y)}{n_0 - 1}. \tag{2}
\]

The ambient refractivity \( (n_0 - 1) = 277 \times 10^{-6} \) was determined based on the updated Edlén equation and the values of air pressure, temperature, humidity, and CO\(_2\) content on the day of the experiment.

III. RESULTS AND DISCUSSION

A. Phase and amplitude images

Images of the plume expansion were acquired for laser fluences between 0.16 and 4.7 J cm\(^{-2}\) and for time delays between 0 and 1000 ns, which was the time scale on which the plume front would leave the camera’s field of view. Coarse time steps were used for longer time delays. FFT-filtering and background-subtraction were performed on each image pair to yield both the reconstructed amplitude and phase. The analysis of the collected phase images revealed three different ablation regimes. At laser fluences below \( F = 0.5 \text{ J cm}^{-2} \) (3 \( \mu \text{J} \) pulse energy), no disturbance of the water surface was observed. At fluences slightly above this ablation threshold, a hemispherical shock wave was observed to emanate from the location of the laser impact at the water surface [Figs. 2(a) and 2(b)]. In accordance with...
previous studies,\textsuperscript{62,69} this primary shock wave (PSW) is identified as an acoustic wave resulting from a sudden compression of the ambient air as the heated water begins to expand. Further inside the plume, a denser region containing the target material could be distinguished, the border of which was the contact front (CF). For low fluences, the region condensed into a cloud of water vapor and small droplets within the first 100 ns. At intermediate fluences [Figs. 2(c) and 2(d)], the plume consisted of fewer droplets and instead showed a stronger contact front, indicating that a larger fraction of the ejected material reached the evaporation enthalpy. The plume expansion at the highest employed fluences [Figs. 2(e) and 2(f)] was characterized by a turbulent propagation of the central part of the contact front. The higher the laser fluence, the larger the ratio of initial velocities in normal and lateral directions, which did not only lead to a forward peaked propagation of the CF but also for high fluences produced a PSW shape which was elongated along the propagation direction. For all fluences, a recoil-induced displacement of liquid water slowly expanded outwards directly above the water surface. Note that the phase jumps in the regions of liquid water in Figs. 2(e) and 2(f) are due to insufficient light transmission and/or a phase gradient that exceeds the system’s resolution and are thus an artifact of the imaging method. At later times [\(>1\) \(\mu\)s, see Figs. 2(b), 2(d), and 2(f)], a low-density region could be observed inside the vapor/droplet cloud, constituting a rarefaction wave following the explosive ablation. Figures 3 and 4 show the time evolution of the expansion for high and low fluences by means of the reconstructed phase and amplitude data, respectively. While for low fluences a high (optical) density region at the top of the plume, i.e., between PSW and CF, dissipates quickly, it is well visible and not separating from the PSW front for the first few hundred ns for intermediate fluences. For the highest fluences, it protrudes outwards, distorting the PSW’s shape and making it more elliptical in nature. We observe the threshold for the formation of this plume shape to fluctuate around \(2 \times 10^5 \text{ J cm}^{-2}\) to \(3 \times 10^5 \text{ J cm}^{-2}\). In the reconstructed amplitude images, the contrast of the gas-phase portions of the plume is lower than for the phase images. However, they serve well to identify the liquid-phase portions of the plume. Additionally, a region of faint positive amplitude change is visible behind each shock front, indicating high temperatures of the shocked gas. The luminescence is especially pronounced for the high density region at the top of the plume. As shown in Figs. 4(a) and 4(e), the
luminescence is visible at short time delays for all fluences (except possibly right at the ablation threshold where it was too faint to observe). While it dissipates quickly for low fluences, for high fluences, the high-density region moves rapidly, creating two ring-vortices and a turbulent updraft of water vapor in its wake.

Figure 5 shows the ablation dynamics on a longer, microsecond timescale for the high (≈3.90 J cm⁻²/25 μJ) and low (≈0.78 J cm⁻²/5 μJ) laser fluence regimes. At these delays, the primary shock front was no longer in the field of view, and the dynamics were fully composed of droplets and water surface movement. An accurate phase determination is difficult for liquid materials, as is evidenced by the aforementioned artifacts in Figs. 2(e) and 2(f) and also Fig. 3(h). Therefore, we only show the reconstructed amplitudes (i.e., the background-subtracted absolute value of the FFT filtered interference pattern). For high fluence, the initial water column that is visible at 1 μs in Fig. 3(h) contracts due to under-pressure and surface tension as it propagates away from the water surface, and it moves slower than the surrounding cloud of droplets. A second cavitation bubble forms at its base, as shown in Fig. 5(e), similarly contracting to form another liquid water column. At around 300 μs, no further expulsion of the material was observed, although the water surface still showed slight oscillations. For low fluence, the amount of the ejected material was much smaller, and thus, less recoil occurred. The water column was less pronounced or even absent, and the desorption event subsided much faster (50 μs at 5 μJ).

Some amount of blurring due to out-of-focus portions of the plume is expected given that the microscope objective’s depth of field was only around 40 μm. This is especially noticeable for ejected droplets visible at later time delays, which show distinct diffraction rings. The spatial resolution for the outermost part of the plume, however, is not significantly altered because, due to its spherical shape, the plume front does not extend far beyond the focal plane in these regions. Spatial resolution is thus mainly affected in the center of the ablation plumes where the extension perpendicular to the focal plane is large.

The experiments presented here were conducted with a smaller laser focus (40 μm) and a smaller field of view (800 μm × 600 μm) than most comparable studies. Because less material was removed per shot, recoil ejection was reduced and the duration of the ablation event was much shorter. For example, for the IR ablation of water with 70 ns Er:YAG pulses at a peak fluence of 2.8 J cm⁻² with a focal diameter of 1 mm, the authors observed material ejection up until almost 1 s.³ On the other hand, we observed the initial material ejection to take place on a faster time scale than previous studies. As described by Apitz and Vogel,⁴ a fine mist of droplets is produced by a phase explosion of the superheated surface layer. Because in the present work, the energy is deposited impulsively under DIVE conditions, the process happens more rapidly, so that the PSW and the front of the droplet cloud are initially not distinguishable in the acquired images. The propagation of the gas-phase material becomes apparent for intermediate fluences for which a clear contact front forms. Such a contact front can only develop once the volumetric energy density of the superheated liquid is sufficiently close to the vaporization enthalpy under ambient conditions for a significant amount of vapor to form.

Studies employing shorter pulse durations in the low nanosecond regime, i.e., at near stress confinement conditions, have mostly reproduced the findings of Apitz and Vogel,⁴ with the most prominent features being the turbulence and subsequent jet emission in the high-fluence range and a non-turbulent emission composed mostly of droplets at low fluences.⁷⁰,⁷¹ However, none of the cited studies demonstrate the forward peaked ejection of a high density region which is fast enough to disturb the PSW front, although a reason might be that the low contrast of the published images makes it impossible to resolve the primary shock-wave, which hampers a direct comparison of the PSW’s protrusion observed in the present study. On the other hand, the observations made here are very similar to the results of a dark-field study of DIVE of water with a pulse duration of 100 ps (compared to 10 ps in the present study) at fluences between 0.22 J cm⁻² and 0.83 J cm⁻² and a spot diameter of 200 μm which was conducted by Franjic and Miller.¹⁸

FIG. 5. Reconstructed amplitude images of the plume expansion at later times for the low [(a)–(d), 0.8 J cm⁻²/5 μJ] and high [(e)–(h), 3.9 J cm⁻²/25 μJ] fluence regimes. Time stamps are relative to the time of laser incidence, and the scale bar is 100 μm.
The cause for the observed differences compared to nanosecond ablation is not necessarily clear. A similar but more pronounced fast expansion of the central plume, which tends to form a triangular primary shock front, is seen for femtosecond pulses in the laser ablation of metals because of the optical breakdown of the ambient air in the focal region and the formation of a plasma filament. For longer pulses, plasma formation due to multiphoton absorption becomes less significant, but a plasma can still form due to cascading ionization if sufficient seed charges are created. We calculate a maximum peak irradiance of $5 \times 10^{11} \text{W cm}^{-2}$ at the center of the laser focus, which at visible and near-infrared wavelengths is sufficient to initiate cascading ionization and to ultimately lead to plasma formation, but not necessarily at mid-IR wavelengths. The conditions in the present study can be shown to be slightly below the threshold for the breakdown of water by solving the commonly employed rate equation for the free electron density\textsuperscript{74} with parameters adjusted to DIVE ablation, and an optical breakdown seems unlikely to be responsible for the observed plume shape considering that the same shape was observed by Franjic et al. for much lower fluences and for a pulse duration a factor of 10 larger, yielding irradiances far below the theoretical onset of cascading ionization.

Laser breakdown under ambient conditions for long pulse durations can also be discussed in the framework of laser absorption waves.\textsuperscript{75} Similar plume shapes have been observed for the near-IR ablation of metals and polymers with nanosecond lasers and attributed to a laser-supported detonation or laser-supported combustion waves, in which the initial part of the laser pulse creates free charges, for example, by thermal ionization behind the emerging supersonic shock wave, which then absorb the later parts of the pulse.\textsuperscript{76,77} However, these models predict the generation of a hot plasma, and no plasma spark was observed by eye even for kilohertz operation of the laser system, just as no plasma spark was observed in a previous study\textsuperscript{78} with similar ablation conditions ($2.92 \mu\text{m}$ wavelength, 19 ps pulse duration, and 30 $\mu\text{m}$ spot diameter) even at a higher peak irradiance of $3.4 \times 10^{12} \text{W cm}^{-2}$ (peak fluence of 65 J cm$^{-2}$). Even though thermal ionization of the leading portion of the plume is possible in the present study, we do not observe a significant contribution of the free charge density to the shock front’s optical density. If present, free electrons give a negative contribution to the refractive index $n = \sqrt{1 - \frac{N_e}{N_c}}$, where $N_e$ is the electron density and $N_c$ is the critical density corresponding to a plasma frequency equal to the illumination laser frequency, and would thus reduce the phase shift observed in the experiment.\textsuperscript{53} The protrusion of the PSW is seen as an optically dense region, indicating that the density of free electrons is far below the critical value for plasma generation of $N_c \approx 10^{18} - 10^{21} \text{cm}^{-3}$ for all recorded images.\textsuperscript{74}

We conclude that the high density region at the top of the plume constitutes a dense cloud of hot water vapor which is ejected with high velocity and almost no time lag with respect to the PSW. Additional momentum is possibly gained by thermal expansion, leading to a distortion of the PSW for high fluences, whereas the material cloud dissipates more quickly for low fluences so that no distortion can be observed. The protrusion might not have been observed for the nanosecond ablation performed by Apitz et al. even though a phase explosion with complete vaporization of the surface layer was achieved because for pulse durations above the stress confinement regime, the primary shock front and the contact front separate before the phase explosion is complete. The PSW was thus unaffected by the CF’s protrusion and kept its hemispherical shape. The fluence threshold for which a distortion could be observed in the present study is high compared to the results by Franjic et al., most likely because dissipation is more efficient for the smaller laser spot diameter employed here. Additionally, a slight increase in the optical penetration depth into the water surface could potentially be caused by photo-bleaching of the water absorption band as the energy was deposited on the timescale of vibrational relaxation,\textsuperscript{79} which would result in a lower energy density of the surface layer.

### B. Blast-wave theory and plume velocity

Digital interference microscopy allows for the extraction of additional quantitative physical information from the recorded images. Figure 6(a) shows a density map based on the data shown in Fig. 3(f). In order to reduce noise, the left and right sides of each phase image were averaged and slightly smoothed using a $5 \mu\text{m} \times 18 \mu\text{m}$ Wiener filter before the Abel inversion was performed. The density map is thus symmetric. The contrast between high- and low-density regions inside the plume is considerably better than in the projected phase image, which simplifies subsequent image processing. Three distinct regions of the plume were identified for each recorded image using a custom Matlab image processing script. The regions are marked in the right half of Fig. 6(a). The rising front of the PSW was found by simple thresholding along radial paths pointing towards the point of laser incidence (blue). Based on this position, the peak of the PSW could be located (orange). Identifying the CF by thresholding was difficult due to its complex shape, which was often granular and ill-defined. It was thus only performed in the near-normal direction and for a limited time range. The density along the PSW front (orange curve) is shown in Fig. 6(b) as a function of the angle from the surface.

---

**FIG. 6.** Density reconstruction of the PSW in units of the ambient air density $\rho_0$. (a) Density reconstruction of data shown in Fig. 3(f). The image is symmetric. The right side shows the positions of the start of the PSW (blue), the peak of the PSW (orange), and the start of the CF (green) as identified by a Matlab script. (b) Density at the peak of the PSW as a function of the angle from the surface normal. A quadratic, symmetric fit is applied to extrapolate the density at zero angle (orange line).
normal. The pressure in the normal direction was found to be very high, which we attribute to the overlap between the PSW front with the high density region separating from the contact front. To the side of this region (angle ≈ 0.4 rad), the pressure dropped by a factor of two as the lateral velocity of the bulge was much lower, leading to a much fainter pileup of ambient air. The pressure rise for larger angles resembles the PSW front of the hemispherical shock, which again expanded with high velocity in the normal direction. The overlaid curve in Fig. 6(b) is a quadratic fit to extrapolate the density in the normal direction, which could not be directly obtained because of the center-line noise resulting from the Abel-inversion. A quadratic fit was chosen as an approximation of the real angular density profile, which reflects the forward peaked elliptic expansion velocity profile.

Additional quantitative information was obtained from the shape and velocity of the primary shock front. The Taylor-Sedov (TS) blast wave theory is commonly employed to model the plume expansion and extract a conversion efficiency from laser pulse energy to shock-wave-energy. It models the radius of a (hemi-)spherical shock wave as a function of ambient pressure, the front radius may be written as

\[ R(t) = \frac{A}{t^{1/3}} \left(\frac{E_0}{\rho_0}\right)^{1/3}, \]

where \( A \) is a function of the specific heat ratio \( \gamma \) and the dimensionality \( \nu \), \( E_0 \) is the released energy, \( \rho_0 \) is the ambient density, and \( t \) is the time. The PSW front radii were extracted from the density maps using the Matlab image processing script mentioned previously. The rising front [blue curve in Fig. 6(a)] was used as a position marker as it was identified most reliably and showed no significant difference to the peak position. The shock front positions in normal and lateral directions with respect to the center point on the water surface were fitted with the TS model in the form

\[ R(t) = A(t-t_0)^g, \]

with two fit parameters \( A \) and \( q \) and a global offset in delay time determined by a three-parameter fit of the PSW positions in the normal direction. Figure 7(a) shows an exemplary fit for a pulse energy of 22 \( \mu J \). High pressure gradients across the water surface cause a fast initial expansion in the normal direction, while at later times, the expansion is almost spherical. The results of the TS model for different fluences for the expansion in the normal direction are shown in Fig. 7(b). The energy coefficient \( A \) shows a linear increase with fluence and is thus, in conflict with the earlier observations, not an indication of a transition in the ablation mechanism. The fitted exponent \( q \) decreases from an almost linear plume expansion \( R \propto t \) at low fluences to an expansion with cylindrical shock-wave-character (\( \nu = 0.5 \)) at high fluences. Although the coefficient \( A \) does not show any transition, the data for \( q \) indicate two regimes. For low pulse energies, the exponent decreases strongly with rising pulse energy, while the slope is much less for energies above \( \approx 15 \ \mu J \), which is close to the energy at which a significant PSW protrusion becomes visible. The results for the lateral expansion (not shown) convey similar trends for \( A \) and \( q \) but are more noisy and less distinctive. Because the exponent \( q \) was used as a fit parameter, the coefficient \( A \) holds no quantitative information and the mechanical energy \( E_0 \) released in the shock cannot be determined. The adaption of the exponent was necessary, however, because the laser ablation plume changes its shape from planar to elongated along the surface normal and only becomes spherical at later times, which does not fulfill the requirements of the TS model. Nonetheless, the adapted model fits the shock front positions very well and thus serves to extract the instantaneous shock front velocity. These are shown in Fig. 8(a) for different pulse energies and compared to the speed of sound marked by a red line. The plume front strongly decelerates in the first few hundred ns and reaches Mach 1 at around 1 \( \mu s \) for all fluences shown. Because of the strong deceleration, it is difficult to assign an initial velocity, which will critically depend on the measurement’s time resolution. We approximate the temperature \( T_s \) of the compressed background gas at a time delay of 100 ns and for the high and low fluence regimes (0.8 J cm\(^{-2}\)/3.9 J cm\(^{-2}\)), similar to the images shown in Figs. 3(b) and 3(f), by using the Rankine-Hugoniot jump conditions of the shock wave expansion as

\[ \frac{T_s}{T_0} = \left(\frac{M_s^2 + 5}{36} \right) \left(M_s^2 - 1\right), \]

where \( T_0 \) is the ambient temperature, \( M_s = (u_s/c_0) \) is the shock wave’s Mach number, \( c_0 \) is the speed of sound in the ambient air, and \( \gamma = 1.4 \) has been assumed to model air as an ideal gas. The estimated shock front temperatures after 100 ns are 680 K and 380 K for high and low fluences, respectively.

Knowledge of the shock front velocities \( u_s \) also facilitates the calculation of the shock front density \( \rho_s \) making it possible to compare the values obtained through Abel inversion of the phase information. Again assuming an ideal and calorically perfect gas, the density reads

\[ \frac{\rho_s}{\rho_0} = \frac{6M_s^2}{5 + M_s^2}, \]

where \( c_0 \) is the speed of sound in the ambient air. The resulting evolution of the PSW front density is shown in Fig. 8(b).
as a series of line plots for different pulse energies. They overlap very well with the results from the density maps, plotted as scatter plots for a high and a low pulse energy, for delay times \(>200\) ns. For shorter time delays, the density maps show very high values up to 10 times the ambient density, violating the prediction of the shock-wave-model that in the high pressure limit, the maximum shock front density is \((\gamma + 1)/(\gamma - 1) = 6\) times the ambient density for \(\gamma = 1.4\) (ideal gas). This indicates that either the specific heat ratio \(\gamma\) deviates significantly from its ideal value for the pressures found at the shock front or that there is an admixture of ablated water vapor at high density. The latter is very likely the case given that the PSW front and CF have not yet separated for early times.

**IV. CONCLUSION**

We demonstrated the application of time resolved off-axis digital interference microscopy to the plume expansion of picosecond infrared laser desorption (PIRL) of water under stress confinement conditions (DIVE). The imaging setup uses only one microscope objective and is simple to align and is yet capable of producing high-contrast images for the micrometer-sized and highly transparent ablation plumes, thus being well suited to characterize the shock front evolution with good spatial and temporal resolution. After proper background subtraction, the method shows very little interference noise, facilitating short-pulsed laser sources for illumination, which introduce interference artifacts based on temporal coherence in other flash-photography approaches. The obtained contrast is proportional to the optical path length difference between the object and the ambient air and can thus yield additional information to that obtained by techniques based on refraction. The retrieved phase maps have been used to estimate the shock front density and could alternatively yield the shock front velocity with a single image acquisition [rearranging Eq. (5) and using \(\rho_s\) from the Abel inversion] as compared to the usually performed fit of the velocity extracted from several consecutive snapshots [Fig. 8(a)].

We presented a systematic study of the temporal plume evolution with laser fluence and identified different ablation regimes. The material emission was strongly peaked in the forward direction as observed in previous studies and under DIVE conditions is led by a hot and expanding vapor cloud. For large fluences, this vapor cloud took several hundred ns to cool down, and it moved fast enough to cause a significant distortion of the primary shock front. The reconstructed refractive index field confirms that no significant density of free charges was present after several tens of nanoseconds after laser incidence, i.e., the ablation was not plasma mediated. For atmospherically coupled mass spectrometry, the fluence regime close to the ablation threshold can be considered to be most suitable because it results in a fine mist of droplets with low internal temperature. The hot vapor cloud, however, could be of special interest to spectroscopy or in-vacuo mass spectrometry.

**SUPPLEMENTARY MATERIAL**

See supplementary material for a more detailed description of the phase reconstruction method and the pulse energy calibration procedure.
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