In General Relativity and many modified theories of gravity, isolated black holes (BHs) cannot source massless scalar fields. Einstein-Maxwell-dilaton (EMd) theory is an exception: through couplings both to electromagnetism and (non-minimally) to gravity, a massless scalar field can be generated by an electrically charged BH. In this work, we analytically model the dynamics of binaries comprised of such scalar-charged (“hairy”) BHs. While BHs are not expected to have substantial electric charge within the Standard Model of particle physics, nearly-extremally charged BHs could occur in models of minicharged dark matter and dark photons. We begin by studying the test-body limit for a binary BH in EMd theory, and we argue that only very compact binaries of nearly-extremally charged BHs can manifest non-perturbative phenomena similar to those found in certain scalar-tensor theories. Then, we use the post-Newtonian approximation to study the dynamics of binary BHs with arbitrary mass ratios. We derive the equations governing the conservative and dissipative sectors of the dynamics at next-to-leading order, use our results to compute the Fourier-domain gravitational waveform in the stationary-phase approximation, and compute the number of useful cycles measurable by the Advanced LIGO detector. Finally, we construct two effective-one-body (EOB) Hamiltonians for binary BHs in EMd theory: one that reproduces the exact test-body limit and another whose construction more closely resembles similar models in General Relativity, and thus could be more easily integrated into existing EOB waveform models used in the data analysis of gravitational-wave events by the LIGO and Virgo collaborations.
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I. INTRODUCTION

The first observations of gravitational waves (GWs) from coalescing binary black holes (BHs) [1–5] and neutron stars [6] offer unprecedented opportunities to test the highly dynamical, strong-field regime of General Relativity (GR) [7–9]. Leveraging the extraordinary precision of GW detectors to test gravity requires waveform models that incorporate potential deviations from GR. One can construct such models in a theory-independent way by considering phenomenological deviations to waveform models in GR and then constraining the magnitude of these corrections, see, e.g., the constructions of [10–13]. Such an approach has been used by the LIGO and Virgo collaborations to test GR with binary BHs [3, 14, 15]. Alternatively, one can compute the waveform produced in a particular alternative theory, which can then be used to measure directly the fundamental quantities that define that modified theory of gravity [7].

In this paper, we adopt the latter approach, focusing on the dynamics of binary BHs in Einstein-Maxwell-dilaton (EMd) theory. This theory originated as a low-energy limit of string theory [16, 17]. In EMd theory, a scalar field (the dilaton) couples to a vector field (the photon) such that BHs with electric charge also source the scalar; the BH develops a scalar charge, or hair. It has been shown that in GR (and some scalar extensions) isolated BHs cannot carry such a charge [18, 19]; these results are often referred to as “no-hair theorems.” Analytic solutions exist in EMd theory for spherically symmetric BHs parameterized by the dilaton coupling constant $a$ [see Eqs. (2.1) and (2.2) below for the action]. For $a = 0$, the theory reduces to Einstein-Maxwell (EM) theory and the BH solution is the Reissner-Nordström metric. For $a = 1$, the solution corresponds to the low energy limit of heterotic string theory. For $a = \sqrt{3}$, the solution corresponds to Kaluza-Klein BHs [20], and an analytic solution for charged spinning BHs in EMd theory is only known for that value of $a$ [21].

In the absence of electric charge, isolated BHs in EMd theory behave as in GR. Within the Standard Model, astrophysical BHs are expected to be electrically neutral; however, there exist various theoretical mechanisms beyond the Standard Model that would allow BHs to accumulate non-negligible charge. For a BH with charge $Q$ and mass $M$ to accrete a particle with the same-sign charge $q$ and mass $m$, gravitational attraction between the two bodies must overpower their electrostatic repulsion, i.e., $qQ \lesssim mM$, or equivalently $Q/M \lesssim m/q$.

1 Throughout this work, we use geometric units, in which $G = c = 4\pi\epsilon_0 = 1$, where $G$ is the bare gravitational constant.
Furthermore, a charged BH will neutralize via spontaneous pair production [22] or interactions with astrophysical plasmas [23] over timescales that grow with the mass-to-charge ratio of the available fundamental particles. For electrons, the dimensionless mass-to-charge ratio \( m_e/q_e \sim 10^{-22} \) severely limits the charge that BHs can develop through accretion, and guarantees that any BH charged through other means will discharge quickly. However, particles with much larger mass-to-charge ratios are predicted in models of minicharged dark matter [24–26] and would allow BHs to acquire and retain a much larger electric charge [27]. Similarly, models in which dark matter is charged under a hidden U(1) gauge field [28–30], a “dark photon,” would allow for BHs to develop significant hidden charge, provided that the ratio of the dark-matter particle's mass to its (hidden) charge is sufficiently large [27]. These two types of dark matter models are consistent with laboratory experiments and cosmological observations [31–33]; current constraints restrict the new particles’ mass to 1 GeV \( \lesssim m \lesssim 10 \) TeV [30] and its charge to \( \lesssim 10^{-11} (m/\text{GeV}) q_e \) [34] (see also Fig. 1 in Ref. [27]).

The dynamical evolution of binary BHs in EMd theory has been studied in various contexts. Numerical-relativity simulations of single and binary BHs were performed in Ref. [35]. The authors considered small electric charges and found that the resulting gravitational waveforms are difficult to distinguish from those in GR. Numerical-relativity simulations of the collision of charged BHs with large electric charges in EM theory were performed in Refs. [36, 37], where it was found that a significant fraction of the energy is carried away by electromagnetic radiation.

In this work, we compute the conservative and dissipative dynamics of a binary BH, and the resulting gravitational waveform, in EMd theory, to first order in the (weak-field and slow-motion) post-Newtonian (PN) approximation. We also construct an effective-one-body (EOB) Hamiltonian description [38, 39] of the conservative dynamics, which provides an analytical resummation of the PN dynamics to exactly recover the test-body limit; the latter uses the same gauge as EOB theory were performed in Refs. [36, 37], where it was found that a significant fraction of the energy is carried away by electromagnetic radiation.
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II. EINSTEIN-MAXWELL-DILATON THEORY

A. Setup

We consider a generalization of EMd theory presented in Refs. [16, 17] in the Jordan frame.

\[
S = \int d^4x \sqrt{-g} \frac{\sqrt{\exp(-2a \varphi)}}{16\pi} \left( \mathcal{R} + (6a^2 - 2) \tilde{g}_{\mu\nu} \nabla_\mu \varphi \nabla_\nu \varphi - F_{\mu\nu} F^{\mu\nu} \right) + S_m(g_{\mu\nu}, A_\mu, \psi),
\]

(2.1)

where \( \varphi \) is a scalar field (the dilaton), \( a \) is the dilaton coupling constant, \( F_{\mu\nu} \equiv \nabla_\mu A_\nu - \nabla_\nu A_\mu \) is the electromagnetic field tensor, and tildes signify quantities in the Jordan frame. We also include some matter fields \( \psi \), which couple minimally to \( \tilde{g}_{\mu\nu} \) and, through some fundamental electric charge, to \( A_\mu \); we represent this total matter action schematically with \( S_m \). By construction, electrically neutral, non-self-gravitating matter configurations will follow geodesics of \( \tilde{g}_{\mu\nu} \), and thus this theory respects the weak equivalence principle. However, self-gravitating systems are bound (in part) through non-linear interactions of the scalar field. The back-reaction of the scalar field on the metric exerts an additional force on such systems, causing them to no longer follow geodesics; thus, this theory violates the strong equivalence principle.

The Einstein frame provides a more convenient representation of EMd theory. Performing the conformal transformation \( g_{\mu\nu} = A^{-2}(\varphi) \tilde{g}_{\mu\nu} \) with \( A = e^{a\varphi} \), the ac-
of the scalar field $\phi$ and the mass about the external/background value with negligible self-gravity.

The mass in the Einstein frame is incorporated into the masses. For charged monopolar point particles, neglecting dipoles/spins and higher multipoles, the matter action in the Einstein frame can be written as [43]

$$ S_m = - \sum_A \int dt \left[ m_A(\phi) \sqrt{-g_{\mu\nu} v^\mu_A v^\nu_A - g_A A_\mu v^\mu_A} \right] , $$

where $m_A(\phi)$ is the field-dependent mass of particle $A$, $q_A$ is the electric charge, $v_A^\mu = u_A^\mu/u_A^0$ where $u_A^\mu$ is its four-velocity, and the fields are evaluated at the particle's location. The mass in the Einstein frame $m(\phi)$ is related to the mass in the Jordan-Fierz frame $\tilde{m}(\phi)$ by

$$ m(\phi) = A(\phi) \tilde{m}(\phi) , $$

where $\tilde{m}(\phi)$ is generally not a constant except for bodies with negligible self-gravity.

In most cases, a closed-form expression for the field-dependent mass $m(\phi)$ cannot be found. Instead, one expands the mass about the external/background value $\phi_0$ of the scalar field

$$ \ln m(\phi) = \ln m(\phi_0) + \frac{d \ln m(\phi)}{d \phi} \bigg|_{\phi_0} \delta \phi + \frac{1}{2} \frac{d^2 \ln m(\phi)}{d \phi^2} \bigg|_{\phi_0} \delta \phi^2 + O(\frac{1}{\phi^6}) , $$

where $\delta \phi \equiv \phi - \phi_0$. The mass expansion can be parameterized in terms of

$$ \alpha(\phi) \equiv \frac{d \ln m(\phi)}{d \phi} , \quad \beta(\phi) \equiv \frac{d \alpha(\phi)}{d \phi} , $$

where $\alpha$ is referred to as the (dimensionless) scalar charge. With these parameters, the mass expansion can be written as

$$ m(\phi) = m \left[ 1 + \alpha \delta \phi + \frac{1}{2} (\alpha^2 + \beta) \delta \phi^2 + O(\frac{1}{\phi^6}) \right] , $$

where the field-dependent mass is denoted by the Gothic script $m$, while the mass evaluated at the background value of the scalar field is denoted by $m$. We also drop the dependence of the parameters on the background value $\phi_0$ to simplify the notation, i.e., $\alpha \equiv \alpha(\phi_0)$, and $\beta \equiv \beta(\phi_0)$. For the field-dependent parameters, we always explicitly write $\alpha(\phi)$ and $\beta(\phi)$. The expression for $\alpha(\phi)$ depends on the structure of the body; for static BHs, it depends only on the charge-to-mass ratio, whereas for baryonic matter, it also depends on the body’s composition.

We note that Eq. (2.3) together with the expansion of the mass (2.7) provide a systematic construction of an effective source or action for an extended object in a PN expansion. We neglect couplings to derivatives of the field, which would correspond to dipole/spin and higher multipole interactions. Due to invariance under gauge transformations $A_\mu \rightarrow A_\mu + \partial_\mu \epsilon$, the charges $q_A$ must be constant; they cannot depend on the scalar field like the masses.

### B. Black-hole solution

The metric for an electrically-charged non-rotating BH in EMd theory is given by [16, 17]

$$ ds^2 = -A(r) dt^2 + B(r) dr^2 + r^2 C(r) d\Omega^2 , $$

with

$$ A(r) = \left( 1 - \frac{r_+}{r} \right) \left( 1 - \frac{r_-}{r} \right)^{1 - 2a^2} , $$

$$ B(r) = \frac{1}{A(r)} , $$

$$ C(r) = \left( 1 - \frac{r_+}{r} \right)^{\frac{2a^2}{1 + a^2}} , $$

where the constants $r_+$ and $r_-$ are given in terms of the Arnowitt-Deser-Misner mass $M$ and electric charge $Q$ by

$$ M = \frac{r_+ + (1 - a^2) r_-}{2} , $$

$$ Q^2 = \frac{r_+ - r_-}{1 + a^2} e^{-2a \phi_0} . $$

The constant $r_+$ corresponds to the outer horizon, and $r_-$ corresponds to the inner horizon. The surface area of the horizon (entropy of the BH) is proportional to $r_+^2 C(r_+)$. Here, we refer to the metric (2.8) as the GHS metric, after Garfinkle, Horowitz and Strominger who found the solution in that form in Ref. [17].

The electromagnetic four-potential $A_\mu$, for an electrically-charged BH, is given by

$$ A_\mu(r) = - \frac{Q}{r} e^{2a \phi_0} \delta^\mu_0 , \quad A_i(r) = 0 , $$

and the scalar field $\phi$ is given by

$$ \phi(r) = \phi_0 + \frac{a}{1 + a^2} \ln \left( 1 - \frac{r_-}{r} \right) . $$

In addition to the electric charge, BHs in EMd theory can acquire scalar charge, also called dilaton charge, defined
Clifford (17) has shown that
\[ D \equiv \frac{1}{4\pi} \int d^2 \Sigma \mu \nabla_\mu \varphi, \tag{2.14} \]
where the integral is over a two-sphere at spatial infinity, leading to
\[ D = \frac{a}{1 + a^2} r_-. \tag{2.15} \]

Far from the BH, we have \( \varphi(r) \approx \varphi_0 - D/r + O(1/r^2) \), which means that \( D \) acts as the monopole charge sourcing the scalar field.

The constants \( r_+ \) and \( r_- \) can be expressed in terms of the mass and the dilaton charge, or the mass and electric charge, as
\[ r_- = \frac{1 + a^2}{a} D \]
\[ \frac{1}{1 - a^2} \left( M - \sqrt{M^2 - (1 - a^2)Q^2 e^{2a\varphi_0}} \right), \tag{2.16a} \]
\[ r_+ = 2M - \frac{1 - a^2}{a} D \]
\[ M + \sqrt{M^2 - (1 - a^2)Q^2 e^{2a\varphi_0}}. \tag{2.16b} \]

Expressing quantities in terms of the dilaton charge, rather than the electric charge \( Q \), since the action (2.2) is invariant under \( \varphi \rightarrow -\varphi \), one first needs to identify the field from the dilaton charge \( D \) with the field \( \varphi \) generated by the larger BH. The expansion of \( \varphi \) in terms of the parameters \( \alpha \) and \( \beta \) by Eq. (2.7), and the scalar field \( \varphi \) is given by Eq. (2.13).

To find how \( \alpha \) and \( \beta \) depend on the mass and charge of the BH, one needs to find the dependence of the mass on the scalar field. We can get a differential equation for \( m(\varphi) \) from Eq. (2.16a), or Eq. (2.16b), by identifying the mass \( M \) and charge \( Q \) with those of the test BH, i.e., \( M \rightarrow m(\varphi) \) and \( Q \rightarrow q \). The background value of the scalar field can be identified with the field from the more massive BH \( \varphi_0 \rightarrow \varphi \), and the scalar charge by \( D \rightarrow dm(\varphi)/d\varphi \), as was shown by the matching conditions in Ref. [40]. This leads to the equation
\[ \frac{dm(\varphi)}{d\varphi} = \frac{a}{1 - a^2} \left[ m(\varphi) - \sqrt{m(\varphi)^2 - (1 - a^2)q^2 e^{2a\varphi_0}} \right], \tag{2.19} \]
which, as far as we know, has no analytic solution for arbitrary values of \( a \). Nevertheless, we can still obtain an expression for the dimensionless scalar charge, which is defined by Eq. (2.6),
\[ \alpha(\varphi) = \frac{a}{1 - a^2} \left[ 1 - \frac{q^2 e^{2a\varphi_0}}{m^2(\varphi)} \right], \tag{2.20} \]
of the difference \( \varphi - \varphi_0 \). The electromagnetic part of the matter action is more subtle; it depends on \( q^2 \alpha A_\mu \propto Q e^{2a\varphi_0}/r \), and hence, one can absorb a factor of \( e^{2a\varphi_0} \) into each of the two charges. However, since \( A_0 = Q e^{2a\varphi_0}/r \), the transformation \( Q \rightarrow Q e^{2a\varphi_0} \), \( \varphi \rightarrow \varphi + \varphi_0 \) is not valid in equations that depend on \( A_0 \); one first needs to express \( A_0 \) in terms of the charges before performing that transformation.

This is not to be confused with some uses of the phrase “test body” in the context of ST theories, where one means a body with negligible self-gravity (unlike a BH), so that the mass in the Jordan-Fierz frame is constant and the scalar charge is zero.

---

2 To see why this is true, consider the action (2.2) with the transformation \( Q \rightarrow Q e^{2a\varphi_0} \) and \( \varphi \rightarrow \varphi + \varphi_0 \). The vacuum part of the action is symmetric under that transformation, and in the matter action (2.3), the mass \( m(\varphi) \) is parameterized in terms of the difference \( \varphi - \varphi_0 \). The electromagnetic part of the matter action is more subtle; it depends on \( q^2 \alpha A_\mu \propto Q e^{2a\varphi_0}/r \), and hence, one can absorb a factor of \( e^{2a\varphi_0} \) into each of the two charges. However, since \( A_0 = Q e^{2a\varphi_0}/r \), the transformation \( Q \rightarrow Q e^{2a\varphi_0} \), \( \varphi \rightarrow \varphi + \varphi_0 \) is not valid in equations that depend on \( A_0 \); one first needs to express \( A_0 \) in terms of the charges before performing that transformation.
and

\[ \beta(\varphi) = \frac{a^2 q^2 e^{2a\varphi}}{(1 - a^2) m^2(\varphi)} \left[ 1 - \frac{a^2}{\sqrt{1 - (1 - a^2) q^2 e^{2a\varphi} / m^2(\varphi)}} \right], \]

in agreement with Ref. [40].

It is interesting to note that an exact analytic solution to the differential equation (2.19) can be found when the coupling constant \(a = 1\), that is

\[ m(\varphi) = \sqrt{\text{const.} + \frac{1}{2} q^2 e^{2\varphi}}. \]  

(2.22)

Since the above expression should give \(m\) when \(\varphi = 0\), the integration constant is found to be \(m^2 - \frac{1}{2} q^2\). Hence,

\[ m(\varphi) = \sqrt{m^2 - \frac{1}{2} q^2 + \frac{1}{2} q^2 e^{2\varphi}}. \]  

(2.23)

By differentiating \(m(\varphi)\), we get the parameters

\[ \alpha = \frac{q^2}{2m^2}, \quad \beta = \frac{q^2}{m^2} - \frac{q^4}{2m^4}. \]  

(2.24)

In Fig. 1, we plot \(\alpha(\varphi)\) as a function of \(\varphi\). We see that the test BH’s \(\alpha(\varphi)\) transitions between two values: zero and \(a\). The function \(\alpha(\varphi)\) reaches its maximum value when the quantity \(q^2 e^{2a\varphi} / m^2\) approaches \(1 + a^2\), which means that in the Jordan-Fierz frame, the charge \(q\) approaches the extremal value \(\sqrt{1 + a^2} \tilde{m}\), where the mass in the Jordan-Fierz frame \(\tilde{m}\) is given by Eq. (2.4). Changing the charge-to-mass ratio shifts the curve on the horizontal axis, while changing \(a\) changes the maximum value of \(\alpha\) and determines how quickly this transition occurs.

We emphasize that the scalar field \(\varphi\) generated by the more massive BH is always negative, as can be seen from Eq. (2.13), so the test BH always descalarizes. Further, because of the logarithm, the magnitude of \(\varphi\) increases...
slowly with decreasing separation until \( r \) approaches the inner horizon \( r_+ \), where it diverges. For the scalar charge of the test BH to change dramatically before merging with its much larger companion, both BHs must be close to extremally charged. As discussed in Sec. I, extremally-charged BHs exist with minimal charged dark matter and dark photon models. If the test BH is not sufficiently charged, its scalar charge is close to zero when well separated from its companion, and then monotonically decreases toward zero as the binary evolves. The total shift in the scalar field that the test BH experiences prior to crossing the outer horizon is given by

\[
\varphi(r_+) - \varphi(\infty) = \frac{a}{1 + a^2} \ln \left[ \frac{1 - D/D_{\text{max}}}{1 - (1 - a^2)D/2D_{\text{max}}} \right].
\] (2.25)

Thus, if the large BH is not also sufficiently charged, then the test BH’s scalar charge does not change dramatically.

In Fig. 2, we substitute the expression for the scalar field of the larger BH \( \varphi(r) \) into that for the scalar charge of the test BH \( \alpha(\varphi) \), and plot \( \alpha(\varphi) \) versus the separation \( r \) scaled by the horizon radius. When setting the charge of the large BH to its extremal value, \( Q = \sqrt{1 + a^2} M \), we see that the change of the test BH also needs to be near extremal for the descalarization transition to occur. Yet, the transition only occurs very close to the horizon of the background BH. Hence, we expect this descalarization to drastically affect the GW signature only during the late inspiral and plunge of a test BH into a more massive BH and only when the BHs are nearly-extremally charged, when the horizon, the innermost-stable circular orbit, and the divergence in \( \varphi \) coincide. This result is analogous to extremal Kerr BHs, where the plunge occurs at significantly smaller separations [44]. However, a comparable-mass binary does not perform many orbits at small separations due to stronger radiation reaction, and thus we expect that the transition in the scalar charge would have a negligible effect on GWs from the inspiral of a comparable-mass binary.

We note that, while the descalarization transition occurs for near-extremal BHs, the largest change in the value of \( \alpha \) from infinity until, e.g., \( r = 2r_+ \) occurs when the electric charge is \( q/m \sim 1 \), as can be seen in the left panel of Fig. 2. This is due to the slope of \( \alpha(\varphi) \) at the background value of the scalar field \( \varphi = 0 \). So, in order to increase the change in the scalar charge to observe descalarization, it is important to have a maximal \( \beta(\varphi) \equiv \alpha'(\varphi) = d\alpha(\varphi)/d\varphi \).

D. Compact objects in Einstein-Maxwell-dilaton and scalar-tensor theories

Certain ST theories can exhibit non-perturbative phenomena, known as induced or dynamical scalarization, in binary systems of neutron stars [45–48]. Having established how a BH responds to its scalar environment, we now investigate whether such effects could arise in binary BHs in EMd theory. In Ref. [35], the authors suggested that dynamical and induced scalarization are much less significant in EMd theory than in ST theories. In this subsection, we support this claim using more qualitative arguments by directly comparing the behavior of BHs and neutron stars in the respective theories.

In Ref. [49], the authors argued that the onset of induced and dynamical scalarization coincide with a breakdown of the PN approximation. Specifically, these non-perturbative phenomena indicate that the scalar field has grown beyond the validity of a PN expansion of \( m \), e.g., Eq. (2.7). A useful diagnostic for determining the onset of such phenomena is to compare the relative size of the coefficients of such a power series to the small parameter with which one constructs the expansion.

While both EMd theory and ST theories include an additional scalar field, the non-minimal coupling of that field to the Jordan-Fierz (physical) metric can differ substantially. To facilitate comparisons between these theories, we consider an expansion of \( m \) in \( G_N(\varphi) \), the parameter that characterizes the gravitational force felt between two test bodies placed in the scalar background \( \varphi \). In both EMd theory and ST theories, this Newton’s “constant” is given by

\[
G_N(\varphi) \equiv A^2(\varphi) \left[ 1 + \left( \frac{d \log A}{d \varphi} \right)^2 \right].
\] (2.26)

We expand \( m \) in terms of this quantity

\[
m(G_N) = m \left[ 1 + C_1 \left( \frac{G - G_0}{G_N} \right) + C_2 \left( \frac{G - G_0}{G_N} \right)^2 + \ldots \right],
\] (2.27)

where we have defined

\[
G_0^0 \equiv G_N(\varphi = 0),
\] (2.28a)

\[
C_1 \equiv \left[ \frac{d \log m}{d \log G_N} \right]_{G_N = G_N^0},
\] (2.28b)

\[
C_2 \equiv \frac{1}{2} \left( \frac{d^2 \log m}{d \log G_N^2} - \frac{d \log m}{d \log G_N} \right) \frac{d \log m}{d \log G_N} \left|_{G_N = G_N^0} \right.
\] (2.28c)

We compare these coefficients for BHs in EMd theory to that of neutron stars in Brans-Dicke gravity [50–52], defined by the coupling

\[
A_{\text{BD}}(\varphi) = e^{-\alpha_0 \varphi},
\] (2.29)

and theories first considered by Damour and Esposito-Far	extsc{e}se (DEF) [43, 53]

\[
A_{\text{DEF}}(\varphi) = e^{-\beta_0 \varphi^2/2},
\] (2.30)
in which induced and dynamical scalarization can occur when \( \beta_0 \) is sufficiently negative. In Fig. 3, we plot
III. POST-NEWTONIAN APPROXIMATION IN EINSTEIN-MAXWELL-DILATON THEORY

A. Two-body dynamics

To go beyond the test-body limit, treating two-body systems with arbitrary mass ratios, we employ the PN approximation, which is valid in the weak-field, slow-motion regime [55]. In Appendix A, we derive results for the conservative dynamics of a binary BH system in EMd theory, at next-to-leading order in the PN expansion, i.e., at 1PN order. We employ the Fokker action method [56] (see also Ref. [57]), which has been used to treat the 4PN dynamics in GR [58], and the 2PN [57] and 3PN [59] dynamics in ST theories. We begin by considering the PN expansions of the EMd action in Eq. (2.2) and the matter action for point particles in Eq. (2.3), using the mass expansion in terms of the \( \alpha \) and \( \beta \) parameters from Eq. (2.7). From the initial full action expanded to 1PN order, we obtain field equations for the scalar field, the metric potential, and the electromagnetic 4-potential. The Fokker action is obtained by plugging the (regularized) solutions to the field equations back into the action, eliminating the field degrees of freedom, yielding an action depending only on the matter variables. We work in the harmonic gauge \( g^{\mu \nu} \Gamma^\lambda_{\mu \nu} = 0 \) and the Lorenz gauge \( \partial_\mu A^\mu = 0 \) throughout. The final result for the two-body Lagrangian is given by

\[
L = -m_1 - m_2 + \frac{1}{2} m_1 v_1^2 + \frac{1}{2} m_2 v_2^2 + \left( 1 + \alpha_1 \alpha_2 - \frac{q_1 q_2}{m_1 m_2} \right) \frac{m_1 m_2}{r} \\
+ \frac{1}{8} m_1 v_1^4 + \frac{1}{8} m_2 v_2^4 + \frac{q_1 q_2}{2r} \left( v_1 \cdot v_2 + (\mathbf{n} \cdot \mathbf{v}_1)(\mathbf{n} \cdot \mathbf{v}_2) \right) \\
+ \frac{m_1 m_2}{2r} \left[ (3 - \alpha_1 \alpha_2)(v_1^2 + v_2^2) - (7 - \alpha_1 \alpha_2)(v_1 \cdot v_2) - (1 + \alpha_1 \alpha_2)(\mathbf{n} \cdot \mathbf{v}_1)(\mathbf{n} \cdot \mathbf{v}_2) \right] \\
- \frac{m_1 m_2}{2r^2} \left[ (1 + 2\alpha_1 \alpha_2)(m_1 + m_2) + m_1 \alpha_2^2(\beta_2 + \beta_1) + m_2 \alpha_1^2(\alpha_1 + \beta_1) \right] \\
+ \frac{q_1 q_2}{r^2} \left[ m_1(1 + a \alpha_1) + m_2(1 + a \alpha_2) - \frac{1}{2r^2} \left( m_1 q_1^2(1 + a \alpha_1) + m_2 q_2^2(1 + a \alpha_2) \right) + O \left( \frac{1}{r^4} \right) \right],
\]

where \( r \equiv r_1 - r_2 \) is the separation between the two bodies, and \( \mathbf{n} \equiv r/r \). This Lagrangian agrees with the one derived by Damour and Esposito-Farèse [43, 57] when the Maxwell fields are zero. The standard 1PN Lagrangian

FIG. 3. Ratio of the coefficients \( C_2/C_1 \) defined in Eqs. (2.28b) and (2.28c) as a function of \( G_N \) for BHs in EMd theory (solid) and neutron stars in various ST theories (dashed). Annotated points depict this ratio at various separations for a test BH with \( q = 0.99\gamma_{\text{max}} \) in the background of a BH with \( Q = Q_{\text{max}} \) in EMd theory (\( r_+ \) refers to the outer horizon of the background spacetime.)
in GR is obtained by setting \( q_i = \alpha_i = \beta_i = 0 \), while the Lagrangian in EM theory is obtained when \( \alpha_1 = \beta_1 = 0 \). Note that, since we use the mass expansion in Eq. (2.7) given in terms of generic parameters \( \alpha \) and \( \beta \), our results are not restricted to BHs in EMd theory, but are applicable to more generic bodies as well.

During the course of this project, the same 1PN Lagrangian for a two-body system in EMd theory was derived independently by Juliè in Ref. [40]. While our results agree, our derivation differs from that of Ref. [40] in some notable respects. In Ref. [40], the (unexpanded) field equations were directly obtained from the action (2.2), and then those equations were expanded and solved for the fields. The primary difference with our derivation is in how Ref. [40] constructed the two-body Lagrangian: (i) taking (only) the matter action for one body (without the field part of the action, and without the matter action for the other body), which would apply if the body were a test body in some given fields, (ii) inserting for those fields the (regularized) solutions to the field equations resulting from the total (two bodies + fields) action, and (iii) taking the resultant Lagrangian and “symmetrizing” it with respect to the two bodies. While this procedure does produce a correct Lagrangian at 1PN order, it is not justified in general, and it is important to see how the result can be obtained from a consistent treatment of the full action for the two bodies and fields. In Ref. [40], it was also found that it is possible to parameterize the 1PN Lagrangian in EM theory to have the same structure as the 1PN Lagrangian in ST theories, which means that many results in ST theories can be directly extended to EMd theory at 1PN order. We choose not to use that parameterization to make the dependence on the electric charges more apparent, and because many of our results are specific to EM theory, such as calculating the vector energy flux and developing the EOB Hamiltonians.

The Hamiltonian in the center-of-mass frame can be derived from the Lagrangian using the Legendre transformation [60]

\[
H = v \cdot p - L,
\]

where the relative velocity \( v \equiv v_1 - v_2 \) and the center-of-mass momentum

\[
p_i = \frac{\partial L}{\partial v^i}.
\]

This leads to the energy

\[
E = M + \frac{1}{2} M v^2 - \frac{G_{12} M \mu}{r} + \frac{3}{8} (1 - 3\nu) M v^4
+ \frac{G_{12} M \mu}{2 r} \left[ \left( 3 - \alpha_1 \alpha_2 \right) + \nu \right] (v^2 + v_r^2)
+ \frac{M^2 \mu}{2 r^2} \left[ \left( 1 + \alpha_1 \alpha_2 \right)^2 + X_2 \alpha_1^2 \beta_1 + X_1 \alpha_1^2 \beta_2 \right]
+ X_1 \frac{q_2^2}{M \mu} (1 + \alpha_1 \alpha_2) + X_2 \frac{q_2^2}{M \mu} (1 + \alpha_1 \alpha_2)
+ \frac{1}{2} \frac{q_1 q_2}{M \mu} \left( 1 + \alpha_1 \alpha_2 \right) + \frac{1}{2} \frac{q_1 q_2}{M \mu} \left( 1 + \alpha_1 \beta_2 \right)
+ \frac{1}{2} \frac{q_1 q_2}{M \mu} \left( 1 + \alpha_1 \beta_1 \right)
+ \frac{1}{2} \frac{q_1 q_2}{M \mu} \left( 1 + \alpha_1 \beta_1 \right)
+ \frac{1}{2} \frac{q_1 q_2}{M \mu} \left( 1 + \alpha_1 \beta_1 \right)
\]

where \( \dot{r} = n \cdot v \), and we defined the total mass \( M \), reduced mass \( \mu \), symmetric mass ratio \( \nu \), and the mass ratios \( X_i \) in terms of the constant masses \( m_1 \) and \( m_2 \) by

\[
M \equiv m_1 + m_2, \quad \mu \equiv \frac{m_1 m_2}{M}, \quad \nu \equiv \frac{\mu}{M}, \quad X_1 \equiv \frac{m_1}{M}, \quad X_2 \equiv \frac{m_2}{M}.
\]

We also define the coefficient \( G_{12} \) by

\[
G_{12} = 1 + \alpha_1 \alpha_2 - \frac{q_1 q_2}{M \mu},
\]

which reduces to the usual definition in ST theories when the electric charges are zero. The advantage of including the charges in \( G_{12} \) is that the Newtonian-order acceleration is simply given by \( a = -G_{12} M n / r^2 + \mathcal{O}(1/c^2) \).

Expressing the energy in terms of the center-of-mass momentum \( p \equiv p_1 = -p_2 \), instead of the velocity, we obtain the Hamiltonian

\[
H = M + \frac{p^2}{2 \mu} - \frac{G_{12} M \mu}{r} - \frac{1}{8} (1 - 3\nu) \frac{p^4}{\mu^3}
- \frac{G_{12} M}{2 r^2} \left[ \left( 3 - \alpha_1 \alpha_2 \right) + \nu \right] (p^2 + v_r^2)
+ \frac{M^2 \mu}{2 r^2} \left[ \left( 1 + \alpha_1 \alpha_2 \right)^2 + X_2 \alpha_1^2 \beta_1 + X_1 \alpha_1^2 \beta_2 \right]
+ X_1 \frac{q_2^2}{M \mu} (1 + \alpha_1 \alpha_2) + X_2 \frac{q_2^2}{M \mu} (1 + \alpha_1 \alpha_2)
- \frac{1}{2} \frac{q_1 q_2}{M \mu} \left( 1 + \alpha_1 \alpha_2 \right) + \frac{1}{2} \frac{q_1 q_2}{M \mu} \left( 1 + \alpha_1 \beta_1 \right)
\]

where \( p_r = n \cdot p \).

Next, we examine how the scalar charges of the two bodies change with their separation. The dilaton charge is given by

\[
D(\varphi) = \frac{d m(\varphi)}{d \varphi} = m(\varphi) \alpha(\varphi).
\]

For the two bodies, the dilaton charge as a function of the separation \( r \) has the expansion

\[
D_1(r) = m_1 \left[ \alpha_1 + (\alpha_1^2 + \beta_1) \varphi_1(r) + \frac{1}{2} (3 \beta_1 \alpha_1 + \alpha_1^3) \right],
\]

\[
D_2(r) = m_2 \left[ \alpha_2 + (\alpha_2^2 + \beta_2) \varphi_2(r) + \frac{1}{2} (3 \beta_2 \alpha_2 + \alpha_2^3) \right]
\]
In both plots, the charge-to-mass ratio \( q_1/m_1 = q_2/m_2 = 1 \) and the dilaton coupling \( a = 1 \); in the left panel \( \nu = 0.24 \), while in the right \( \nu = 0.1 \).

\[ \varphi_2(r) = -\frac{a_1 m_1}{r} + \frac{m_1 m_2}{r^2} (\alpha_1 + \alpha_2 \alpha_1^2 + \alpha_2 \beta_1) - \frac{aq_1 q_2}{r^2} \]

where, using \( a = -G_{12} M n / r^2 + O(1/c^2) \) and Eq. (B19),

\[ a_1 = \frac{m_2}{M} a = -\frac{G_{12} m_2}{r^2} n + O(1/c^2), \quad (3.11a) \]

\[ a_2 = -\frac{m_1}{M} a = \frac{G_{12} m_1}{r^2} n + O(1/c^2). \quad (3.11b) \]

In Fig. 4, we plot \( D_1(r) \) and \( D_2(r) \) for charge-to-mass ratios \( q_1/m_1 = q_2/m_2 = 1 \), dilaton coupling constant \( a = 1 \), and symmetric mass ratios \( \nu = 0.24 \) and \( \nu = 0.1 \). The curves are plotted until \( r = 3M \) because the PN expansion becomes inaccurate well before that separation. From the figure, we see that the scalar charge of both bodies decreases as the separation decreases, with the charge of the lighter body decreasing more quickly. Figure 5 shows the scalar charge as a function of the separation for equal masses but with different charge-to-mass ratios. We keep \( q_1/m_1 = 1 \) while \( q_2/m_2 \) takes the values 1.4 and 0.5. The scalar charge of the less-charged body decreases more quickly with decreasing separation. These results are consistent with what was found in the previous section for the scalar charge of a test BH, but here, we do not see a transition or a divergence near the horizon.
coordinate transformations to arbitrary PN order.

gauge-invariant" in the sense that it remains fixed under
where Ω is the orbital frequency, which is "perturbatively

The energy flux is expressed in terms
where the coefficients \( f \) are given by Eqs. (B36), (B57),
and (B86). The energy flux is expressed in terms of the parameter \( x \) defined by

where \( \Omega \) is the orbital frequency, which is "perturbatively
gauge-invariant" in the sense that it remains fixed under coordinate transformations to arbitrary PN order.

approximation accessible by use of the 1PN near-field equations. The scalar and vector dipole fluxes depend on
the difference between the charges of the two bodies. The scalar flux also includes a monopole term that vanishes
for circular orbits.

The total energy flux is the sum of the scalar, vector,
and tensor fluxes

where the expressions for the fluxes through next-to-leading order for general orbits are given in Appendix
B. The fluxes for circular orbits are given by

\[
\begin{align}
F_S &= \frac{\nu^2 x^4}{3G_{12}^2} (\alpha_1 - \alpha_2)^2 + \frac{\nu^2 x^5}{15G_{12}^2} \left[ 20f_7(\alpha_1 - \alpha_2)^2 + 5 \left( f_5^S + f_7^S \right) + 16 (X_{102} + X_{201})^2 \right] + \mathcal{O} \left( \frac{1}{c^7} \right), \\
F_V &= \frac{2\nu^2 x^4}{3G_{12}^2} \left( \frac{q_1}{m_1} - \frac{q_2}{m_2} \right)^2 + \frac{2\nu^2 x^5}{15G_{12}^2} \left[ 20f_7 \left( \frac{q_1}{m_1} - \frac{q_2}{m_2} \right)^2 + 8 \left( X_2 \frac{q_1}{m_1} + X_1 \frac{q_2}{m_2} \right)^2 \right] + \mathcal{O} \left( \frac{1}{c^7} \right), \\
F_T &= \frac{32 \nu^2 x^5}{5G_{12}^2} + \frac{2\nu^2 x^5}{105G_{12}^2} \left( f_{0T}^T + f_{vT}^T + f_{1T}^T + 672f_7 \right) + \mathcal{O} \left( \frac{1}{c^9} \right),
\end{align}
\]

FIG. 6. Energy flux in EMd theory and EM relative to the uncharged GR flux plotted versus the gauge-invariant velocity for circular orbits \( v \equiv (G_{12} M \Omega)^{1/3} \) for coupling constant \( \alpha = 1 \), for equal masses, and for charge-to-mass ratio \( q_1/m_1 = 1, q_2/m_2 = 0.8 \) (left) and \( q_1/m_1 = 1, q_2/m_2 = -0.8 \) (Right).
plots, we used the next-to-leading order scalar and vector fluxes, but only used the leading Newtonian order tensor flux, because the 1PN energy flux in GR is given by $F_{\text{GR}} \sim x^5 - \text{const.}$, where the minus sign of the second term causes the flux to become negative at large frequencies.

From the plots, we see that at small frequencies (large separations), the difference with GR is greater than at larger frequencies because the dipole scalar and vector fluxes dominate ($F_S \sim x^4$ while $F_T \sim x^5$). For equal charges, the scalar and vector dipole fluxes are both zero, which means the total energy flux is the tensor flux that is proportional to $x^5$. Hence, the next-to-leading order flux in EMd theory becomes a constant shift to the GR flux, and the relative flux plotted in the figures becomes a straight line, as can be seen in Fig. 7.

In the two panels of Fig. 6, we use charge-to-mass ratios $q_1/m_1 = 1$, $q_2/m_2 = 0.8$ (left) and $q_1/m_1 = 1$, $q_2/m_2 = -0.8$ (right). For same-sign charges, at a fixed frequency, there is a greater difference from GR than for opposite-sign charges and also a greater difference between EMd and EM. This is because the energy flux is inversely proportional to $G_{12}^2 = (1 + \alpha_1 \alpha_2 - q_1 q_2 / m_1 m_2)^2$, which is larger when the electric charges have opposite signs than when they have the same sign. In the right panel, the plotted curves become negative when $F < F_{q=0}$, which occurs because $G_{12} > 1$ for opposite-sign charges, which makes the EMd flux smaller than the GR flux at some frequency.

In Fig. 7, we plot the energy flux for several charge-to-mass ratios. In that figure, we do not plot the flux in EM theory, because it is almost the same as the EMd flux for charges $q_i/m_i \lesssim 0.5$ since $F_S \propto q_i^2/m_i^4$ which is much smaller than $F_T \propto q_i^2/m_i^4$ for small charges. The plot shows the flux for same-sign charges in a log plot; for small charges $\lesssim 0.01$, the EMd flux decreases significantly and becomes very close to the GR flux.

The most salient feature that differentiates EMd theory from GR is the presence of dipole radiation. At leading order, the energy flux can be written as

$$F = F_{\text{GR}} \left(1 + B x^{-1}\right),$$

where $F_{\text{GR}}$ is the GR quadrupole flux, and $B$ parameterizes the strength of dipolar emission, which is given by

$$B = \frac{5}{96} \left(\alpha_1 - \alpha_2\right)^2 + 2 \left(\frac{q_1}{m_1} - \frac{q_2}{m_2}\right)^2.$$

The presence of dipole flux has been constrained in several types of binary systems. The best constraints on the $B$ come from radio observations of pulsar–white-dwarf binaries, which lead to the bound $|B| \lesssim 10^{-3}$ [61]. For binaries containing a single BH, the strongest bound comes from low-mass X-ray binaries, in which the companion is a main-sequence star: $|B| \lesssim 2 \times 10^{-3}$ [62]. To date, no bound has been set from GW observations of binary BHs, but at design sensitivity, LIGO could set a bound of $|B| \lesssim 8 \times 10^{-4}$ for a GW150914-like event, and LISA could lower that bound to $10^{-8}$ [62].

We wish to understand how well such a bound on dipole radiation in binary BHs can constrain EMd theory. Given the discussion above, we consider a hypothetical binary BH observation that constrains the dipole flux to $|B| \lesssim 10^{-3}$. The coupling $a$ that characterizes EMd theory enters the prediction of $B$ through the dimensionless scalar charges of the two bodies. Equation (3.16) demonstrates that for a given value of $B$, the scalar and electric dipoles are degenerate, and thus no constraint can be set on $a$ directly with only a bound on the dipole flux. However, if an independent measurement of the total charges could be made — e.g., through measurements of the ringdown spectrum of the final remnant—one can potentially break this degeneracy and constrain EMd theory.
In Fig. 8, we show the values of $a$ consistent with $|B| \leq 10^{-3}$ as a function of mass-weighted total charge $|q_1/m_1 + q_2/m_2|$ for various possible values of the electric dipole $|q_1/m_1 - q_2/m_2|$. The maximum allowed electric dipole is achieved in the limit that $a = 0$, wherein the scalar charges of the BHs vanish and our bound on the dipole flux translates directly to the bound on the electric dipole $|q_1/m_1 - q_2/m_2| \lesssim 0.098$. Unsurprisingly, we find that the constraint that can be set on $a$ depends primarily on the magnitude of the electric charges in the binary: for equal-mass systems, the strongest constraints can be set when the BHs have large, nearly-equal charges, and the weakest constraints when the BHs have small, opposite charges. We see that for any realistic constraint on dipole flux, the parameter $a$ is completely unbounded without an independent measurement of the electric charges.

C. Gravitational-wave phase in the stationary-phase approximation

Equipped with PN descriptions of the conservative and dissipative sectors of binary dynamics in EMd theory, we compute a key observable for GW detections: the Fourier-domain gravitational waveform. We utilize the stationary-phase approximation to perform this calculation, relying on the fact that the GW phase evolves much more slowly than the orbital phase, i.e., $|\dot{A}/A| \ll \Omega$ and $|\Omega|^2$ for $m \neq 0$ modes. Thus, the integral in Eq. (3.20) is highly oscillatory and can be approximated by expanding the integrand about the time at which the complex phase is stationary. Using the stationary-phase approximation, the Fourier-domain waveform is then given by

$$\tilde{h}_{\ell m}(f) = \mathcal{A}_{\ell m}(f)e^{-i\psi_{\ell m}(f)-i\pi/4},$$

$$\psi_{\ell m}(f) = 2\pi f t_{\ell m}^{(m)} - m\phi(t_{\ell m}^{(m)}),$$

$$\mathcal{A}_{\ell m}(f) = \mathcal{A} \ell m(t_{\ell m}^{(m)}) \sqrt{2\pi/m\Omega(t_{\ell m}^{(m)})}.$$  

where $\phi(t)$ is the orbital phase of the binary.

We compute the Fourier-transform of the GW using

$$\tilde{h}_{\ell m}(f) = \int_{-\infty}^{\infty} dt h_{\ell m}(t)e^{-2\pi ft}.$$  

During the adiabatic inspiral, the amplitude and orbital frequency evolve much more slowly than the orbital phase, i.e., $|\dot{A}/A| \ll \Omega$ and $|\Omega|^2$ for $m \neq 0$ modes. Thus, the integral in Eq. (3.20) is highly oscillatory and can be approximated by expanding the integrand about the time at which the complex phase is stationary. Using the stationary-phase approximation, the Fourier-domain waveform is then given by

$$\tilde{h}_{\ell m}^{\text{SPA}}(f) = \mathcal{A}_{\ell m}(f)e^{-i\psi_{\ell m}(f)-i\pi/4},$$

$$\psi_{\ell m}(f) = 2\pi f t_{\ell m}^{(m)} - m\phi(t_{\ell m}^{(m)}),$$

$$\mathcal{A}_{\ell m}(f) = \mathcal{A}_{\ell m}(t_{\ell m}^{(m)}) \sqrt{2\pi/m\Omega(t_{\ell m}^{(m)})}.$$  

where $t_{\ell m}^{(m)}$ is defined implicitly as the time at which $m\Omega(t_{\ell m}^{(m)}) = 2\pi f$. Following the notation common in the literature, we employ the binary’s gauge-invariant velocity for circular orbits $v \equiv x^{1/2} = (G_1 M_1)^{1/3}$ and introduce a similar notation for the GW frequency $f$ as $v_f \equiv (\pi G_1 M_f)^{1/3}$. Then, by construction, one finds $v(t_{\ell m}^{(m)}) = (2/m)^{1/3}v_f$ and can rewrite Eq. (3.22) as

$$\psi_{\ell m}(f) = m \left( \frac{1}{G_1 M} v^3 t(v) - \phi(v) \right) \bigg|_{v=(2/m)^{1/3}v_f}.$$  

From here onwards, we focus only on the dominant $\ell = |m| = 2$ modes and drop the explicit mode numbers for notational simplicity; because we restrict our attention to non-spinning systems, the modes obey the symmetry relation

$$h_{\ell m} = (-1)^{\ell} h_{\ell,-m},$$

and thus we can consider only the $m = 2$ mode without loss of generality.

The orbital phase and frequency are computed using the balance equation

$$\frac{dE}{dt} = -F.$$  

From this equation, we deduce

$$\phi(v) = \phi_{\text{ref}} - \frac{1}{G_1 M} \int_{v_{\text{ref}}}^{v} d\hat{v} \hat{v}^3 \frac{E'(\hat{v})}{F'(\hat{v})},$$

$$t(v) = t_{\text{ref}} - \int_{v_{\text{ref}}}^{v} d\hat{v} \frac{dE}{d\hat{v}} \frac{1}{F'(\hat{v})},$$

where $\phi_{\text{ref}}$ and $t_{\text{ref}}$ refer to an arbitrary reference point in the evolution of the binary. Inserting these results into

\footnote{A GW detector also responds to the scalar field through the coupling given in Eq. (2.2). These scalar waves represent a transverse breathing polarization of perturbations to the Jordan-Fierz metric. Because standard search techniques are targeted at the transverse-traceless polarizations, we consider only those gravitational modes in this work. Differentiating between the various polarizations of GWs requires a network of detectors; our ability to identify additional GW polarizations will improve as more ground-based detectors come online.}
Eq. (3.24), the Fourier-domain phase is given by

$$
\psi(f) = 2\pi f t_{\text{ref}} - \phi_{\text{ref}} + \frac{2}{G_1 M} \int_{v_f}^{v_{t\text{ref}}} (v_f^2 - v^2) \frac{E'(v)}{F(v)} dv.
$$

(3.29)

The energy flux in terms of $x$ is given by Eq. (3.13a). The energy $E$ is given by Eq. (3.4), and it can be expressed in terms of $x$ using Eqs. (B83) and (B86), which leads to

$$
E = -\frac{\mu}{2} x \left[1 + f_E x + O\left(1/x^4\right)\right],
$$

(3.30)

where the coefficient $f_E$ is given by

$$
f_E = -\frac{1}{3G_{12}^2} \left[ G_{12}^2 \left(1 + \nu + \frac{3 - \alpha_1 \alpha_2}{1 + \alpha_1 \alpha_2 - \frac{4\nu}{M/\mu}}\right) - (1 + \alpha_1 \alpha_2)^2 - X_2 \alpha_1^2 \beta_1 - X_1 \alpha_2^2 \beta_2 - X_1 \frac{q_2^2}{M/\mu}(1 + \alpha \alpha_1) - X_2 \frac{q_1^2}{M/\mu}(1 + \alpha \alpha_2)
\right]
\]$$

(3.31)

To evaluate the integral in Eq. (3.29), we need to distinguish between two regimes, similarly to what was done in Ref. [63]. In one regime, the electric charges are small and the inspiral is driven by the tensor quadrupole flux. In the other regime, the electric charges are large and the inspiral is driven by the dipole flux.

For the quadrupole-driven (QD) case, we approximate the integrand in Eq. (3.29) by

$$
\frac{E'(v)}{F(v)} \approx \frac{E'(v)}{F_T(v)} \left[1 - \frac{F_S(v) + F_V(v)}{F_T(v)}\right].
$$

(3.32)

Then, we expand the integrand using the next-to-leading order fluxes. Evaluating the integral leads to the phase

$$
\psi^{\text{QD}}(f) = 2\pi f t_{\text{ref}} - \phi_{\text{ref}} + \frac{1}{v^5} \left[\rho_0^{\text{QD}} + \rho_2^{\text{QD}} \frac{v}{v^2} + \rho_2^{\text{QD}} v^2 + O(v^4)\right].
$$

(3.33)

with the coefficients

$$
\rho_0^{\text{QD}} = -\frac{G_{12}}{4096\nu} \left\{ \frac{5}{168} \left[336 f_E - 672 f_\gamma - f_1^{T/r^2} - f_2^{T/v^2} - f_3^{T/v^4} \right] + \left\{ \frac{M/\mu}{m_1} - \frac{M/\mu}{m_2} \right\}^2 + (\alpha_1 - \alpha_2)^2 \right\}
$$

(3.34a)

$$
\rho_2^{\text{QD}} = -\frac{5G_{12}}{7168\nu} \left\{ \frac{5}{224} \left\{ \frac{M/\mu}{m_1} - \frac{M/\mu}{m_2} \right\}^2 + (\alpha_1 - \alpha_2)^2 \right\},
$$

(3.34b)

$$
\rho_2^{\text{QD}} = -\frac{5G_{12}}{154888\nu} \left\{ \frac{5}{224} \left\{ \frac{M/\mu}{m_1} - \frac{M/\mu}{m_2} \right\}^2 + (\alpha_1 - \alpha_2)^2 \right\} \frac{1}{2} \left[ 672 f_\gamma + f_1^{T/r^2} + f_2^{T/v^2} + f_3^{T/v^4} \right] + \frac{5}{224} \left\{ \frac{M/\mu}{m_1} - \frac{M/\mu}{m_2} \right\} \left[ 672 f_\gamma + f_1^{T/r^2} + f_2^{T/v^2} + f_3^{T/v^4} \right] - 336 f_E \right\}
\]$$

(3.34c)

where the coefficients $f$ are given by Eqs. (B36), (B57), (B80), and (B86). When the charges are zero, this phase reduces to the next-to-leading order GR result, i.e., $\rho_0^{\text{QD}} \to 3/128\nu$, $\rho_2^{\text{QD}} \to 5(743 + 924\nu)/32256\nu$, and $\rho_2^{\text{QD}} \to 0$.

For the dipole-driven (DD) case, we take the tensor flux at the same order as the scalar and vector fluxes, i.e., $O(x^4)$. Evaluating the integral in (3.29) leads to
\[
\psi_{\text{DD}}(f) = 2\pi f t_{\text{ref}} - \phi_{\text{ref}} + \frac{\rho_{0}^{\text{DD}}}{v^4} \left[1 + \rho_{2}^{\text{DD}} v^2 + \mathcal{O}(v^4)\right],
\]

where the coefficients are given by

\begin{align}
\rho_{0}^{\text{DD}} &= \frac{G_{12}}{v} \left[2 \left(\frac{q_1}{m_1} - \frac{q_2}{m_2}\right)^2 + (\alpha_1 - \alpha_2)^2\right]^{-1}, \\
\rho_{2}^{\text{DD}} &= -\frac{9}{10} \left[2 \left(\frac{q_1}{m_1} - \frac{q_2}{m_2}\right)^2 + (\alpha_1 - \alpha_2)^2\right]^{-1} \left[96 + 10 \left(f_{1,1}^{F} + f_{2}^{F}\right) + 5 \left(f_{1,1}^{S} + f_{1}^{S}\right) - 10(f_{E} - 2 f_{S})(\alpha_1 - \alpha_2)^2 + 16 \left(X_2 \alpha_1 + X_1 \alpha_2\right)^2 - 20(f_{E} - 2 f_{S}) \left(\frac{q_1}{m_1} + \frac{q_2}{m_2}\right)^2 + 80(f_{E} - 2 f_{S}) \frac{q_1 q_2}{m_1 m_2} + 16 \left(X_2 \frac{q_1}{m_1} + X_1 \frac{q_2}{m_2}\right)^2 \right].
\end{align}

When we set the electric charges to zero, but keep the scalar charges nonzero, this result agrees with the (ST) result derived in Ref. [63].

We wish to understand how well a GW signal produced in EMd theory [e.g. Eq. (3.33)] can be distinguished observationally from a signal in GR. Answering this question definitely falls beyond the scope of this paper. To perform such a study, one would need to perform a Bayesian hypothesis test on injections of EMd signals into detectors with realistic noise, comparing the relative evidence that the signal matches template waveforms in every EMd theory or GR; for examples of such analyses for other modifications to GR, see Refs. [13, 64–67]. Instead of this detailed study, we compute two comparatively simple measures of distinguishability: the difference in total phase, and, in Sec. III D, the number of “useful” GW cycles.

To compare the phase calculated in EMd theory with that in GR, we need to align the waveforms and then compute dephasing from this alignment point. We choose to do the alignment around the “merger frequency,” which for simplicity we choose to be the innermost-stable circular orbit (ISCO) frequency \( f_{\text{ISCO}} \) which for simplicity we choose to be the innermost-stable to do the alignment around the “merger frequency,” that in GR, we need to align the waveforms and then “useful” GW cycles.

Instead of this detailed study, we compute two comparatively simple measures of distinguishability: the difference in total phase, and, in Sec. III D, the number of “useful” GW cycles.

To compare the phase calculated in EMd theory with that in GR, we need to align the waveforms and then compute dephasing from this alignment point. We choose to do the alignment around the “merger frequency,” which for simplicity we choose to be the innermost-stable circular orbit (ISCO) frequency \( f_{\text{ISCO}} \) which for simplicity we choose to be the innermost-stable to do the alignment around the “merger frequency,” that in GR, we need to align the waveforms and then “useful” GW cycles.

When we set the electric charges to zero, but keep the scalar charges nonzero, this result agrees with the (ST) result derived in Ref. [63].

We wish to understand how well a GW signal produced in EMd theory [e.g. Eq. (3.33)] can be distinguished observationally from a signal in GR. Answering this question definitely falls beyond the scope of this paper. To perform such a study, one would need to perform a Bayesian hypothesis test on injections of EMd signals into detectors with realistic noise, comparing the relative evidence that the signal matches template waveforms in every EMd theory or GR; for examples of such analyses for other modifications to GR, see Refs. [13, 64–67]. Instead of this detailed study, we compute two comparatively simple measures of distinguishability: the difference in total phase, and, in Sec. III D, the number of “useful” GW cycles.

To compare the phase calculated in EMd theory with that in GR, we need to align the waveforms and then compute dephasing from this alignment point. We choose to do the alignment around the “merger frequency,” which for simplicity we choose to be the innermost-stable circular orbit (ISCO) frequency \( f_{\text{ISCO}} \) which for simplicity we choose to be the innermost-stable to do the alignment around the “merger frequency,” that in GR, we need to align the waveforms and then “useful” GW cycles.

Instead of this detailed study, we compute two comparatively simple measures of distinguishability: the difference in total phase, and, in Sec. III D, the number of “useful” GW cycles.

In Fig. 9, we plot the difference between the phase calculated in EMd theory with \( a = 1 \) and the phase when all charges are zero, which is the phase in GR up to 1PN order. For the configurations considered here, \( v = 0.15 \) corresponds to approximately 10 Hz for a 20\( M_{\odot} \) system. Because the charges are relatively small, we compute the phase using Eq. (3.33). For systems whose component’s charge-to-mass ratio \( q_{i}/m_{i} \lesssim 0.01 \), the two waveforms differ by less than one radian over the frequency range of a ground-based GW detector.

D. Number of useful gravitational-wave cycles

The total number of GW cycles between frequencies \( f_{\text{min}} \) and \( f_{\text{max}} \) is given by

\[
N_{\text{tot}} = \int_{f_{\text{min}}}^{f_{\text{max}}} \frac{df}{2\pi} \frac{d\phi}{df},
\]

In Fig. 9, we plot the difference between the phase calculated in EMd theory with \( a = 1 \) and the phase when all charges are zero, which is the phase in GR up to 1PN order. For the configurations considered here, \( v = 0.15 \) corresponds to approximately 10 Hz for a 20\( M_{\odot} \) system. Because the charges are relatively small, we compute the phase using Eq. (3.33). For systems whose component’s charge-to-mass ratio \( q_{i}/m_{i} \lesssim 0.01 \), the two waveforms differ by less than one radian over the frequency range of a ground-based GW detector.

D. Number of useful gravitational-wave cycles

The total number of GW cycles between frequencies \( f_{\text{min}} \) and \( f_{\text{max}} \) is given by

\[
N_{\text{tot}} = \int_{f_{\text{min}}}^{f_{\text{max}}} \frac{df}{2\pi} \frac{d\phi}{df},
\]
where $\phi$ is the gravitational wave phase. The instantaneous number of cycles spent near some frequency $f$ is defined by multiplying the above integrand by $f$

$$N(f) \equiv \frac{f}{2\pi} \frac{d\phi}{df}.$$  \hspace{1cm} (3.40)

However, GW detectors are not equally sensitive to all parts of the waveform because the noise spectral density of the detector is frequency dependent. A better proxy for how observationally different two waveforms are is to compare the number of “useful” cycles in each. This measure was originally introduced in Ref. [68]. One computes the total phase accumulated in each frequency bin and then weights this estimate by the sensitivity of a detector at that frequency. Because the strain sensitivity of the detector is concentrated in just a window of frequency space, the result would also depend on the mass of the system. The number of useful cycles is defined by [68]

$$N_{\text{useful}}(f) \equiv \left[ \int_{f_{\text{min}}}^{f_{\text{max}}} \frac{df}{f} w(f) N(f) \right]^{-1},$$  \hspace{1cm} (3.41)

where the weight $w(f) \equiv A^2(f)/f S_n(f)$, while $A(f)$ is the GW amplitude, and $S_n(f)$ is the noise spectral density of the detector. We use the zero-detuned high-power noise spectral density of Advanced LIGO at design sensitivity [69].

Using the balance equation $dE/dt = -\mathcal{F}$, and the relation between the GW phase and orbital frequency $\phi = \Omega t$, the instantaneous number of cycles in Eq. (3.40) can be reformulated as

$$N(f) = -\frac{v^4}{3\pi M G_\odot} \frac{E'(v)}{\mathcal{F}(v)},$$  \hspace{1cm} (3.42)

which can be computed in the quadrupole-driven regime using Eq. (3.32). For the GW amplitude, we used the Newtonian order approximation for the transverse-traceless polarizations $A(f) \propto v^2$, since the effect from the amplitude on the number of cycles is small compared to the phase. We can then calculate numerically the number of useful cycles using Eq. (3.41).

In Fig. 10, we show the relative difference between $N_{\text{useful}}$ in EMd theory with $a = 1$ and the same quantity when all charges are zero (GR to 1PN order). The number of cycles in EMd theory is less than in GR except for equal charges, because the leading dipole radiation dominates the Newtonian order corrections to the binding energy. We find that for systems with $q_i/m_i \sim 0.1$, the number of useful cycles in GR and EMd differs by $\mathcal{O}(1)$.

The quantity plotted in Fig. 10 provides a rough estimate of the observable size of deviations from GR relative to the overall GW signal strength. We recast this quantity in terms of the optimal signal-to-noise ratio (SNR) of the waveforms, defined by

$$\text{SNR}^2 = 4 \int_{f_{\text{min}}}^{f_{\text{max}}} \frac{df}{f} \frac{|A(f)|^2}{S_n(f)}.$$  \hspace{1cm} (3.43)

Using Eq. (3.23), this relation can be rewritten as

$$\text{SNR}^2 = 4 \int_{f_{\text{min}}}^{f_{\text{max}}} \frac{df}{f} w(f) N(f),$$  \hspace{1cm} (3.44)

and thus

$$\frac{N_{\text{useful}}^{q=0} - N_{\text{useful}}}{N_{\text{useful}}^{q=0}} = \left| \frac{\text{SNR}^2}{\text{SNR}^2} \right| \left( \frac{\Delta \text{SNR}}{\text{SNR}} \right)^2,$$

where $\Delta \text{SNR} = (\text{SNR}^{q=0} - \text{SNR})$ is the difference in SNR between signals in GR and EMd theory. Thus, Fig. 10 indicates that corrections arising from the presence of electric and scalar charges in EMd theory can account for only a few percent of the total SNR for systems with electric dipole $\sim 0.1$.

### IV. EFFECTIVE-ONE-BODY FRAMEWORK

In this section, we construct two EOB Hamiltonians: one based on the EMd metric in Eq. (2.8), in which the potential $C(r) \neq 1$, which we call the GHS gauge; the other is based on an approximation to the EMd metric by making a transformation to a potential were the potential $C(r) = 1$, which we call the Schwarzschild gauge.

The EOB Hamiltonian in the GHS gauge is more physical in the strong-gravity regime since it exactly reproduces the test-body limit of the two-body dynamics. That is, it belongs to a class of Hamiltonians implementing exact solutions to the field equations for isolated objects/BHs. However, this class of Hamiltonians is very theory specific — for example the analytic ST vacuum
metric in Refs. [70, 71] is distinct from the analytic EMd metric when we set the electromagnetic fields to zero. In addition, many BH solutions in alternative theories do not even have an analytic solution that can be used. The advantage of using a Hamiltonian based on the approximate metric in the Schwarzschild gauge, is that it is easier to implement in data-analysis studies of GWs observed by LIGO and Virgo. One would take the existing EOB Hamiltonians in GR as a starting point and add EMd corrections in the same way as, e.g., tidal corrections are added [72]. Within the regime of small deviations from GR, the two EOB Hamiltonians in EMd theory are expected to closely agree.

In Refs. [71, 73], the EOB framework was extended to ST theories. In Ref. [71], the motion of a binary BH was mapped to the motion of a test body, such that the effective metric is a \(2\) deformation of the ST metric. This approach is similar to our EOB Hamiltonian in the GHS gauge, but we find a different mapping for the scalar charge. In Ref. [73], the motion of the binary in ST theory was mapped to the motion of a test body around an effective BH in GR, but the effective metric does not reproduce exactly the test-body limit of ST theory. In contrast, whereas our EOB Hamiltonian in the Schwarzschild gauge is also not exact in the test-body limit, it still maps the real problem to an effective one in EMd theory (not in GR).

### A. Effective-one-body Hamiltonian in Garfinkle-Horowitz-Strominger gauge

In the EOB framework, the motion of a binary is mapped to the motion of a test body in the background of an effective metric. In the effective problem in EMd theory, we assume that a test body, with mass \(\mu\) and electric charge \(q\), is moving in the background of a charged BH with mass \(M\) and electric charge \(Q\). To relate the real two-body problem to the effective one, we impose the following conditions: (a) \(M\) and \(\mu\) are the total mass and reduced mass of the real description, i.e., \(M = m_1 + m_2\) and \(\mu = m_1 m_2 / M\); (b) the effective charges \(Q\) and \(q\) are related to the real charges by \(Q q = q_1 q_2\), but we do not assume that \(Q\) is the total charge; and (c) the mapping between the real and effective Hamiltonians takes the form

\[
H_{\text{eff}}^{NR}(R, P) = H_{\text{eff}}^{NR}(r, p) \left[ 1 + \frac{\mu}{2} H_{\text{NR}}^{NR}(r, p) \right],
\]

(4.1)

where the superscript NR means non-relativistic, i.e., \(H_{\text{NR}} = H - M\), and the real Hamiltonian \(H\) is given by Eq. (3.7). The form (4.1) for the “EOB energy map” [38] has proven useful in GR up to 4PN order [74], in classical electrodynamics to 2PN order [75], and in ST gravity to 2PN order [73, 76]. In the first post-Minkowskian approximation, i.e., to all orders in \(v/c\) at linear order in \(G\), it can be shown to exactly resum the dynamics, producing the arbitrary-mass-ratio two-body Hamiltonian from the test-body Hamiltonian [76, 77]. For the coordinates in the effective problem, we use uppercase letters, such as \(R\) and \(P\), while for the real problem, we keep using lowercase letters, such as \(r\) and \(p\).

The effective action for the test body is given by

\[
S_{\text{eff}} = \int \left[ -m(\nu) d\tau_{\text{eff}} + q A_\rho dX^\rho \right],
\]

(4.2)

where \(\tau_{\text{eff}}\) is the proper time of the BH and the effective test-mass \(m(\nu)\) depends on the scalar field \(\nu\) generated by the BH, and has the expansion in terms of the parameters \(\alpha, \beta\) as

\[
m(\nu) = \mu \left[ 1 + \alpha \nu + \frac{1}{2} (\alpha^2 + \beta) \nu^2 + \mathcal{O}(1/c^6) \right].
\]

(4.3)

Since we do not know, a priori, how the parameters \(\alpha, \beta\) of the effective test body are related to the real problem, we expand the mass in a \(1/R\) expansion

\[
m(R) = \mu \left[ 1 + f_1 \frac{R}{R_{\text{eff}}} + f_2 \frac{R}{R^2} + \mathcal{O}(1/c^6) \right],
\]

(4.4)

and solve for the unknown coefficients \(f_1\) and \(f_2\).

We take the effective metric of the background to be a deformation of the EMd metric in the GHS gauge

\[
ds_{\text{eff}}^2 = -d\tau_{\text{eff}}^2 = -A(R) dT^2 + B(R) dR^2 + R^2 C(R) d\Omega^2,
\]

(4.5)

with

\[
A(R) = \left( 1 - \frac{R_+}{R} \right) \left( 1 - \frac{R_-}{R} \right)^{1/3} z_{\mu}^2,
\]

(4.6a)

\[
B(R) = \frac{1}{A(R)} \left( 1 + \frac{b_1}{R} \right),
\]

(4.6b)

\[
C(R) = \left( 1 - \frac{R_-}{R} \right)^{2/3} z_{\mu}^2,
\]

(4.6c)

where \(R_-\) and \(R_+\) are the radii of the inner and outer horizons of the effective BH, which are given by Eqs. (2.16a) and (2.16b), i.e.,

\[
R_- = \frac{1 + a^2 D}{a}, \quad R_+ = 2M - \frac{1 - a^2}{a} D.
\]

(4.7)

We choose to define \(R_-\) and \(R_+\) by these relations in terms of \(D\), but not in terms of \(Q\), because the relation between \(Q\) and \(D\) is deformed by the mapping. We note that in the above metric’s ansatz, we have added a deformation to \(B(R)\) only because, in EMd theory at 1PN order, the mapping leads to three equations in \(f_1, f_2\), and any deformation to the metric. Thus, we can only determine uniquely one unknown coefficient in the effective metric. So we choose to take that coefficient to be \(b_1\), and assume the possible deformations to \(A(R)\) or \(C(R)\) to be zero at 1PN order.
The scalar field for a single BH is given by Eq. (2.13); we add a PN deformation $g_2/R^2$ such that the effective scalar field is given by

$$
\varphi(R) = \frac{a}{1+a^2} \ln \left( 1 - \frac{R}{R} + \frac{1 + a^2 g_2}{a R^2} \right). \tag{4.8}
$$

The electric potential is given by

$$
A_0(R) = -\frac{Q}{R}. \tag{4.9}
$$

We do not add PN corrections to $A_0$ because those corrections can be absorbed in the PN corrections to the scalar field or to the relation between $D$ and $Q$. The coefficient $g_2$ is not independent of $f_1$ and $f_2$, because the mass expansion can also be expanded directly in $\varphi$ [see Eq. (2.7)]

$$
m(R) = \mu \left[ 1 - \frac{D\alpha}{R} + \frac{1}{R^2} \left( g_2\alpha - \frac{D^2\alpha}{2a} - \frac{a}{2} D^2\alpha \right) + \frac{1}{2} D^2\alpha^2 + \frac{1}{2} D^2\alpha \right] + O(1/e^\delta). \tag{4.10}
$$

In what follows, we uniquely solve for the coefficients $b_1, f_1,$ and $f_2$ by matching the real Hamiltonian to the effective one by a canonical transformation. Matching the two mass expansions in Eqs. (4.4) and (4.10) allows us to determine the mapping for the parameters $\alpha$ and $\beta$, and for the coefficient $g_2$. The mapping for $\alpha$ is unique, but the mapping for $\beta$ and $g_2$ is not unique at 1PN order.

To find the effective Hamiltonian, we first find the effective Lagrangian, in the equatorial plane $\Theta = \pi/2$,

$$
L_{\text{eff}} = q A_0 - m(\varphi) \sqrt{-g_{\mu\nu} \frac{dX^\mu}{dT} \frac{dX^\nu}{dT}},
$$

$$
= q A_0 - m(\varphi) \sqrt{A(R) - B(R) R^2 - C(R) R^2 \phi^2}. \tag{4.11}
$$

Then, applying the Legendre transformation $H_{\text{eff}} = P_R \dot{R} + P_\Phi \dot{\Phi} - L_{\text{eff}}$ yields the effective Hamiltonian

$$
H_{\text{eff}} = -q A_0 \left[ m^2(\varphi) + \frac{P_q^2}{c^2} \sqrt{C(R) R^2} + \frac{P_r^2}{B(R)} \right], \tag{4.12}
$$

where $P_\Phi = \partial L_{\text{eff}}/\partial \dot{\Phi}$ is the angular momentum, and $P_R = \partial L_{\text{eff}}/\partial R$ is the radial momentum.

Before matching the Hamiltonians, we need to apply a canonical transformation from the real variables, $r$ and $p$, to the effective ones, $R$ and $P$. At 1PN order, this transformation is given by [38]

$$
R^i = r^i + \partial G_{\text{1PN}} / \partial p_i, \quad P_i = p_i - \partial G_{\text{1PN}} / \partial r^i, \tag{4.13}
$$

with the generating function

$$
G_{\text{1PN}}(r, p) = (r \cdot p) \left( c_1 p^2 + c_2 \right), \tag{4.14}
$$

where the coefficients $c_1$ and $c_2$ are to be determined by the mapping.

Inserting the expansions of the real and effective Hamiltonians into Eq. (4.1), and applying the canonical transformation, we obtain the five equations:

$$
2c_1 \mu^2 + \nu = 0, \tag{4.15a}
$$

$$
f_1 + M \alpha_1 \alpha_2 = 0, \tag{4.15b}
$$

$$
M - c_2 + \mu + \mu \alpha_1 \alpha_2 + \frac{qQ}{M} + aD + c_1 M \mu^2 - \mu \alpha_1 qQ - \mu c_1 f_1 \mu = 0, \tag{4.15c}
$$

$$
b_1 + \frac{qQ}{M} + 2M + 2aD + 4c_1 \mu qQ + 4c_1 \mu^2 f_1 - 2c_2 - \mu - \mu \alpha_1 \alpha_2 - 4c_1 M \mu^2 = 0, \tag{4.15d}
$$

$$
- \nu D^2 + \nu \frac{D^2}{a^2} + 4M \alpha_1 \alpha_2 + 2M \alpha_1 \alpha_2 \mu + X_2 \nu \beta_1 \alpha_2 + X_1 \nu \beta_2 \alpha_1 + \mu^2 + 2 \mu^2 \alpha_1 \alpha_2 + \mu^2 \alpha_2 \alpha_2 + qQ \left( -2 + \frac{2 \nu}{M} - 2 \frac{f_1}{M} - 2a \alpha_1 X_1 - 2a \alpha_2 X_2 - 2 \alpha_1 \alpha_2 - 2 \nu - 2 \alpha_1 \alpha_2 \right) = 0. \tag{4.15e}
$$

Solving these equations respectively for the coefficients $c_1, f_1, c_2, b_1,$ and $f_2$ yields

$$
c_1 = -\frac{\nu}{2M \mu^2}, \tag{4.16a}
$$

$$
f_1 = -M \alpha_1 \alpha_2, \tag{4.16b}
$$

$$
c_2 = M + \frac{M \nu}{2} + \frac{1}{2} M \alpha_1 \alpha_2 - \frac{qQ \nu}{2 \mu} + aD, \tag{4.16c}
$$

$$
b_1 = 0, \tag{4.16d}
$$

$$
f_2 = \frac{D^2}{2 a^2} - \frac{D^2}{2} - \frac{M D}{a} - a MD \alpha_1 \alpha_2 + \frac{aqQ D}{\mu}. \tag{4.16e}$$
Ref. [71], but the mapping for the deformation to the scalar field we choose this mapping for $D$ to give Eq. (4.10) to give the mass expansion in Eq. (4.4) with the expansion in BHs only, this result for $g$ and setting the scalar field to its asymptotic value.

A convenient mapping for the electric charge is

$$Q^2 = M \left( \frac{q_1^2}{m_1} + \frac{q_2^2}{m_2} \right).$$

The reasoning behind this choice is that it is symmetric under the exchange of the two bodies; it has the correct test-body limit, $Q \rightarrow q_1$ when $m_2/m_1 \rightarrow 0$ with $q_2/m_2$ held constant; and it appears naturally in EM theory as we show in the next subsection. With that mapping for $Q$ and $D$, the relation between them is given by

$$Q^2 = \frac{2M}{a} D - \frac{1}{a^2} D^2 - \frac{1}{a^2} (\alpha_1 - \alpha_2)^2 M^2 \nu. \quad (4.24)$$

One could choose to enforce Eq. (2.17) for generic masses by making a different choice for $D$ or $Q$, but this seems to lead to very complicated expressions for them.

B. Effective-one-body Hamiltonian in Schwarzschild gauge

In the EMd metric, the potential $C(r) \neq 1$, but the standard EOB gauge is the Schwarzschild gauge $C(r) = 1$. This is the gauge that was used to derive the original EOB Hamiltonian [38], which was then improved by calibrating it to numerical-relativity simulations [78]. Therefore, to profit from the best available EOB Hamiltonian in GR, we need to construct an EMd-EOB Hamiltonian that is also in the Schwarzschild gauge.

The EMd metric can be transformed to the Schwarzschild gauge by the coordinate transformation $r^2 = r^2 C(r)$. However, for arbitrary values of the coupling constant $a$, the metric cannot be analytically transformed. Instead, we expand the EMd metric (2.8) and transform it to get an approximate EMd metric in the Schwarzschild gauge. We make the coordinate transformation, valid to 1PN order,

$$r^2 = r^2 \left[ 1 - \frac{2m_2}{r} \left( \frac{1}{1 + a^2 r} \right) \right],$$

$$\Rightarrow r = \bar{r} + \frac{a^2}{1 + a^2} \bar{r} = \bar{r} + a D. \quad (4.25)$$

With that transformation, and inserting the expressions for $r_\rightarrow$ and $r_\nearrow$ in terms of $M$ and $Q$ [Eqs. (2.16a) and (2.16b)], we get

$$ds^2 = - \left( 1 - \frac{2M}{\bar{r}} + \frac{Q^2}{\bar{r}^2} \right) dt^2 + \left( 1 + \frac{2M}{\bar{r}} \right) d\Omega^2,$$

which is the same as the Reissner–Nordström metric to 1PN order.

As an ansatz for the effective metric, we assume a metric based on the approximate metric (4.26)

$$ds^2_{\text{eff}} = -A(R) dt^2 + B(R) dR^2 + R^2 d\Omega^2,$$

with

$$A(R) = 1 + \frac{a_1}{R} + \frac{a_2}{R^2} + \ldots, \quad (4.28a)$$

$$B(R) = 1 + \frac{b_1}{R} + \ldots, \quad (4.28b)$$

and we write the mass expansion as

$$m(R) = \mu \left[ 1 + \frac{f_1}{R} + \frac{f_2}{R^2} + \mathcal{O} \left( \frac{1}{c^6} \right) \right].$$

(4.29)
where the unknown coefficients $a_1, a_2, b_1, f_1,$ and $f_2$ are to be determined by the mapping. However, the mapping leads to three equations in those five coefficients, making two of them arbitrary. We choose to take $a_1 = -2M$ and $a_2 = Q^2$ so that the effective metric would agree with the EMD metric in the Schwarzschild gauge to 1PN order. When we solve for $b_1$, we get $b_1 = 2M$, in agreement with the EMD approximate metric.

For the effective electric potential, we apply the coordinate transformation (4.25) with $r = R$ to get

$$A_0(R) = -\frac{Q}{R + aD}. \quad (4.30)$$

Applying the same transformation to the scalar field, and adding a PN deformation $g_2/R^2$, we obtain

$$\varphi(R) = \frac{a}{1 + a^2 \ln \left[ 1 - \frac{1 + a^2}{a} \frac{D}{R + aD} + \frac{1 + a^2}{a} \frac{g_2}{R^2} \right]}. \quad (4.31)$$

The mass expansion in terms of $\varphi$, Eq. (4.3), can now be written as an expansion in $1/R$ by

$$m(R) = \mu \left[ 1 - \frac{D \alpha}{R} + \frac{1}{2} \left( g_2 \alpha - \frac{D^2 \alpha}{2a} + \frac{a}{2} D^2 \alpha \right) + \frac{1}{2} D^2 \alpha^2 + \frac{1}{2} D^2 \beta \right] + \mathcal{O}(1/c^6). \quad (4.32)$$

Following the same method used in the previous subsection, the effective Hamiltonian is given by Eq. (4.12) with the potential $C(R) = 1$. The relation between the real and effective Hamiltonians is given by Eq. (4.1), and the canonical transformation that relates the real and effective variables is given by Eq. (4.13). Matching the real and effective Hamiltonians, we obtain the five equations:

$$c_2 = M + \frac{M \nu}{2} + \frac{1}{2} M \nu \alpha_1 \alpha_2 - \frac{q Q \nu}{2 \mu}, \quad (4.34c)$$
$$b_1 = 2M, \quad (4.34d)$$
$$f_2 = -\frac{a_2^2}{2} + \frac{aq_1q_2D}{\mu} - \frac{a q_1q_2}{\mu} (m_1 \alpha_1 + m_2 \alpha_2)$$
$$- M^2 \left( \alpha_1 \alpha_2 - \frac{1}{2} (\alpha_1 \alpha_2)^2 - \frac{1}{2} (X_2 \alpha_3 \beta_1 + X_1 \alpha_1 \beta_2) \right)$$
$$+ \frac{M}{2} \left[ \frac{q_1^2}{m_1} (1 + a \alpha_1) + \frac{q_2^2}{m_2} (1 + a \alpha_2) \right]. \quad (4.34e)$$

Choosing $a_2 = Q^2$, so that the effective metric agrees with the EMD metric to 1PN order, the above solution for $f_2$ leads to the mapping

$$Q^2 = M \left( \frac{q_1^2}{m_1} + \frac{q_2^2}{m_2} \right). \quad (4.35)$$

This is because, for the case of EM theory, when we take the parameters $\alpha$ and $\beta$ in the solution for $f_2$ to be zero, we get $f_2 = -a_2^2/2 + M(q_1^2/m_1 + q_2^2/m_2)/2$. Hence, requiring that $f_2 = 0$ in EM theory and that $a_2 = Q^2$, naturally leads to the charge map (4.35).

Identifying the mass expansion in Eq. (4.29) with that in Eq. (4.32), leads to the following mapping for $\alpha$ and $\beta$

$$\alpha = \frac{M}{D} \alpha_1 \alpha_2, \quad (4.36)$$
$$\beta = \frac{M^2}{D^2} (X_2 \alpha_3 \beta_1 + X_1 \alpha_1 \beta_2), \quad (4.37)$$

which is the same mapping that was found in the previous subsection. Further, taking the mapping of the dilaton charge to also be given as in the previous subsection

$$D = m_1 \alpha_1 + m_2 \alpha_2, \quad (4.38)$$

leads to the astonishingly simple result

$$q_2 = 0. \quad (4.39)$$

With that mapping for $D$ and $Q$, the relation between them is given by Eq. (4.24).

Interestingly, the above mappings also lead to a ST EOB Hamiltonian in Schwarzschild gauge at 1PN order. A 2PN EOB Hamiltonian based on an exact analytic solution for the metric and scalar field can be found in Ref. [71]. The metric in that work also includes a potential $C(R) \neq 1$, Eq. (II.3) in Ref. [71], and that metric is unrelated to the EMD metric when the electric charges are zero. The scalar field is given by

$$\varphi_{ST} = \frac{D}{a_s} \log \left[ 1 - \frac{a_s}{r} + \frac{a_s^2 - 2Ma_s}{2r^2} \right], \quad (4.40)$$

where $a_s^2 = 4(M^2 + D^2)$. The author of Ref. [71] found the same mapping for $\alpha$ and $\beta$ that we got, but used a different mapping for $D$ (at 2PN order). When we approximately transform the metric and the scalar field to the Schwarzschild gauge, in which the potential $C(R) = 1,$
and repeat the same analysis in this section, we get an EOB Hamiltonian with the same mapping for the scalar charge given in Eq. (4.38), and with no deformation to the metric or the scalar field to 1PN order. The point is that the mapping of the scalar charge would be the same in EMd theory and ST theory, which is another hint that Eq. (4.38) is a good choice at 1PN order.

C. Comparison of two effective-one-body Hamiltonians in Einstein-Maxwell-dilaton theory

In this subsection, we compare the two EMd-EOB Hamiltonians with each other, and also with the EOB Hamiltonian in GR, by calculating the binding energy and the ISCO. The goal is to investigate the range of parameter space where the two EMd-EOB Hamiltonians agree.

The mappings of the electric charge, scalar charge, and the parameters $\alpha$ and $\beta$ are the same for the two EMd-EOB Hamiltonians, i.e.,

$$Q^2 = M \left( \frac{q_1^2}{m_1} + \frac{q_2^2}{m_2} \right), \quad D = m_1 \alpha_1 + m_2 \alpha_2,$$

$$\alpha = \frac{M}{D} \alpha_1 \alpha_2, \quad \beta = \frac{M^2}{D^2} (X_{2 \alpha_2^2 \beta_1} + X_{1 \alpha_1^2 \beta_2}). \quad (4.41)$$

For the EOB Hamiltonian in the GHS gauge, the effective metric is the GHS metric for $\nu = 0$ [Eqs. (4.5)–(4.7) with $b_1 = 0$]. For the EOB Hamiltonian in the Schwarzschild gauge, the effective metric agrees with the Reissner-Nordström metric for $\nu = 0$ [Eq. (4.26)]. Other differences between the two Hamiltonians are in the parameters of the mass expansion (4.4), the canonical transformation (4.14), and the correction to the scalar field [Eqs. (4.8) and (4.31)]. The parameters in those equations are shown in Table I.

<table>
<thead>
<tr>
<th>Table I. Difference between the two EOB Hamiltonians in terms of the effective metric and the parameters of the mass expansion, the canonical transformation, and the scalar field.</th>
</tr>
</thead>
<tbody>
<tr>
<td>EOB in GHS gauge</td>
</tr>
<tr>
<td>Effective metric</td>
</tr>
<tr>
<td>$c_1$</td>
</tr>
<tr>
<td>$c_2$</td>
</tr>
<tr>
<td>$f_1$</td>
</tr>
<tr>
<td>$f_2$</td>
</tr>
<tr>
<td>$g_2$</td>
</tr>
</tbody>
</table>

To obtain the binding energy for circular orbits, we set $P_R = 0$, and solve $\dot{P}_R = -\partial H_{\text{eff}}/\partial R = 0$ for the angular momentum $P_\phi$. However, that equation cannot be solved analytically because of the non-linearity of the Hamiltonian. Hence, we solve the equation numerically for $P_\phi$ at specific values of $R$. Since we want to plot the binding energy as a function of the orbital frequency $\Omega$, we need to calculate the orbital frequency via

$$\Omega = \frac{\partial H_{\text{EOB}}}{\partial P_\phi} = \frac{\partial H_{\text{EOB}}}{\partial P_\phi} \frac{\partial H_{\text{eff}}}{\partial P_\phi}. \quad (4.43)$$

Then, we calculate the binding energy and orbital frequency as $R$ goes from 100M to the radius of the light ring. The light ring (or photon orbit) of a (charged) BH metric in GR is defined as the circular-orbit solution to the geodesic equation of massless particles. This geodesic equation is actually encoded by our effective Hamiltonian if we set $q = 0$ (geodesic motion) and $\mu = 0$ (massless particle). To obtain the light-ring solution in EMd theory, we hence take the effective Hamiltonian for the case $\mu = 0 = q$, and impose the conditions for circular orbits $P_R = 0$ and $\dot{P}_R = 0$. The latter condition means that we look for an extremum of the effective Hamiltonian,

$$0 = \dot{P}_R = -\frac{\partial H_{\text{eff}}}{\partial R} \bigg|_{\mu=q=P_R=0}, \quad (4.44)$$

which is actually a maximum, $\partial^2 H_{\text{eff}}/\partial R^2 < 0$, and the light-ring solution is therefore unstable. For the Schwarzschild metric in GR, solving this equation for $R$ gives the known value $R_{LR} = 3M$. For the EMd metric in the GHS gauge

$$R_{LR} = \frac{3}{2} M + \frac{aD}{2} + \frac{1}{2\alpha} \left[ 9a^2 M^2 - 16a^2 M D + 6a^3 M D ight. \left. + 8D^2 - 8a^2 D^2 + a^4 D^2 \right]^{1/2}, \quad (4.45)$$

while for the approximate metric in the Schwarzschild gauge

$$R_{LR} = \frac{1}{2} \left( 3M + \sqrt{9M^2 - 8Q^2} \right), \quad (4.46)$$

which is the same as the Reissner-Nordström metric since the potential $A(R)$ is the same in both cases.

In Fig. 11, we plot the binding energy scaled by the total mass, $E_B/M$, versus the orbital frequency $M\Omega$ for equal masses, $\nu = 1/4$, and for charge-to-mass-ratios $q_1/m_1 = q_2/m_2 = 0.99, 0.9, 0.5$ and $q_1/m_1 = -q_2/m_2 = 0.9$. The binding energy diverges at the light ring; to improve readability, we show the plots only up to the frequency corresponding to $R = 1.05R_{LR}$ or to energy $E_B/M = 0.015$. We plot the binding energy for four cases: (a) EMd-EOB Hamiltonian in the GHS gauge; (b) EMd-EOB Hamiltonian in the Schwarzschild gauge; (c) EMd-GHS Hamiltonian with $\alpha = 0$, which is EM theory; and (d) EMd-GHS Hamiltonian in the limit where all charges are zero $Q = 0$, which is the standard uncharged GR case. [The effective Hamiltonian for case
We see from Fig. 11 that the electric charges have a larger effect on the binding energy than the additional scalar charges in EMd theory (except for almost extreme charges). For small electric charges $\lesssim 0.5$ (lower left panel of Fig. 11), the difference in binding energy between EMd theory and EM theory at the ISCO is only 9% of the difference between EMd theory and GR with no charges, i.e., the scalar charge has a very small effect. The difference between the two EMd-EOB Hamiltonians increases with increasing electric charge and frequency, but they still agree well. The binding energy of the two Hamiltonians at the ISCO differs by $\sim 6\%$ for charge-to-mass ratio 0.99 and by $\sim 0.1\%$ for charge-to-mass ratio 0.5. For charge-to-mass ratios larger than one, a naked singularity appears in the effective metric in the Schwarzschild gauge; this is an unphysical feature arising from the choice of gauge, and thus the EOB Hamiltonian should not be used for small separations (high frequencies) approaching this singularity. Note that, if one is only interested in the inspiral, then the comparison of the Hamiltonians via the binding energy can be stopped already at the ISCO frequency instead of the LR frequency.

The ISCO marks the end of the inspiral phase of the binary coalescence and the beginning of the plunge. To find the value of the ISCO, we set both the first and second derivatives of the effective Hamiltonian to zero:

$$\frac{\partial H_{\text{eff}}}{\partial R} = 0 = \frac{\partial^2 H_{\text{eff}}}{\partial R^2}$$

and set $P_R = 0$. Then, we solve the two equations numerically for the ISCO radius and angular momentum. The orbital frequency at ISCO can then be calculated from Eq. (4.43).

In Fig. 11, the location of the ISCO is indicated by the point on each curve. In Fig. 12, we plot the orbital frequency at ISCO, scaled by the mass, i.e., $M\Omega_{\text{ISCO}}$, versus...
the charge-to-mass ratio \( q_1/m_1 \) with \( q_2/m_2 = q_1/m_1 \) in the left panel, and \( q_2/m_2 = -q_1/m_1 \) in the right. From the left panel, we see that for high charge-to-mass ratios, the two EOB Hamiltonians do not agree well at this high frequency. For same-sign charges, the ISCO orbital frequency is lower than the uncharged case, which means the ISCO radius is greater than the Schwarzschild value of 6\( M \). This is because the binding energy of charged BHs is higher (less bound) than the energy of uncharged BHs, as can be seen from the binding energy in Fig. 11. For opposite-sign charges, the ISCO orbital frequency is higher than the uncharged case because the binding energy is lower than the energy of uncharged BHs.

### V. CONCLUSIONS

In this paper, we analytically modeled the dynamics of binary BHs in EMd theory. In this theory, electrically charged BHs also carry a scalar charge, whereas in GR (and many modified theories of gravity) the scalar charge is zero. Thus, the identification of a BH with scalar charge through GW observations could point to modifications of gravity in the strong-field regime and violations of the strong equivalence principle. Observation of a large electric charge on BHs could be a trace of minicharged dark matter and/or dark photons.

We began by considering the case of a test BH in the background of a more massive companion in EMd theory, wherein the scalar charge of the test BH decreases as it moves radially inwards. Consistent with the results of Ref. [40], we found that the dimensionless charge \( \alpha(\varphi) \) exhibits a sharp transition [see Figs. 1 and 2]. However, we showed that in a binary system, the scalar charge of the test BH will change dramatically only very close to the horizon of the background BH and only if both BHs are nearly-extremally charged. Thus, these features can be observationally relevant only in minicharged dark matter and dark photons models, but not in the Standard Model of particle physics. Our study also showed that binary BHs in EMd theory will not exhibit non-perturbative phenomena akin to induced or dynamical scalarization that are found in certain ST theories [see Fig. 3].

We then used the PN approximation in EMd theory to study the dynamics of a two-body system with an arbitrary mass ratio. We derived the two-body 1PN Lagrangian and Hamiltonian, and investigated how the bodies’ scalar charges decrease with their separation at next-to-leading PN order. As in the test-BH case, we expect that dramatic changes could occur only for nearly-extremal charged BHs on very compact orbits; this is a regime most easily probed by systems with extreme mass ratios and/or rapidly spinning BHs. We derived the scalar, vector, and tensor energy fluxes at next-to-leading PN order. From the energy flux and binding energy, we calculated the Fourier-domain gravitational waveform for binaries on quasi-circular orbits using the stationary-phase approximation.

Using our PN result, we discussed the possibility of constraining EMd theory with GWs. Given current and projected constraints on dipole radiation, we examined how the degeneracies between electric and scalar charges limit the bounds that can be set on the EMd parameter \( a \) — constraining this parameter requires one to measure the electric charges of each BH independently, and the strength of this bound improves for larger total electric charge [see Fig. 8]. We also estimated the observational deviations from GR predicted in EMd theory with two measures: the dephasing between PN waveforms in the stationary-phase approximation [Fig. 9], and the difference in the number of useful GW cycles [Fig. 10]. For ground-based GW detectors, we found that the presence of electric and scalar charges contributes \( \lesssim 1 \) radian to the phase provided the black holes have charge-to-mass ratios of \( q_i/m_i \lesssim 0.01 \). We showed that the relative dif-

![FIG. 12. Angular frequency at ISCO as a function of the charge-to-mass ratio \( q_1/m_1 \) from -0.99 to 0.99. In the left panel, \( q_2/m_2 = q_1/m_1 \), while in the right, \( q_2/m_2 = -q_1/m_1 \). An ISCO frequency of 0.062 corresponds to an ISCO radius \( \sim 6.4M \), and a frequency of 0.13 corresponds to radius \( \sim 3.9M \).](image-url)
ference in useful cycles between EMd theory and GR provides an estimate of the fractional correction to SNR by non-GR corrections; for systems with \( q_i/m_i \lesssim 0.1 \), the deviations from GR affect the total SNR by a few percent.

Finally, we constructed two EOB Hamiltonians for binary BHs in EMd theory: an EOB Hamiltonian in the GHS gauge, which is based on the exact BH solution, and an EOB Hamiltonian in the Schwarzschild gauge, which is based on an approximation to that solution. The EOB Hamiltonian in the GHS gauge is more physical in the strong-gravity regime, since it exactly reproduces the dynamics of a test body, and hence will be more accurate for systems with a very asymmetric mass ratio. The EOB dynamics of a test body, and hence will be more accurate for strong-gravity regime, since it exactly reproduces the dynamics of a test body, and hence will be more accurate for systems with a very asymmetric mass ratio. The EOB Hamiltonian in the Schwarzschild gauge is easier to implement by taking the existing EOB Hamiltonians in GR as a starting point and adding to it corrections due to EMd theory. We compared the two Hamiltonians by calculating the binding energy and the innermost stable circular orbit, and found that they agree well, except for nearly-equal mass ratios.

An important goal in future continuations of our work would be the construction of a full (inspiral-merger-ringdown) EOB waveform model in EMd theory. For accurate predictions in the late inspiral, one likely needs PN results for the Hamiltonian, fluxes, and modes to the same order as they are available in GR, next to a calibration of the model to NR simulations in EMd theory. Modeling the merger and ringdown requires predictions for the parameters of the final black hole and its quasi-normal modes as a function of the EMd coupling constant \( a \) (see, e.g., Refs. [79, 80] for partial results). Since EOB waveform models in existing data-analysis infrastructure are formulated in the Schwarzschild gauge, this gauge is probably the best compromise for the purpose of GW data analysis. This gauge is also better suited for creating a single EOB waveform model covering various alternative theories; for example, we demonstrated that our EOB Hamiltonian in the Schwarzschild gauge can describe both ST and EMd theories. Ultimately, one could aim to create a generalized EOB framework that uses a physically motivated parameterization to encode a range of possible deviations from GR.
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Appendix A: The 1PN two-body Lagrangian in Einstein-Maxwell-dilaton theory

In this appendix, we derive the 1PN two-body Lagrangian in EMd theory using the Fokker action method [56] (see also Refs. [57–59]). To derive the Lagrangian, we expand the EMD action in Eq. (2.2), together with the matter action for point particles in Eq. (2.3) and the mass expansion from Eq. (2.7). After that, we obtain the field equations for the potentials, solve them, and plug the solutions back into the action to get the Lagrangian. Throughout, we work in the harmonic gauge \( g^{\mu\nu}\Gamma^\lambda_{\mu\nu} = 0 \) and the Lorenz gauge \( \partial_\mu A^\mu = 0 \). Also, in this appendix and the next, we explicitly write \( c \) and \( G \) for bookkeeping.

1. Expanding the metric and connection coefficients

Before expanding the EMd action, we start by expanding the metric in powers of \( v/c \) [81],
\[
g_{00} = -1 + 2V - 2V^2 + \ldots, \quad g_{ij} = \delta_{ij} + 2V \delta_{ij} + \ldots, \quad (A1)
\]
where the potentials \( V \sim \mathcal{O}(1/c^2) \), and \( V_i \sim \mathcal{O}(1/c^3) \). The inverse metric satisfies \( g^\mu\nu g_{\lambda\nu} = \delta_\lambda^\mu \).

The connection coefficients in terms of the metric are given by
\[
\Gamma^\mu_{\nu\lambda} = \frac{1}{2} g^{\mu\rho} (\partial_\lambda g_{\rho\nu} + \partial_\nu g_{\rho\lambda} - \partial_\rho g_{\nu\lambda}). \quad (A2)
\]
Plugging the metric expansion in terms of the potentials yields the connection coefficients to \( \mathcal{O}(1/c^4) \)
\[
\Gamma^0_{00} = -\partial_0 V, \quad \Gamma^0_{0i} = -\partial_i V, \quad \Gamma^0_{ij} = 2 (\partial_0 V_i - \partial_i V_0) + \delta_{ij} \partial_0 V, \quad \Gamma^i_{0j} = 2 (\partial_i V_j - \partial_j V_i) + \delta_{ij} \partial_0 V, \quad \Gamma^i_{jk} = -(1 + 2V) (\delta_{ij} \partial_k V + \delta_{ik} \partial_j V - \delta_{jk} \partial_i V). \quad (A3)
\]

2. Expanding the action

The action of EMd theory is given by Eq. (2.2). We can divide that action into four pieces
\[
S = S_g + S_\varphi + S_{em} + S_m, \quad (A4)
\]
where \( S_g \) is the gravitational action, \( S_\varphi \) is the dilaton action, \( S_{em} \) is the electromagnetic action with the dilaton coupling, and \( S_m \) is the matter action.
In the Einstein frame, the gravitational action is the same as in GR. The Einstein-Hilbert gravitational action can be written in the Landau-Lifshitz form

\[ S_g = \frac{c^4}{16\pi G} \int dt d^3x \sqrt{-g} g^{\mu\nu} \left( \Gamma^\lambda_{\mu\lambda} \Gamma^\mu_{\nu\lambda} - \Gamma^\mu_{\nu\gamma} \Gamma^\gamma_{\rho\lambda} \right). \]  

(A5)

Substituting the connection coefficients from Eq. (A3) in terms of the potentials leads to

\[ S_g = \frac{c^4}{16\pi G} \int dt d^3x \left[ -2\partial_\mu V\partial_\nu V - 6\partial_\mu V\partial_\nu \partial_\lambda V - 8\partial_\nu V\partial_\lambda \partial_\rho V + 8\partial_\nu V_j \partial_\lambda V_j \right]. \]  

(A6)

Imposing the harmonic gauge condition \( g^{\mu\nu} \Gamma^\lambda_{\mu\lambda} = 0 \) gives \( \partial_\mu V + \partial_\nu V = 0 \). Applying that condition in the action and integrating by parts yields

\[ S_g = -\frac{c^4}{8\pi G} \int dt d^3x \sqrt{-g} g^{\mu\nu} \partial_\mu \varphi \partial_\nu \varphi. \]  

(A8)

Since \( \varphi \) is of order \( 1/c^2 \), then to \( O(1/c^2) \)

\[ S_\varphi = -\frac{c^4}{8\pi G} \int dt d^3x (\partial_\mu \varphi \partial_\mu \varphi + \partial_\nu \varphi \partial_\nu \varphi). \]  

(A9)

The electromagnetic action including the dilaton coupling is given by

\[ S_{em} = -\frac{1}{16\pi} \int dt d^3x \sqrt{-g} e^{-2a\varphi} F_{\mu\nu} F^{\mu\nu}, \]  

(A10)

with the electromagnetic field \( F_{\mu\nu} = \nabla_\mu A_\nu - \nabla_\nu A_\mu = \partial_\mu A_\nu - \partial_\nu A_\mu \) and the vector potential \( A_\mu = (A_0, A_i) \). The component \( A_0 = O(1) + O(1/c^2) + \ldots \) while the components \( A_i = O(1/c^2) + \ldots \). Therefore, expanding \( F_{\mu\nu} F^{\mu\nu} \) to \( O(1/c^2) \) leads to

\[ F_{\mu\nu} F^{\mu\nu} = -2\partial_\mu A_0 \partial_\nu A_0 + 2\partial_\mu A_i \partial_\nu A_i + 4\partial_\mu A_i \partial_\lambda A_j - 2\partial_\nu A_j \partial_\lambda A_i. \]  

(A11)

Because the last two terms in Eq. (A11) are of order \( 1/c^2 \), we can use integration by parts and the Lorenz gauge condition (\( \partial_\mu A^\mu = 0 \)) to replace these last two terms by \( 2\partial_\mu A_0 \partial_\nu A_0 \). Since \( \sqrt{-g} = 1 + 2V \), and \( e^{-2a\varphi} \approx 1 - 2a\varphi + \ldots \), the action becomes

\[ S_{em} = \frac{1}{8\pi} \int dt d^3x \left[ (1 + 2V - 2a\varphi)\partial_\mu A_0 \partial_\nu A_0 - \partial_\nu A_i \partial_\lambda A_j - \partial_\mu A_0 \partial_\nu A_0 \right]. \]  

(A12)

The matter action \( S_m \) for point particles at monopolar order (dipole/spin and higher multipoles neglected) is given by

\[ S_m = -\sum_A \int dt \left[ m_A(\varphi) c^2 \sqrt{-g} \frac{v^0 v^\mu}{c^2} A^\mu - \frac{1}{c} q_A A_\mu \frac{dx^\mu}{dt} \right], \]  

(A13)

where the field-dependent mass of each body has the expansion given by Eq. (2.7)

\[ m(\varphi) = m \left[ 1 + \alpha \varphi + \frac{1}{2}(\alpha^2 + \beta) \varphi^2 + O(1/c^4) \right]. \]  

(A14)

Defining the mass density \( \rho_g \) in terms of the constant masses

\[ \rho_g \equiv \sum_A m_A \delta^4(x - x_A), \]  

(A15)

and defining the electric charge density by

\[ \rho_e \equiv \sum_A q_A \delta^4(x - x_A), \]  

(A16)

then the matter action to \( O(1/c^2) \) can be written as

\[ S_m = \int dt d^3x \left[ \rho_g \left( -c^2 + \frac{1}{2} v^2 + V c^2 + \frac{1}{8} v^2 + \frac{3}{2} V_v^2 \right) \right. \]

\[ - \left. \frac{1}{2} V_v^2 - 4V_v v^0 c \right] + \rho_g \alpha \varphi \left( -c^2 + \frac{1}{2} v^2 + V c^2 \right) \]

\[ - \frac{1}{2} \rho_g (\alpha^2 + \beta) \varphi^2 + \rho_e \left( A_0 + \frac{1}{c} A_i v^i \right). \]  

(A17)

The parameters \( \alpha \) and \( \beta \) will be assigned a subscript when multiplied by the delta functions in \( \rho_g \).

3. The field equations

Combining the expansion of the action from the previous subsection, the total action at 1PN order is given by

\[ S = \int dt d^3x \left\{ \frac{c^4}{16\pi G} \left[ -2\partial_\mu V \partial_\nu V + 2\partial_\mu V \partial_\nu V + 8\partial_\nu V_j \partial_\lambda V_j \right] \right. \]

\[ \left. \left[ -2\partial_i V \partial_\lambda V_j + 8\partial_i V_j \partial_\lambda V_j \right] \right \} \]
Varying the action with respect to the potentials $V_i$, $A_i$, $\varphi$, and $A_0$ respectively yields the field equations

$$\nabla^2 V_i = -\frac{4\pi G}{c^3} \rho_g v^i,$$

(A19)

$$\nabla^2 A_i = -\frac{4\pi}{c} \rho_e v^i,$$

(A20)

$$\Box V = -\frac{4\pi G}{c^3} \rho_g - \frac{4\pi G}{c^3} \rho_g \left(\frac{3}{2} v^2 - V c^2\right)$$

$$- \frac{4\pi G}{c^2} \rho_g \alpha \varphi - \frac{G}{c} \partial_i A_0 \partial_i A_0,$$

(A21)

$$\Box \varphi = -\frac{4\pi G}{c^3} \rho_g \left[-\alpha + \frac{1}{2} \alpha v^2 + \alpha V - (\alpha^2 + \beta) \varphi\right]$$

$$+ \frac{G}{c} \partial_i A_0 \partial_i A_0,$$

(A22)

$$\Box A_0 = 4\pi \rho_e - 2V \Box^2 A_0 - 2\partial_i V \partial_i A_0 - 2\alpha \varphi \Box^2 A_0$$

$$+ 2\partial_i \varphi \partial_i A_0,$$

(A23)

where $\Box = -\partial^2 + \nabla^2$ is the flat d’Alembertian.

The first two equations can be solved directly for $V_i$ and $A_i$

$$V_i = \frac{G}{c^3} \left(\frac{m_1 v_1^i}{|x - x_1|} + \frac{m_2 v_2^i}{|x - x_2|}\right),$$

(A24)

$$A_i = \frac{1}{c} \left(\frac{q_1 v_1^i}{|x - x_1|} + \frac{q_2 v_2^i}{|x - x_2|}\right).$$

(A25)

To solve the other three equations, we first rewrite the terms $\partial_i A_0 \partial_i A_0$, $\partial_i \varphi \partial_i A_0$, and $\partial_i V \partial_i A_0$ using the identity

$$\nabla^2 (\chi \xi) = \chi \nabla^2 \xi + \xi \nabla^2 \chi + 2\partial_i \chi \partial_i \xi,$$

(A26)

where $\chi$ and $\xi$ are any scalar functions. Using that identity, Eqs. (A21), (A22), and (A23) can be written as

$$\Box V = -\frac{4\pi G}{c^3} \rho_g - \frac{4\pi G}{c^3} \rho_g \left(\frac{3}{2} v^2 - V c^2\right) - \frac{4\pi G}{c^3} \rho_g \alpha \varphi$$

$$- \frac{G}{2c^3} \nabla^2 (A_0)^2 + \frac{G}{c^3} A_0 \nabla^2 A_0,$$

(A27)

$$\Box \varphi = -\frac{4\pi G}{c^3} \rho_g \left[-\alpha\varphi + \frac{1}{2} \alpha v^2 + c^2 \alpha V - c^2 (\alpha^2 + \beta) \varphi\right]$$

$$- \frac{G}{c^3} A_0 \nabla^2 A_0 + \frac{G}{c^3} \nabla^2 (A_0)^2,$$

(A28)

$$\Box A_0 = 4\pi \rho_e - \nabla^2 (V A_0) - V \nabla^2 A_0 + A_0 \nabla^2 V$$

$$+ a \nabla^2 (\varphi A_0) + a \varphi \nabla^2 A_0 - a A_0 \nabla^2 \varphi.$$  

(A29)

At this point, one could split the fields into separate PN orders, followed by further simplifications of the action through partial integrations and use of the field equations. Eventually one would only need an explicit expression for the leading order solution to the field equations here in order to obtain the 1PN Fokker action. This is essentially the “n+2” method from Ref. [58]. However, at this order this does overall not provide a big simplification, and we need a solution for the 1PN scalar field for Figs. 4 and 5. We therefore proceed by solving the 1PN field equations and straightforwardly insert the solution into the complete action.

To solve those three equations, we first solve for the leading order terms of $V$, $\varphi$, and $A_0$, and then insert that solution back into the right hand side of the equations. Equation (A27) yields

$$V = \frac{G}{c^3} \left(\frac{m_1 v_1^i}{|x - x_1|} + \frac{m_2 v_2^i}{|x - x_2|}\right) + \frac{G}{2c^3} \left(\frac{\partial^2}{\partial t^2} |x - x_1| + \frac{m_2}{|x - x_2|}\right)^2$$

$$+ \frac{G}{2c^3} \left(\frac{\partial^2}{\partial t^2} |x - x_1| + \frac{1}{r|x - x_2|}\right),$$

(A30)

where $r \equiv |x_1 - x_2|$ and

$$\frac{\partial^2}{\partial t^2} |x - x_1| = \frac{v_1^2}{|x - x_1|} - n_1 \cdot a_1 - (n_1 \cdot v_1)^2,$$

(A31)
with \( n_1 \equiv (x - x_1)/|x - x_1| \), and \( a_1 = d\vec{v}_1/dt \) is the acceleration.

Solving Eq. (A28) and using Eq. (A31), we get

\[
\varphi = -\frac{G}{c^2} \left( \frac{a_1 m_1}{|x - x_1|} + \frac{a_2 m_2}{|x - x_2|} \right) + \frac{G}{2c^2} a_1 m_1 \left( \frac{n_1 \cdot a_1 + (n_1 \cdot v_1)^2}{|x - x_1|} \right) + \frac{G}{2c^2} a_2 m_2 \left( \frac{n_2 \cdot a_2 + (n_2 \cdot v_2)^2}{|x - x_2|} \right)
+ \frac{G^2}{c^4} m_1 m_2 \left( \frac{a_1 + a_2 (a_1^2 + \beta_1) + a_2 (a_2^2 + \beta_2)}{r|x - x_1|} \right) + \frac{a_2 (a_2^2 + \beta_2)}{r|x - x_2|}
- \frac{G a_1 q_1 q_2}{c^4} \left( \frac{1}{r|x - x_1|} + \frac{1}{r|x - x_2|} \right) + \frac{a_2 q_1}{2} \left( \frac{1}{|x - x_1|} + \frac{q_2}{|x - x_2|} \right)^2 .
\]  

(A32)

The solution of Eq. (A29) for \( A_0 \) is given by

\[
A_0 = -\left( \frac{q_1}{|x - x_1|} + \frac{q_2}{|x - x_2|} \right) - \frac{q_1}{2c^2} \left( \frac{\nu_1^2}{|x - x_1|} - n_1 \cdot a_1 - \frac{(n_1 \cdot v_1)^2}{|x - x_1|} \right) - \frac{q_2}{2c^2} \left( \frac{\nu_2^2}{|x - x_2|} - n_2 \cdot a_2 - \frac{(n_2 \cdot v_2)^2}{|x - x_2|} \right)
+ \frac{G}{c^2} \left( (1 + a_1) \frac{m_1}{|x - x_1|} + (1 + a_2) \frac{m_2}{|x - x_2|} \right) \left( \frac{q_1}{|x - x_1|} + \frac{q_2}{|x - x_2|} \right)
+ \frac{G}{c^2} \left( (1 + a_2) \frac{q_1 m_2}{r|x - x_1|} + (1 + a_1) \frac{q_2 m_1}{r|x - x_2|} \right) - \frac{G a_1 q_1 q_2}{c^4} \left( \frac{n_1 m_2}{r|x - x_1|} + (1 + a_2) \frac{m_2 q_1}{r|x - x_2|} \right) .
\]  

(A33)

4. The 1PN Lagrangian

The total action, after using the field equations and integrating by parts, can be written as

\[
S = \int dt \rho \left[ -c^2 + \frac{1}{2} v^2 + \frac{u^4}{8c^2} + \frac{1}{2} V c^2 + \frac{3}{4} V u^2 - 2 V_i u^i c + \rho_e \left( \frac{1}{2} n_0 + \frac{1}{2} c A \right) \right]
+ \frac{1}{2} \rho \alpha \varphi \left[ -c^2 + \frac{1}{2} v^2 + \frac{1}{2} \rho_e A_0 V - \frac{1}{2} n_0 \rho_e A_0 + \frac{G}{4c^2} \rho (1 + a) A_0^2 \right] .
\]  

(A34)

Substituting the potentials gives acceleration terms that can be eliminated using integration by parts in the action

\[
\int dt \left( n \cdot a_1 \right) = \int dt \left( -\frac{v_1^2}{r} + \frac{(n \cdot v_1)^2}{r} - \frac{(n \cdot v_1)(n \cdot v_2)}{r} + \frac{v_1 \cdot v_2}{r} \right) ,
\]  

(A35)

where \( n \equiv (x_1 - x_2)/|x_1 - x_2| \), and \( a_1 = \dot{v}_1 \). Finally, integrating over space term by term and simplifying leads to the 1PN Lagrangian

\[
L = -m_1 c^2 - m_2 c^2 + L_0 + \frac{1}{c^2} L_1 ,
\]  

(A36)

with

\[
L_0 = \frac{1}{2} m_1 v_1^2 + \frac{1}{2} m_2 v_2^2 + G(1 + a_1 a_2) \frac{m_1 m_2}{r} - \frac{q_1 q_2}{r} ,
L_1 = \frac{1}{8} m_1 v_1^4 + \frac{1}{8} m_2 v_2^4 + \frac{q_1 q_2}{2 r} [v_1 \cdot v_2 + (n \cdot v_1)(n \cdot v_2)]
+ \frac{G m_1 m_2}{2 r} \left( 3 - a_1 a_2 \right) (v_1^2 + v_2^2) - (7 - a_1 a_2) (v_1 \cdot v_2) - (1 + a_1 a_2) (n \cdot v_1)(n \cdot v_2)
- \frac{G^2 m_1 m_2}{2 r^2} \left[ 1 + 2 a_1 a_2 \right] (m_1 + m_2) + m_1 a_1^2 (a_2^2 + \beta_2) + m_2 a_2^2 (a_1^2 + \beta_1)
+ \frac{G q_1 q_2}{r^2} [m_1 (1 + a_1 a_2) + m_2 (1 + a_1 a_2)] - \frac{G}{2 r^2} \left[ m_1 q_2^2 (1 + a_1 a_2) + m_2 q_1^2 (1 + a_1 a_2) \right] .
\]  

(A37)

Appendix B: Energy flux to next-to-leading PN order in Einstein-Maxwell-dilaton theory

The derivation follows the one used in Ref. [43] in the context of ST theory.

In this appendix, we derive the next-to-leading order scalar, vector, and tensor energy fluxes for general orbits.
1. Scalar energy flux

The scalar field in a radiative coordinate system can be written as

$$\varphi(X^\mu) = \varphi_0 + \frac{1}{R} \psi(U, \mathcal{N}) + \mathcal{O} \left( \frac{1}{R^2} \right),$$  \hspace{1cm} (B1)

where $R \equiv |X|$, $U \equiv T - R/c$, $\mathcal{N} \equiv X/R$, and the Einstein-frame radiative scalar multipole moments are defined by

$$\psi(U, \mathcal{N}) = G \sum_{\ell \geq 0} \frac{1}{\ell !} x^\ell N^L \Psi_L^{(\ell)}(U).$$  \hspace{1cm} (B2)

In this notation, an uppercase index denotes a multi-index, such as $N^L = N^{'1} N^{'2} \ldots N^{'\nu}$. A superscript in parentheses denotes derivative, such as $\psi^{(\nu)}(U) = df/du^\nu$.

Next, to relate the radiative moments to the source moments, one defines ‘algorithmic’ moments that serve as functional parameters for a general external metric. Based on the arguments in Refs. [43, 82], the radiative moments coincide with the algorithmic ones to $\mathcal{O}(1/c^3)$, and the algorithmic moments agree with the source moments $K_L$ to order $\mathcal{O}(1/c^3)$

$$\Psi_L = \Psi_L^{(alg)} + \mathcal{O}(1/c^3),$$ \hspace{1cm} (B3)

$$\Psi_L^{(alg)} = K_L + \mathcal{O}(1/c^3).$$ \hspace{1cm} (B4)

The source moments are defined by

$$K_L = \int d^3x \left[ \hat{\varphi}_L S + \frac{1}{2(2\ell + 1)c^2} x^2 \hat{x}^L \frac{\partial^2 S}{\partial t^2} \right],$$ \hspace{1cm} (B5)

where the hat on $x_L$ denotes a symmetric trace-free projection on the $\ell$ indices. The source function $S$ is defined by the field equation for $\varphi$ as

$$\Box \varphi = -\frac{4\pi G}{c^2} S.$$ \hspace{1cm} (B6)

The scalar energy flux

$$F_S = -cR^2 \int T^S_{\mu\nu} N^\mu d\Omega,$$ \hspace{1cm} (B7)

where the scalar part of the stress-energy tensor is given by

$$T^S_{\mu\nu} = \frac{c^4}{4\pi G} \left[ \nabla_\mu \varphi \nabla_\nu \varphi - \frac{1}{2} g_{\mu\nu} (\nabla \varphi)^2 \right].$$ \hspace{1cm} (B8)

In the far zone,

$$T^S_{00} \approx \frac{c^4}{4\pi G} \partial_0 \varphi \partial_0 \varphi \approx -\frac{c^4}{4\pi G} N_i (\partial_i \varphi)^2,$$ \hspace{1cm} (B9)

where, in the last step, we used the relation

$$\partial_i \varphi = -N_i \partial_0 \varphi + \mathcal{O}(r/R^2).$$ \hspace{1cm} (B10)

The scalar flux becomes

$$F_S =\frac{c^3}{4\pi G} \int d\Omega \left( \frac{\partial \varphi}{\partial t} \right)^2 \right.$$

$$\left. = G \sum_{\ell \geq 0} \frac{1}{\ell ! (2\ell + 1)^2} \int d\Omega N^L \Psi_L^{(\ell+1)}(U) \Psi_L^{(\ell+1)}(U). \right.$$ \hspace{1cm} (B11)

To integrate over the solid angle, we use the integration formula given by Eq. (A 29a) in Ref. [83], which yields

$$F_S = G \sum_{\ell \geq 0} \frac{1}{\ell ! (2\ell + 1)^2} \Psi_L^{(\ell+1)}(U) \Psi_L^{(\ell+1)}(U) \right.$$ \hspace{1cm} (B12)

$$\left. = G \left[ \psi^{(1)}(1) \psi^{(1)}(1) \psi^{(2)}(2) \psi^{(2)}(2) + \psi^{(3)}(3) \psi^{(3)}(3) + \ldots \right] \right.$$

where the first term is the monopole flux, the second is the dipole flux, and the third is the quadripole flux. In terms of the source function $S$, those multipole moments needed for the calculation of the next-to-leading order flux are given by

$$\psi = \int d^3x \left[ S + \frac{1}{6c^2} \frac{d}{dt} (x^2 S) \right],$$ \hspace{1cm} (B13)

$$\psi_i = \int d^3x \left[ x^i S + \frac{1}{10c^2} \frac{d}{dt} (x^2 x^i S) \right],$$ \hspace{1cm} (B14)

$$\psi_{ij} = \int d^3x \left[ x^i x^j - \frac{1}{3} x^2 \delta_{ij} \right] S.$$ \hspace{1cm} (B15)

The 1PN field equation for $\varphi$ is given by Eq. (A28)

$$\Box \varphi = \frac{4\pi G}{c^2} \rho_y \left[ -\alpha + \frac{1}{2c^2} \alpha \nu^2 + \alpha \nu - (\alpha^2 + \beta) \varphi \right]$$

$$- \frac{Ga}{c^4} A_0 \nabla^2 A_0 - \frac{Ga}{c^4} \nabla^2 (A_0)^2.$$ \hspace{1cm} (B16)

The last term in that equation can be moved to the left hand side by a redefinition of the field, and since $A_0^2 \sim 1/R^2$, we can neglect that term to $\mathcal{O}(1/R)$. The other terms are expressed in terms of delta functions. Hence, we can write the source function $S$ as

$$S(x, t) = \sum_A \sigma_A \delta^3(x - x_A),$$ \hspace{1cm} (B17)

with

$$\sigma_1 = -m_1 \alpha_1 \left( 1 - \frac{v_1^2}{2c^2} \right) + \frac{m_1 m_2}{c^2 r} \left( \alpha_1 + \alpha_2 \alpha + \beta_1 \alpha_2 \right)$$

$$- \frac{aq_1 q_2}{c^2 r},$$ \hspace{1cm} (B18)

and similarly for $\sigma_2$, where $r \equiv x_1 - x_2$. In the center-of-mass coordinates, we define

$$v \equiv \frac{dr}{dt}, \hspace{1cm} a \equiv \frac{dv}{dt},$$
\[ x_1 = \frac{m_2}{M} r + O \left( \frac{1}{c^2} \right), \]
\[ x_2 = -\frac{m_1}{M} r + O \left( \frac{1}{c^2} \right). \]  
(B19)  

Thus, \( \sigma_1 \) can be written as
\[ \sigma_1 = -m_1 \alpha_1 + \frac{\nu}{2c^2} m_1 \alpha_1 v^2 + \frac{M^2 \nu}{c^2 r} \left[ \alpha_1 + \alpha_1^2 \alpha_2 + \beta_1 \alpha_2 - \frac{aq_1 q_2}{M \mu} \right]. \]  
(B20)  

The multipole moments can now be written in terms of \( \sigma \) after integrating the delta functions
\[ \Psi^{(1)} = \frac{d \sigma_1}{dt} - \frac{m_1 \alpha_1}{10c^2} \frac{m_1 \alpha_1}{dt^2} x_1^2 + 1 \leftrightarrow 2, \]  
\[ \Psi^{(2)} = \frac{d \sigma_1}{dt^2} (x_1^2 \sigma_1) = \frac{m_1 \alpha_1}{10c^2} \frac{d}{dt} x_1^2 \alpha_1^2 + 1 \leftrightarrow 2, \]  
\[ \Psi^{(3)}_{ij} = -m_1 \alpha_1 \frac{d^3}{dt^3} \left( x_1 x_1^2 \frac{1}{3 c^2 \delta_{ij}} + 1 \leftrightarrow 2, \right. \]  
\[ \Psi^{(4)}_{ij} = \frac{d \sigma_1}{dt^4} \left( x_1 x_1 x_1 \frac{1}{3 c^2 \delta_{ij}} + 1 \leftrightarrow 2, \right. \]  
(B21)  

where, in the higher order terms, we used \( \sigma_1 = -m_1 \alpha_1 \).  

For the monopole and quadrupole fluxes, the multipole moments in the center-of-mass coordinates can be written as
\[ \Psi^{(1)} = \frac{d}{dt} (\sigma_1 + \sigma_2) - \frac{\nu}{6c^2} (m_2 \alpha_1 + m_1 \alpha_2) \frac{d^3}{dt^3} r^2, \]  
(B24)  
\[ \Psi^{(3)}_{ij} = -\nu (m_2 \alpha_1 + m_1 \alpha_2) \frac{d^3}{dt^3} \left( r^i r^j - \frac{1}{3} r^2 \delta_{ij} \right). \]  
(B25)  

Differentiating, and using the relations
\[ \frac{d^2 r}{dt^2} = -\frac{G_{12} M}{r^2} n + O \left( \frac{1}{c^2} \right), \]  
\[ \frac{d n}{dt} = \frac{\nu - \dot{r} n}{r}, \]  
(B26)  
where
\[ G_{12} = G \left( 1 + \alpha_1 \alpha_2 - \frac{q_1 q_2}{M \mu} \right), \]  
(B27)  

Squaring leads to the monopole and quadrupole scalar fluxes
\[ F^{\text{Mon}}_S = G \Psi^{(1)} \Psi^{(1)} = G \left( \frac{G_{12} M \mu}{r^2} \right)^2 \frac{1}{r^2} \left[ \frac{1}{1 + \alpha_1 \alpha_2 - \frac{q_1 q_2}{M \mu}} \right. \]  
\[ \left. + \frac{2}{3} (X_2 \alpha_1 + X_1 \alpha_2) \right]^2, \]  
(B28)  
\[ F^{\text{Quadr}}_S = G \Psi^{(3)} \Psi^{(3)} = G \left( \frac{G_{12} M \mu}{r^2} \right)^2 \left( X_1 \alpha_2 + X_2 \alpha_1 \right)^2 \left( 32 \frac{v^2}{3} - \frac{88}{3} \frac{r^2}{c^2} \right). \]  
(B30)  

For the dipole flux, we need to write \( x_1 \) and \( x_2 \) in the center-of-mass coordinates to 1PN order. From the boost invariance of the Lagrangian, we obtain [43]
\[ x_1 = \frac{\mu_2}{\mu_1 + \mu_2} r + O \left( \frac{1}{c^2} \right), \]
\[ x_2 = -\frac{\mu_1}{\mu_1 + \mu_2} r + O \left( \frac{1}{c^2} \right), \]  
(B31)  

where
\[ \mu_1 \equiv m_1 \left( 1 + \frac{v^2}{2c^2} - \frac{G_{12} m_2}{2c^2 r} \right) + O \left( \frac{1}{c^3} \right) \]
and similarly for \( \mu_2 \). This leads to the dipole moment \( \Psi_i \) in the center-of-mass coordinates
\[ \Psi^{(2)}_{ij} = \frac{d^2}{dt^2} \left( \frac{\mu_2}{\mu_1 + \mu_2} r \right) - \frac{d^2}{dt^2} \left( \frac{\mu_1}{\mu_1 + \mu_2} r \right) + \frac{\mu}{10c^2} (X_2 \alpha_2 - X_2 \alpha_1) \frac{d^4}{dt^4} (r^i r^j). \]  
(B33)  

To calculate the dipole flux, we also need the 1PN acceleration, which can be derived from the 1PN Lagrangian, and we obtain
\[ \frac{d^2 \mathbf{r}}{dt^2} = - \frac{G_{12} M}{r^2} \mathbf{n} \left\{ 1 + \frac{v^2}{c^2} \left[ 3\nu + \frac{1 - \alpha_1 \alpha_2 + q_1 q_2 / 2 M \mu}{1 + \alpha_1 \alpha_2 - q_1 q_2 / M \mu} \right] - \frac{3}{2 c^2} \nu v^2 - \frac{1}{c^2} \frac{G_{12} M}{r^2} \right\} \\
\quad - \frac{G_{12} M}{c^2 r} \left[ 1 + \alpha_1 \alpha_2 - \frac{q_1 q_2 / M \mu}{2} \right]^{\frac{1}{2}} \left[ 2 \nu \left( 1 + \alpha_1 \alpha_2 - \frac{q_1 q_2 / M \mu}{2} \right)^2 + X_2 \frac{q_1^2}{M \mu} (1 + \alpha_1 \alpha_2) + X_1 \frac{q_2^2}{M \mu} (1 + \alpha_1 \alpha_2) \right] \right\} \\
\quad - 2 \nu \left( \frac{q_1 q_2 / M \mu}{2} \right) (X_1 \alpha_1 + X_2 \alpha_2) - \left( X_2 \alpha_1 - X_1 \alpha_2 \right) + 2(1 + \alpha_1 \alpha_2) + X_2 \beta_1 \alpha_2^2 + X_1 \beta_2 \alpha_1^2 \right\} \right\} \\
\quad - \frac{G_{12} M}{c^2 r} \nu \left[ 2 \nu - \frac{4 - q_1 q_2 / M \mu}{1 + \alpha_1 \alpha_2 - q_1 q_2 / M \mu} \right] + O \left( \frac{1}{c^4} \right). \quad (B34) \]

Finally, we obtain the dipole scalar flux

\[ f_S^{\text{dip}} = \frac{G}{3 c^3} \left( \frac{G_{12} M \mu}{r^2} \right) \left\{ (\alpha_1 - \alpha_2)^2 + f_{v^2}^{S} \frac{v^2}{c^2} + f_{\nu}^{S} \frac{\nu^2}{c^2} + f_{1/r}^{S} \frac{G_{12} M}{c^2 r} \right\}, \quad (B35) \]

with the coefficients

\[ f_{v^2}^{S} = \frac{1}{5 (1 + \alpha_1 \alpha_2 - \frac{q_1 q_2 / M \mu}{2})} \left\{ 5(1 - \alpha_2)^2 (1 - \alpha_1 \alpha_2) + 5(1 - \alpha_2) (X_1 \alpha_1 \alpha_2) - X_2 \alpha_2 \beta_1 \right\} \\
\quad + \left( \alpha_1 - \alpha_2 \right) (1 + \alpha_1 \alpha_2) \left[ \frac{25}{2} (1 - \nu) (1 - \alpha_2) + \frac{11}{2} (X_2^2 \alpha_1 - X_1^2 \alpha_2) + \frac{35}{2} (X_1 \alpha_1 - X_2 \alpha_2) \right] \\
\quad + \frac{q_1 q_2}{2 M \mu} (\alpha_1 - \alpha_2) \left[ 5(1 - \nu) (\alpha_1 - \alpha_2) - 10 \alpha_1 (X_1 \alpha_1 - X_2 \alpha_2) \right] \\
\quad - \frac{5 q_1 q_2}{2 M \mu} (\alpha_1 - \alpha_2) \left[ 2 (X_1 \alpha_1 - X_2 \alpha_2) + 3 (X_1 \alpha_1 - X_2 \alpha_2) \right], \quad (B36a) \]

\[ f_{\nu}^{S} = - \frac{2}{5} \left\{ 5(1 - \alpha_2)^2 + 5(1 - \alpha_2) (X_1 - X_2) + 6 (\alpha_1 - \alpha_2) (X_2^2 \alpha_1 - X_1^2 \alpha_2) \right\} \\
\quad + \frac{5 (\alpha_1 - \alpha_2)^2}{1 + \alpha_1 \alpha_2 - \frac{q_1 q_2 / M \mu}{2}} \left[ \frac{q_1 q_2}{M \mu} (5 - \alpha_1 \alpha_2 + 2 a X_1 \alpha_1 + 2 a X_2 \alpha_2) + X_2 \frac{q_1^2}{M \mu} (1 + \alpha_2) + X_1 \frac{q_2^2}{M \mu} (1 + \alpha_1) \right] \\
\quad + \frac{5 (1 - \alpha_2)^2}{1 + \alpha_1 \alpha_2 - \frac{q_1 q_2 / M \mu}{2}} \left[ 4 (1 + \alpha_1 \alpha_2) + X_2 \alpha_2^2 \beta_1 + X_1 \alpha_1^2 \beta_2 \right], \quad (B36c) \]

This flux reduces to the ST dipole flux derived in Ref. [43] in the limit where the electric charges are zero.

\[ A_i(X, T) = \frac{1}{R} \sum_{\ell \geq 1} \frac{1}{\ell c^2} \left[ N_{L-1} Q_{\ell L-1}^{(l)} (U) \right] \]

\[ - \frac{\ell}{(\ell + 1) c} \varepsilon_{i a b} N_{a L-1} M_{b L-1}^{(l)}. \quad (B37) \]

As was done in the previous subsection, the radiative moments can be related to the source moments using algorithmic moments. At leading order, the three agree.
and we can express the electric and magnetic multipole moments directly in terms of the source moments

\[
Q_L(U) = \int d^3x \left[ \hat{x}_L \rho + \frac{1}{2(2\ell + 3)c^2} x^2 \hat{x}_L \frac{d^2\rho}{dt^2} \right.
\]

\[
- \frac{2\ell + 1}{(\ell + 1)(2\ell + 1)c^2} \frac{dJ_\alpha}{dt}, \quad \ell \geq 0, \quad (B38)
\]

\[
M_L(U) = \int d^3x \left[ \hat{x}_{(L-1)m_i} + \frac{1}{2(2\ell + 3)c^2} x^2 \hat{x}_{(L-1)} \frac{d^2}{dt^2} m_i \right], \quad \ell \geq 1, \quad (B39)
\]

where the magnetization density \( m = \mathbf{x} \times J \). The source functions \( \rho \) and \( J_i \) are defined by

\[
\Box A_0 = 4\pi \rho, \quad \Box A_i = -\frac{4\pi}{c} J_i. \quad (B40)
\]

The vector flux

\[
F_V = -cR^2 \int N^i T_{0i}^{\text{EM}} d\Omega, \quad (B41)
\]

where the electromagnetic part of the stress-energy tensor is given by

\[
T_{\mu\nu}^{\text{EM}} = \frac{1}{8\pi} e^{-2\varphi} \left( 2F_{\mu\alpha} F_{\nu}^{\alpha} - \frac{1}{2} g_{\mu\nu} F^2 \right). \quad (B42)
\]

In the far zone,

\[
T_{0i}^{\text{EM}} = \frac{1}{4\pi} F_{0j} F_i^j = \frac{1}{4\pi} (\partial_i A_j - \partial_j A_i) (\partial_i A_j - \partial_j A_i). \quad (B43)
\]

The vector flux becomes

\[
F_V = \frac{R^2}{4\pi c} \int d\Omega \left[ \frac{\partial A_i}{\partial U} \frac{\partial A_j}{\partial U} - N^i N^j \frac{\partial A_i}{\partial U} \frac{\partial A_j}{\partial U} \right]. \quad (B44)
\]

The vector potential \( A_i \), to the required order, has the multipole expansion

\[
A_i = \frac{1}{R} \left[ \frac{1}{\epsilon} Q_i^{(1)} - \frac{1}{2\pi} \delta_{ij} N^j M_k^{(1)} + \frac{1}{2\pi} N^j Q_{ij}^{(2)} \right], \quad (B45)
\]

which leads to

\[
\frac{R^2}{4\pi c} \int d\Omega \left( \frac{\partial A_i}{\partial U} \right)^2 = Q_i^{(2)} Q_j^{(2)} c^3 + M_i^{(2)} M_j^{(2)} \frac{1}{6c^5} + Q_{ij}^{(3)} Q_{ij}^{(3)} \frac{1}{12c^5} + O \left( \frac{1}{c^7} \right)
\]

\[
= \sum_{\ell \geq 1} \left\{ \frac{1}{c^{2\ell+1}((2\ell + 1)!!)} \left[ \frac{2\ell + 1}{\ell} Q^{(2)}_L Q_L^{(2)} \right]^{(\ell+1)} + \frac{\ell}{c^{2\ell+1}((2\ell + 1)!!)} M_L^{(2)} M_L^{(2)} \right\}, \quad (B46)
\]

and

\[
\frac{R^2}{4\pi c} \int d\Omega N_i^{(3)} N_j \frac{\partial A_i}{\partial U} \frac{\partial A_j}{\partial U} = Q_i^{(3)} Q_j^{(3)} + Q_{ij}^{(3)} Q_{ij}^{(3)} \left( \frac{1}{c^3} + O \left( \frac{1}{c^7} \right) \right)
\]

\[
= \sum_{\ell \geq 1} \frac{1}{c^{2\ell+1}((2\ell + 1)!!)} Q_L^{(3)} Q_L^{(3)} \left( \frac{1}{c^3} + O \left( \frac{1}{c^7} \right) \right) \cdot (B47)
\]

Hence, the vector flux

\[
F_V = \sum_{\ell \geq 1} \frac{1}{c^{2\ell+1}((2\ell + 1)!!)} \left[ \frac{\ell + 1}{\ell} Q_L^{(2)} Q_L^{(2)} + \frac{\ell}{c^{2\ell+1}((2\ell + 1)!!)} M_L^{(2)} M_L^{(2)} \right] \quad (B48)
\]

\[
= \frac{2Q_i^{(2)} Q_j^{(2)}}{3c^3} + \frac{M_i^{(2)} M_j^{(2)}}{6c^5} + \frac{Q_{ij}^{(3)} Q_{ij}^{(3)}}{20c^7} + \ldots \quad (B49)
\]

The first two terms give the dipole flux, and the third term is the quadrupole flux. There is no monopole flux because of the conservation of the total electric charge.

The 1PN field equations are given by Eqs. (A20) and (A29), which are

\[
\Box A_i = -\frac{4\pi}{c} \rho v_i, \quad (B50)
\]

\[
\Box A_0 = 4\pi \rho c^3 - \nabla^2 A_0 + A_0 \nabla^2 V + A_0 \nabla^2 A_0 - aA_0 \nabla^2 \nabla \left( V A_0 \right)_0 + a \nabla^2 \left( \nabla A_0 \right)_0 \quad (B51)
\]

The last two terms in the above equation are of order \( 1/R^2 \), and hence do not contribute to the next-to-leading order flux. The source functions \( \rho \) and \( J^i \) are then given by

\[
\rho = \rho_c = \rho_1 \delta^3(\mathbf{x} - \mathbf{x}_1) + \rho_2 \delta^3(\mathbf{x} - \mathbf{x}_2), \quad (B52)
\]

\[
J^i = \rho_c v^i = \rho_1 v_1^i \delta^3(\mathbf{x} - \mathbf{x}_1) + \rho_2 v_2^i \delta^3(\mathbf{x} - \mathbf{x}_2). \quad (B53)
\]

The function \( \rho \) is simply the electric charge density because the higher order terms from the field equation cancel when summed over the two bodies.

For the dipole flux, we need \( Q_i \) and \( M_i \) to \( \mathcal{O}(1/c^2) \)

\[
Q_i = \int d^3x \left[ x_i \rho_c + \frac{1}{10c^2} \frac{d}{dt^2} \left( x^2 x^2 \right) - \frac{3}{10c^2} \frac{d}{dt} (\hat{x}_i J_j) \right]
\]

\[
= \left( q_1 \left( \frac{\mu_2}{\mu_1} + \mu_2 + \frac{\mu_1}{\mu_1} + \mu_2 \right) \right) v^i
\]

\[
+ \frac{1}{10c^2} \left( q_1 m_3^3 - q_2 m_1^3 \right) \frac{d}{dt^2} (r^2 r^2)
\]

\[
- \frac{3}{10c^2} \left( q_1 m_3^3 - q_2 m_1^3 \right) \frac{d}{dt} (r^2 r^2 - \frac{1}{3} r^2 \delta^{ij}) v^i, \quad (B54)
\]

\[
M_i = q_1 \varepsilon_{ijk} x_1^j v_k^i + q_2 \varepsilon_{ijk} x_2^j v_k^i
\]

\[
= \left( q_1 \frac{m_3^3}{M_3^3} + q_2 \frac{m_2^3}{M_2^3} \right) \varepsilon_{ijk} r^j v_k. \quad (B55)
\]
Differentiating and using the 1PN acceleration from Eq. (B34), we obtain the next-to-leading order vector dipole flux

\[
F^\text{Dip}_V = \frac{2}{3c^2} \left( \frac{G_{12}M\mu}{r^2} \right)^2 \left[ \left( \frac{q_1}{m_1} - \frac{q_2}{m_2} \right)^2 + f^V_{1/r} \frac{r^2}{c^2} \right],
\]

with the coefficients

\[
f^V_{\mu} = \frac{2}{5} \left( X_2^2 \frac{q_1}{m_1} - X_1^2 \frac{q_2}{m_2} \right) \left( \frac{q_1}{m_1} - \frac{q_2}{m_2} \right) + \frac{2}{M} (X_1 - X_2) (q_1 + q_2) \left( \frac{q_1}{m_1} - \frac{q_2}{m_2} \right)
\]

\[
+ \frac{1}{1 + \alpha_1 \alpha_2 - \frac{q_1 q_2}{M\mu}} \left( \frac{q_1}{m_1} - \frac{q_2}{m_2} \right)^2 \left( 2 + 6\nu + 2\alpha_1 \alpha_2 (3\nu - 1) \right) + \frac{q_1 q_2}{M\mu} (1 - 6\nu) \right),
\]

\[
f^V_{\nu} = - \left( \frac{q_1}{m_1} - \frac{q_2}{m_2} \right)^2 \left[ 3\nu + \frac{(X_1 - X_2) (q_1 + q_2)}{M \left( \frac{q_1}{m_1} - \frac{q_2}{m_2} \right)} + \frac{8 - 4\nu (1 + \alpha_1 \alpha_2) - 2 \frac{q_1 q_2}{M\mu} (1 - 2\nu)}{1 + \alpha_1 \alpha_2 - \frac{q_1 q_2}{M\mu}} \right],
\]

\[
f^V_{1/r} = - \left( \frac{q_1}{m_1} - \frac{q_2}{m_2} \right)^2 \left[ 2\nu + \frac{2}{5} \frac{X_2^2 q_1}{m_1} - \frac{X_1^2 q_2}{m_2} - \frac{q_1 q_2}{M\mu} 5 \alpha_1 \alpha_2 + 2\alpha (X_1 \alpha_1 + X_2 \alpha_2) \right]
\]

\[
+ \frac{(X_1 - X_2) (q_1 + q_2)}{M \left( \frac{q_1}{m_1} - \frac{q_2}{m_2} \right)} + \frac{4 (1 + \alpha_1 \alpha_2) + X_2 \frac{q_1^2}{M\mu} (1 + \alpha_1) + X_1 \frac{q_2^2}{M\mu} \beta_1 + X_1 \alpha_1 \beta_2}{1 + \alpha_1 \alpha_2 - \frac{q_1 q_2}{M\mu}} \right].
\]

For the quadrupole flux,

\[
Q_{ij}^{(3)} = \int d^3x \left( x_i \partial_j - \frac{1}{3} x^2 \delta_{ij} \right) \rho_e = \left( X_2^2 q_1 + X_1^2 q_2 \right) \frac{d^3}{d\ell^3} \left( r^{i} r^j - \frac{1}{3} r^2 \delta_{ij} \right),
\]

which leads to

\[
F^\text{Quad} = \frac{Q_{ij}^{(3)} Q_{ij}^{(3)}}{30c^5} = \frac{1}{30c^5} \left( \frac{G_{12}M\mu}{r^2} \right)^2 \left( X_2 \frac{q_1}{M} + X_1 \frac{q_2}{m_2} \right)^2 \left( 32\nu^2 - \frac{88}{3} r^2 \right).
\]

### 3. Tensor energy flux

The metric in radiative coordinates

\[
G_{\mu\nu}(X^\mu) = \eta_{\mu\nu} + \frac{1}{R} H_{\mu\nu}(U, N) + \mathcal{O} \left( \frac{1}{R^2} \right),
\]

where the radiative multipole moments \( M_L \) and \( S_L \) are defined by

\[
H_{ij}^{\text{TT}}(U, N) = 4G \sum_{\ell \geq 2} \frac{1}{\ell! c^{\ell + 2}} \left[ N_{L-2} M_{ij}^{(\ell)} (U) - \frac{2\ell}{(\ell + 1)c} N_{L-2} S_{ij}^{(\ell)} (U) \right]^{\text{TT}}.
\]

The radiative multipoles agree with the source multipoles \( I_L \) and \( J_L \) up to order

\[
M_L = I_L + \mathcal{O}(1/c^3), \quad S_L = J_L + \mathcal{O}(1/c^2),
\]

where \[43, 84\]

\[
I_L(t) = \int d^3x \left[ \hat{x}_L \sigma + \frac{1}{2(2\ell + 3)c^3} \frac{\partial^2 \hat{x}_L}{\partial t^2} \right]
\]

\[
- \frac{4(2\ell + 1)}{(2\ell + 3)c^3} \frac{\partial \hat{x}_L}{\partial t} \frac{\partial \sigma^*}{\partial t},
\]

\[
J_L(t) = \int d^3x \varepsilon_{hk(i)} \frac{\partial \hat{x}_{L-1} h^k}{\partial t}.
\]

In terms of the multipole moments, the tensor flux is given by

\[
F_T = \frac{c^3}{32\pi G} \int d\Omega \left( \frac{\partial H_{ij}^{\text{TT}}}{\partial U} \right)^2.
\]
\[
= G \sum_{\ell \geq 2} \frac{1}{c^{2\ell+1}(2\ell+1)!} \left( (\ell + 1)(\ell + 2) \right) \frac{M'_{L+1}^{(\ell+1)}(U) M'^{(\ell+1)}_{L+1}(U)}{c^{2}(\ell + 1)(\ell + 1)} + \frac{4(\ell + 2)}{c^{2}} S'^{(\ell + 1)}_{L+1}(U) S'^{(\ell + 1)}_{L+1}(U) \right) \\
= \frac{G}{5c^3} M_{ij}^{(3)} M_{ij}^{(3)} + \frac{G}{189c^2} M_{ijk} M_{ijk} + \frac{16G}{45c} S_{ij}^{(3)} S_{ij}^{(3)} + O(1/c^9),
\]  
(B65)

where the first term is the mass quadrupole flux, the second is the mass octopole, and the third is the current quadrupole.

The source functions \( \sigma \) and \( \sigma' \) are given by
\[
\sigma \equiv \frac{T_{00} + T_{uu}}{c^2}, \quad \sigma' \equiv \frac{T_{0i}}{c}, \quad \text{(B66)}
\]
and from the 1PN field equations (A27) and (A19)
\[
\Box V = -\frac{4\pi G}{c^2} \sigma, \quad \Box V^i = -\frac{4\pi G}{c^2} \sigma^i, \quad \text{(B67)}
\]
with
\[
\sigma^i = m_1 v_1^i \delta(\mathbf{x} - \mathbf{x}_1) + m_2 v_2^i \delta(\mathbf{x} - \mathbf{x}_2), \quad \sigma = \left[ m_1 + \frac{3}{2c^3} m_1 v_1^2 \right] \delta(\mathbf{x} - \mathbf{x}_1) + 1 \leftrightarrow 2, \quad \text{(B68)}
\]

The multipole moments needed for the next-to-leading order flux are \( M_{ij}, M_{ijk}, \text{ and } S_{ij}, \) which are given by
\[
M_{ij} = \left( m_1 + \frac{3}{2c^2} m_1 v_1^2 \right) \frac{G_{12} m_1 m_2}{c^2 r} \delta(\mathbf{x} - \mathbf{x}_1) + 1 \leftrightarrow 2, \quad \text{(B69)}
\]
\[
= m_1 \frac{d}{dt} \frac{v_1^i x_1^j - v_1^j x_1^i}{c^2 r} + \frac{20m_1}{21c^2} \frac{d}{dt} v_1^i \frac{v_2^j x_1^k - v_2^k x_1^j}{c^2 r} + 1 \leftrightarrow 2,
\]
\[
M_{ijk} = m_1 v_1^i \frac{v_2^j x_1^k - v_2^k x_1^j}{c^2 r}, \quad \text{(B70)}
\]
\[
S_{ij} = m_1 \frac{v_2^j x_1^i - v_2^i x_1^j}{c^2 r} + \frac{20m_1}{21c^2} \frac{d}{dt} v_1^i \frac{v_2^j x_1^k - v_2^k x_1^j}{c^2 r} + 1 \leftrightarrow 2.
\]
(B71)

In the center-of-mass coordinates, this becomes
\[
M_{ij} = \mu \left[ 1 + \frac{3}{2c^2} (1 - 3\nu) v_2^2 \right] \frac{G_{12} M}{c^2 r} (1 - 2\nu) + \frac{\mu}{14c^2} (1 - 3\nu) \frac{d}{dt} v_2^i \frac{v_2^j x_1^k - v_2^k x_1^j}{c^2 r} + 1 \leftrightarrow 2,
\]
\[
+ \mu \frac{d^2}{dt^2} \frac{v_2^i x_1^j - v_2^j x_1^i}{c^2 r} + \frac{20\mu}{21c^2} \frac{d}{dt} v_1^i \frac{v_2^j x_1^k - v_2^k x_1^j}{c^2 r} + 1 \leftrightarrow 2, \quad \text{(B73)}
\]
\[
f^T_{ij} = \left[ 785 + 113 \alpha_1 \alpha_2 - 281 \frac{\alpha_2}{M \mu} \right] - 582 \nu, \quad \text{(B80a)}
\]
\[
f^T_{ij} = -2 \left[ 1487 + 2550 \alpha_1 \alpha_2 - 563 \frac{\alpha_2}{M \mu} \right] - 1392 \nu, \quad \text{(B80b)}
\]
\[
f^T_{ij} = 3 \left[ 687 + 127 \alpha_1 \alpha_2 - 267 \frac{\alpha_2}{M \mu} \right] - 692 \nu, \quad \text{(B80c)}
\]
\[
f^T_{ij} = 16 (1 - 4\nu), \quad \text{(B80d)}
\]
Taking the time derivatives of the multipole moments and squaring, we obtain the tensor flux
\[
\mathcal{F}_T = \frac{8G}{15c^5} \left( \frac{G_{12} M \mu}{r^2} \right)^2 \left[ 12\nu^2 - 11\nu^2 \right]
\]
\[
+ \frac{8G}{420c^3} \left( \frac{G_{12} M \mu}{r^2} \right)^2 \left[ f^T_{\nu \nu} v^2 + f^T_{\nu \nu^2} v^2 \nu^2 \right]
\]
\[
+ f^T_{\nu \nu} + f^T_{\nu \nu^2} \frac{G_{12} M \mu^2}{r}
\]
\[
+ f^T_{\nu \nu} \frac{G_{12} M \mu^2}{r} + f^T_{\nu \nu} \frac{G_{12} M \mu^2}{r^2}, \quad \text{(B79)}
\]
\[ -\alpha_1\alpha_2 \frac{q_1q_2}{M\mu} (71 - 40\nu) + 84 \left( X_1\alpha_1^2\beta_2 + X_2\alpha_2^2\beta_1 \right) , \] (B80e)
\[ f^T_{\nu/r} = \frac{8}{(1 + \alpha_1\alpha_2 - \frac{q_1q_2}{M\mu})^2} \left[ (1 + \alpha_1\alpha_2)(367 - 15\nu) + 3\alpha_1\alpha_2(1 + \alpha_1\alpha_2)(29 - 5\nu) + 84 \frac{q_1^2}{M\mu}X_2(1 + \alpha_2) + 84 \frac{q_2^2}{M\mu}X_1(1 + \alpha_1) + \frac{q_1^2q_2}{M^2\mu^2}(73 - 15\nu) - 168 \frac{a_1a_2q_1q_2}{M\mu}X_1\alpha_1 + X_2\alpha_2 - \frac{2q_1q_2}{M\mu}262 - 15\nu \right. \]
\[ \left. - 2\frac{q_1q_2}{M\mu}\alpha_1\alpha_2(38 - 15\nu) + 84 \left( X_1\alpha_1^2\beta_2 + X_2\alpha_2^2\beta_1 \right) \right] . \] (B80f)

This flux reduces to the one derived in Ref. [85], in the context of ST theory, when the electric charges are zero and after converting the notation to the Jordan-Fierz frame.

\[ f^T_{\nu/r} + \frac{q_1^2}{M\mu}X_1(1 + \alpha_1) + \frac{q_2^2}{M\mu}X_2(1 + \alpha_2) \] . (B82)

Applying the Euler-Lagrange equation and using \( \dot{r} = 0 \) and \( v = r\Omega \) leads to
\[ \Omega^2 = \frac{G_{12}M}{r^3} \left[ 1 - 3f_r\gamma + O \left( \frac{1}{c^4} \right) \right] , \] (B83)
where the parameter \( \gamma \) is defined by
\[ \gamma \equiv \frac{G_{12}M}{c^2r} , \] (B84)
and the coefficient \( f_r \) is defined by
\[ f_r \equiv - \frac{1}{6G_{12}^2} \left[ G_{12}^2(1 - 2\nu) + G_{12}(3 - \alpha_1\alpha_2) + 2(1 + \alpha_1\alpha_2)^2 + 2X_2\alpha_2^2\beta_1 + 2X_1\alpha_1^2\beta_2 \right. \]
\[ + \frac{2q_1^2}{M\mu}X_1(1 + \alpha_1) + \frac{2q_2^2}{M\mu}X_2(1 + \alpha_2) \]
\[ \left. - 4\frac{q_1q_2}{M\mu}(1 + aX_1\alpha_1 + aX_2\alpha_2) \right] . \] (B85)

Substituting \( x \) instead of \( \Omega \) and inverting Eq. (B83), we obtain
\[ \gamma = x \left[ 1 + f_r x + O \left( \frac{1}{c^4} \right) \right] . \] (B86)

To express the flux for circular orbits in terms of \( \gamma \), we set \( \dot{r} = 0 \) and \( v = r\Omega \) and then use Eqs. (B83) to obtain
\[ \mathcal{F}_S = \frac{G_{12}^5}{3G_{12}^2} \nu^2\gamma^4(\alpha_1 - \alpha_2)^2 + \frac{G_{12}^5}{3G_{12}^2} \nu^2\gamma^5 \left[ f^S_{\nu/r} + f^S_{\nu/r} + \frac{16}{5} (X_1\alpha_2 + X_2\alpha_1)^2 \right] \] (B87a)
\[ \mathcal{F}_V = \frac{2G_{12}^5}{3G_{12}^2} \nu^2\gamma^4 \left( \frac{q_1}{m_1} - \frac{q_2}{m_2} \right)^2 + \frac{2G_{12}^5}{3G_{12}^2} \nu^2\gamma^5 \left[ \frac{8}{5} \left( X_2\frac{q_1}{m_1} + X_1\frac{q_2}{m_2} \right)^2 + f^V_{\nu/r} + f^V_{\nu/r} \right] , \] (B87b)
\[ \mathcal{F}_T = \frac{32G_{12}^5}{5G_{12}^2} \nu^2\gamma^6 + \frac{2G_{12}^5}{105G_{12}^2} \nu^2\gamma^6 \left( f^T_{\nu/r} + f^T_{\nu/r} + f^T_{\nu/r} + 1008f_r \right) . \] (B87c)

Using Eq. (B86) to express the energy flux in terms of \( x \) instead of \( \gamma \) leads to Eq. (3.13a).
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