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Take nothing on its looks;
take everything on evidence.

There’s no better rule.

Charles Dickens, Great Expectations
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1 Introduction

1.1 Speech, a variable signal

How do we learn to make sense of a world that is chaotic, noisy, and ever-
changing? This question is prominent across domains, but especially in the
language sciences and the study of language acquisition it is gaining impor-
tance. Speech is the physical realisation of language, a medium humans use to
communicate with each other. Speech is also the signal that provides infants
with their first window into language. Unlike printed words the speech signal
is continuous, which means that there are no clear pauses between words or
sounds within an utterance. To extract words, the continuous signal needs to
be segmented into its constituent units, a task that adults perform seemingly
without effort in their native language. However, when listening to an un-
known language, the difficulty of segmentation becomes clear, because it is
often not possible to state how many words were spoken and where one word
begins and the other ends. In addition, the speech signal can be variable,
for example when different speakers pronounce the word “cup” (e.g., Magnu-
son & Nusbaum, 2007; Dorman, Studdert-Kennedy, & Raphael, 1977). The
acoustic realisations across speakers differ due to physiological properties of
the speaker’s throat and mouth as well as the specific dialect. These differ-
ences between words spoken by different speakers do not change the meaning
of a word.

In short, the speech signal is variable along many dimensions that include
numerous aspects of the signal. Some of these aspects are linguistically rele-
vant, and they are a necessary part of a speaker’s representation of a word.
Other aspects, in contrast, are usually considered linguistically irrelevant.

Examples of the latter include the speaker’s mood, voice height (pitch), and
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the environment, such as the presence of background noise. Many of these
characteristics fall under the label of non-linguistic information.! To effi-
ciently understand the speaker’s intended message, a listener should not be
deterred by the variable nature of the speech signal when it does not change
the meaning of a word.

To account for the efficiency and ease with which adults can decode the
speech signal and extract the speaker’s intended message, it has been a long-
held view that the variable non-linguistic aspects of the speech stream can
be ignored. When removing all non-linguistic information, a more or less
constant signal would remain. This signal can be described using a finite set
of symbols.? Such an account for language processing is called abstractionist,
since the speech stream is described in terms of abstract units that do not
fully capture the variable acoustic signal. Abstractionist views, long a domi-
nant standpoint within language sciences, assume that understanding speech
relies on a small set of symbols that need to be combined and modified. This
view provides powerful tools to describe written and spoken utterances across
languages. Whether these symbols are available to infants is far from clear.
Some researchers have proposed that the speech signal contains landmarks
which can universally be used to perceive the difference between sounds, but
few if any have argued that infants are born with an innate set of discrete
sound categories. Results of some research into young infants’ sound discrim-
ination abilities have been taken as evidence that infants already perceive
the speech signal in terms of discrete categories (Eimas, Siqueland, Jusczyk,
& Vigorito, 1971; Kuhl, 1979). This view is not uncontroversial given that
infants as well as adults are able to perceive differences within one sound
category and can even adjust their category boundaries (McMurray & Aslin,
2005; Maye, Werker, & Gerken, 2002; Miller & Eimas, 1996).

It has become clear that listeners — both infants and adults — do not al-
ways ignore non-linguistic information (Goldinger, 1998; Apfelbaum, Bullock-
Rest, Rhone, Jongman, & McMurray, 2013). This is a useful strategy, since
knowing the identity and emotional state of a speaker can add crucial in-
formation regarding the meaning. During early language acquisition, infants
are sensitive to non-linguistic information. In short experiments they react
to changes of the speaker or in the emotion conveyed in the speech sig-

nal in the same way they treat linguistically relevant differences, such as
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changing “cup” to “tup” (Jusczyk & Aslin, 1995; Houston & Jusczyk, 2000,
2003; Singh, 2008). In addition, variability along non-linguistic dimensions
impacts infants’ ability to perceive linguistically relevant distinctions (see
section 1.2.1 and Singh, 2008; Rost & McMurray, 2009; Seidl, Onishi, &
Cristia, 2013). In a purely abstractionist view such phenomena should not
occur, because perceiving speech as a sequence of sounds which is stripped
of any variable information that is not necessary to understand the linguistic
message leaves no room for spoken word comprehension to be affected by
non-linguistic variability.

To explain how information that is not present when processing speech
in terms of phones and phonemes can impact language processing, erem-
plar accounts have emerged, which propose that most, if not all, details of
the speech signal are part of mental representations that play a role during
language comprehension. Linguistically irrelevant features of the signal are
processed and stored along with linguistically important features, as borne
out by the experiments referred to above which showed that infants’ speech
processing was affected by variation that is considered both linguistically
relevant and irrelevant (see also section 1.2.1). Between the two extreme ac-
counts falls a variety of intermediate and hybrid models of speech processing
which propose the existence of both exemplars and abstract representations
(Pierrehumbert, 2003; Schmale, Cristia, Seidl, & Johnson, 2010; Werker &
Curtin, 2005).

1.2 Infant language acquisition:

Possible starting points

Existing theories of speech comprehension usually do not offer accounts for
infants’ first steps into language. How do sound categories, discrete words,
and eventually abstract symbols emerge based on the exposure to speech?
This remains an open question since most theories assume some form of
abstraction as their starting point. This means that the continuous and
variable speech signal is represented in the form of a sequence of discrete
symbols which have lost most of the non-linguistic variation (e.g., Kuhl,
2004; Pierrehumbert, 2003).
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At the beginning of language acquisition, infants have to detect recurrent
structure in the variable and continuous speech signal. To learn a language,
they also have to discover that the variable speech signal contains a commu-
nicative intent. It is an ongoing debate whether meaning, the communicative
intent, serves as a starting point for language acquisition or whether recur-
rent structure is detected first. It is also possible that both processes operate
in parallel; young infants show both the ability to link well-known objects
with their spoken label (Bergelson & Swingley, 2012; Tincoff & Jusczyk,
1999, 2012; Parise & Csibra, 2012) and can detect frequent speech patterns
(Ngon et al., 2013), most prominently their own name (Mandel, Jusczyk,
& Pisoni, 1995; Mandel-Emer & Jusczyk, 2003). In the present thesis, both
detecting structure in a speech signal in the absence of meaning information
as well as using the presence of an object as a cue to the presence of a word
are investigated.

To learn that stretches of speech can be linked to observable entities or
events in the environment, infants must be able to group different instances of
objects into one category, an ability they display long before they are able to
separate native from non-native speech sounds or detect words in continuous
speech (Mareschal & Quinn, 2001; Madole & Oakes, 1999; Westermann &
Mareschal, 2014).®> By noting the presence of a cylindrical object with a
handle, infants might be able to discover that the stretch of speech signals
corresponding to “cup” in both “Thisisanicecup” and “Thecupisempty” refers
to a type of object in their visual environment, thereby segmenting the word
from the longer speech sequence. By linking sound to meaning, which can
either occur when words are discovered or later during development when
the meaning of a known word form is detected (e.g., Swingley, 2007), infants

start building a lexicon.

1.2.1 Infants’ early word representations:

The role of variable speech

Infants are sensitive to linguistically relevant changes in the speech signal,
such as mispronouncing “cup” as “tup” (Jusczyk & Aslin, 1995). Studies sug-
gest that introducing non-linguistic variation impairs infants’ word detection
and recognition abilities to the same extent linguistic changes do: infants are

sensitive to hearing words spoken by an unknown speaker, in an unknown
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accent, in the presence of ambient noise, and in a different affect than they
heard earlier (Newman, 2005; Houston & Jusczyk, 2000, 2003; Singh, 2008).
Later in their language development, between the age of ten months and
two years, infants learn to distinguish between linguistically relevant and
irrelevant variation in the speech signal. Infants are thus developing a form
of “phonological constancy” (Mulak, Best, Tyler, Kitamura, & Irwin, 2013)
that might be founded on abstract representations, but they show no such
abilities when beginning to learn words.

During learning, variability might not only be disruptive and hindering,
but also useful. Through experiencing variability along non-linguistic dimen-
sions, infants can learn which aspects of the signal carry information about
the speaker’s message, and which parts indicate for example the speaker’s
identity and emotional state. When infants hear the same word spoken by
multiple speakers or in variable ways in short experimental tasks, they seem
to build representations that are more robust to the experienced variability
(Singh, 2008; Rost & McMurray, 2009; Seidl et al., 2013). During language
acquisition, similar mechanisms to the ones observed in short experimental
tasks on the impact of variability might aid infants in discovering which
aspects of the speech signal determine meaning, and which carry other in-
formation (Newman, 2008). It could be these processes that help infants
overcome their sensitivity to changes in the speech signal that do not alter

meaning so they can develop phonological constancy.

1.2.2 Methods in language acquisition research

The main insights on infants’ speech perception abilities stem from a limited
set of experimental methods. Before infants learn to say words, an ability
which usually appears around the first birthday, infants tune into the acoustic
properties of their native language — detecting recurrent stretches of speech,
the typical stress pattern, and so forth — and learn the first words (reviewed
e.g., by Gervain & Werker, 2008).

Looking at interesting visual stimuli is a typical behaviour that infants
readily perform in their daily lives. Experimental procedures can tap into
infants’ speech processing abilities by exploiting this behaviour. Infants’ at-
tention to acoustic stimuli can be operationalised as the amount of time they

show an overall interest in a visual stimulus while some acoustic stimulus is
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played for them. The amount of time an infant spends looking to the visual
stimulus is assumed to directly reflect listening with interest to the acoustic
input they receive in parallel, and is thus termed listening time.

Experiments that tap into infants’ speech processing abilities can be
roughly categorised into uni-modal and cross-modal studies. Uni-modal stud-
ies aim to measure how infants process speech in the absence of corresponding
visual cues. To this end, uni-modal studies expose infants to acoustic input
in the presence of an unchanging visual stimulus to measure infants’ speech
processing abilities in isolation. To gain access to infants’ capability to link
sound and meaning, cross-modal studies present speech along with visual
referents, usually drawings or photographs of objects that are named.*

An example of a uni-modal study that aims to assess the knowledge in-
fants acquire before their visit to the lab is the following: to test whether
infants recognise their own name, researchers play recordings that either con-
tain the infant’s own name or another name of comparable length (Mandel
et al., 1995; Mandel-Emer & Jusczyk, 2003; Newman, 2005). Looking time,
presumably indicating attentive listening, to an unrelated visual stimulus
(e.g., a blinking lamp) constitutes the dependent measure across the two
conditions (own name versus other name). A significant difference between
the two conditions typically is interpreted as evidence that infants can indeed
recognise their own name.

The above example relies on knowledge that the infants acquired outside
the lab. To control the input each child received in an experiment, a learning
phase is added that directly precedes the test. The learning phase repeatedly
exposes infants for example to a presumably unknown word. During test,
the same word or a new word is presented. If infants show behaviour that
differentiates between the learned and the novel stimuli they seem to have
stored and recognised this word.®

To test whether infants can link sound and meaning in cross-modal stud-
ies, researchers show infants for example two objects, for example a ball
and a cup, while playing a sentence, such as “Look at the ball” (Swingley
& Fernald, 2002; Swingley & Aslin, 2000). If infants look at the named ob-
jects more than at the distractor, in this example the ball, they are thought
to have recognised the word. To tap into word-learning abilities, a short

learning phase exposes infants to novel object-label pairs (Stager & Werker,
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1997; Werker, Cohen, Lloyd, Casasola, & Stager, 1998). The newly learned
link between the object and its label can be tested by either naming the
object correctly or using a different label. If infants’ interest differs between
trials where label and object match versus mismatched trials, they seem to
have noticed that the object was named correctly or incorrectly across trials.
All of the above described methods were used in infant studies that inform
this thesis.

1.2.2.1 Limitations of infant experiments

Experimental studies also have shortcomings that should be taken into ac-
count when interpreting reported outcomes. The vast majority of studies
relies on results that are averages over a group of infants. The size of these
groups varies, for example between 12 to 36 in a very similar task and in the
same language (Houston & Jusczyk, 2000; Shi, Cutler, Werker, & Cruick-
shank, 2006). Experiments measuring vocabulary size at a later age have
found that individual differences in infants’ experimental performance across
tasks is correlated to some extent with later language development (reviewed
in Cristia, Seidl, Junge, Soderstrom, & Hagoort, 2013), implicating that dif-
ferences between the test results of individual infants are in fact meaningful
and should not be averaged out.

Behavioural studies interpret differences in infant behaviour across test
conditions as a direct reflection of differences in internal processes and ac-
tivations of representations. However, the link between internal processes
and overt behaviour is far from clear, as a number of steps are necessary to
transform the results of internal processes and activations into observable
behaviour. The absence of a behavioural indicator that infants can distin-
guish two conditions, which for example present known and unknown words,
does not imply that there were no differences in their internal processes and
activations when they encountered the words (Aslin, 2007). Comparisons of
behavioural and neuroscientific studies on various topics, such as word seg-
mentation, underline that overt behaviour does not always reflect underlying
abilities (Junge, Cutler, & Hagoort, 2012).

A final issue with many experimental studies is the dependence on a

few stimulus items. It is possible that specific stimulus properties crucially
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influence experimental results, especially since infants are sensitive to non-
linguistic changes, as reviewed above. Current trends towards the sharing of
stimulus materials are only beginning to gain traction. The available data
do not yet suffice for an analysis of the link between experimental stimuli
and infant performance. Future work that aggregates experimental stimuli
along with detailed data on infant behaviour might shed light on whether

there is an influence of different stimuli and how large this influence is.

1.3 The role of modelling in

language acquisition research

Computational modelling has emerged over the past decades as a method to
study language acquisition. Models are closely linked to experimental data as
well as theories and frameworks that aim to explain language acquisition. To
explore language acquisition, computational studies can be conducted on a
number of levels. The power and scope of simple learning mechanisms, such
as computing statistics over a given input sequence (e.g., Daland & Pier-
rehumbert, 2011; McMurray, Aslin, & Toscano, 2009; Thiessen & Pavlik,
2013), can demonstrate to what extent discrimination and identification
tasks can be performed without invoking meta-level concepts and processes.
Models of more complex interactions of different factors or mechanisms, such
as learning sound categories and words in parallel (Martin, Peperkamp, &
Dupoux, 2013; Feldman, Myers, White, Griffiths, & Morgan, 2013), illumi-
nate in which way processes that are usually studied in isolation can influence
each other.

Modelling has a number of benefits over experimental research: the lack
of human participants and the costs that come with experimental studies
enable modelling studies to cover far more conditions than would be feasible
in experimental work. Furthermore, a computational model is, by necessity,
an explicit account of all processes that take place in response to a specific
input. This property of models makes it possible to inspect what is essen-
tially a “black box” when it comes to infants’ internal processes and abilities,
both during language acquisition in general and in specific experiments. As
mentioned above, all knowledge about cognitive processes in infants — and to

some extent also in adults — is inferred from indirect data, mostly observable
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behaviour in response to specifically manipulated stimuli. In a computational
model, in contrast, the underlying abilities must be precisely defined since
all processing steps must be accounted for.

Computational models can test candidate mechanisms that might un-
derlie infant behaviour in experiments and during language acquisition over
many weeks and months. For example, it is possible to let a model and
human participants learn a small language that consists of a few syllables,
such as “la”; “ti”, and “bu” in a short experiment. This artificial language
only allows a few combinations of these syllables, making “latibu” a possi-
ble word, but “tilabu” illegal. Infants can detect the difference between the
two words (Saffran, Aslin, & Newport, 1996). If a model can do the same
(e.g., Perruchet & Vinter, 1998), the implemented mechanism in the model
might be analogous to what infants did in the same task. To show that a
similar mechanism can be useful during language acquisition, large corpora
that represent to some extent infants’ daily experience must be employed,
such as excerpts from CHILDES (Child language data exchange system,
MacWhinney, 2000). If on this scale a model can also can discover words,
the process that was measured that was simulated by the model, is indeed a
candidate mechanism that possibly helps infants acquire language (see e.g.,
Daland & Pierrehumbert, 2011). In modelling it is possible to explore yet
untested conditions, so models can yield predictions for future experiments.
In testing these predictions, models can be confirmed or adjusted.

Model comparison is important because much of the available infant data
can be explained by multiple models (Benders, 2013). Comparing mecha-
nisms and specifications within different models that take the same input and
are assessed in the same way can provide insight into the factors that influ-
ence processing outcomes, especially where model results diverge. Through
making predictions for infant studies and comparing modelling outcomes to
behavioural data, and by continuous consideration of the larger implications
of modelled processes and observed behaviour, modelling takes place in close
interaction with both experimental research and theory building.

Research using computational modelling also suffers from limitations. To
obtain a model, researchers need to make simplifications since it is (so far)
not possible to implement a complete simulated infant learner embedded

in a realistically rich and multi-faceted environment. By necessity, models
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must make simplifying assumptions about aspects of the infant learner and
the environment in and from which learning takes place. Processes that are
assumed to be irrelevant for the simulated tasks are omitted, for example
smell is usually not simulated when addressing language acquisition. Pro-
cesses that are implemented can only rarely claim plausibility on the physio-
logical level, as there are many more neurons involved than can realistically
be simulated even on a supercomputer. In consequence, models focus on
specific aspects of learning and language acquisition. Choices regarding the
representation of the environment and the input, and implemented inter-
nal processing steps show which aspects of the overall learning problem the
researcher considered relevant for the task and which were omitted.

Most models aim to be realistic to some extent by implementing processes
that are based on existing knowledge about cognitive functions. A prominent
example of plausibility is the distinction between incremental learners and
batch processing models. The latter type of model requires that all input,
sometimes amounting to what infants experience over days or even weeks,
is present at the same time and analysed in a batch by the model, possibly
even several times. Incremental learners in contrast process the input as it
comes in without placing a large load on the short term memory. Incremental
learning is thus a better approximation of infants’ learning process.

In summary, computational modelling, together with experimental infant
research, can advance our understanding of the underlying mechanisms and
processes that enable infants to acquire their native language with apparent
ease and remarkable speed. But it has to be noted that opinions diverge
concerning hard criteria for assessing computational models of language ac-
quisition (e.g., Schlesinger & McMurray, 2012; Mareschal & Thomas, 2007).
Therefore, it remains difficult to assess single computational models in ab-
solute terms. In addition, only models that address the same task can be
compared, for example in the realism of implemented processes and repre-

sentations.

1.4 The present thesis

When considering existing theories and computational models of language

acquisition one thing stands out: most theories do not describe how language

10
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acquisition can take place in the face of the variable and noisy speech sig-
nal. Frameworks and theories exist to account for infants’ learning of native
sound categories when they already know a few words based on “lexical boot-
strapping”, which means that the acquisition of sound categories is aided by
word-level knowledge (Swingley, 2009). However, little research has focused
on the emergence of early words without possessing the ability to perceive
the speech signal as a sequence of distinct sounds. Most theories, and in
consequence computational models that build on these theories, assume the
presence of discrete sounds that just have to be categorised. The present
thesis lays the groundwork for a stronger version of lexical bootstrapping
where speech can be represented as a holistic chunk and not a sequence
of smaller units. Holistic chunks can be re-analysed into their constituting
sounds once knowledge about the sound structure of the native language is
acquired (Werker & Curtin, 2005).

As mentioned above, models and theories usually start from the assump-
tion that speech signals can be represented as unique and unambiguous se-
quences of sound symbols. Models that take acoustic features, such as the for-
mants of vowels, as input also effectively presume that linguistically relevant
aspects of the signal can be separated from non-linguistic aspects, such as for
example speaker-dependent features. In the modelling work of Apfelbaum
and McMurray (2011) for example, one phonetic cue (Voice Onset Time;
VOT) distinguished voiced and voiceless stops, such as /p/ and /b/. To in-
dicate the presence of multiple speakers in some learning conditions, pitch
varied independently. The goal of these experiments was to simulate experi-
ments in which hearing multiple speakers seemed to improve infants’ abilities
to distinguish minimal word pairs (Rost & McMurray, 2009). However, the
work by Dorman et al. (1977), among others, indicates that phonetic infor-
mation co-varies with the speaker and that the two can therefore not be
separated as assumed in the study by Apfelbaum and McMurray (2011). To
illustrate how phonetic cues interact with the identity of the speaker, con-
sider the following: stop consonants, including /b/ and /g/, are characterised
by a short silence that occurs with the closing of the vocal tract, vibration
of the vocal chords, and a burst when the pressure is released. Dorman and
colleagues showed that speakers differ in their realisation of sounds, for ex-

ample in their reliance on the burst as a cue to a stop consonant (see also

11
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Ananthapadmanabha, Prathosh, & Ramakrishnan, 2014, and examples cited
therein for the cue trading in stop consonants).

Models that take discrete sound symbols or acoustic features as input
assume that infants can segment the speech signal into discrete phone-sized
units and extract precise measurements from each unit to determine its cat-
egory (phoneme) label. However, assigning unique labels to speech segments
using only features extracted from the signal is impossible. The first prob-
lem lies in the continuity of the speech signal, which leads to co-articulation
effects. Since sounds blend into each other and are adjusted to their sur-
rounding sounds, it becomes difficult — even for highly trained listeners — to
segment the speech signal into discrete chunks (see e.g., Bayerl & Paul, 2011,
for the lack of agreement among trained coders). The second problem stems
from the fact that the identity of a phone can be determined by a large num-
ber of acoustic features, as mentioned above in relation to stop consonants.
Many features must actually be extracted from surrounding phones. Slis and
Cohen (1969) identified 11 features that are implied in the voiced-voiceless
distinction in Dutch.

Computational models that rely on the presence of abstract symbols or
invariant features underestimate the variable nature of the speech signal and
have been shown to not work well when limited variability is artificially re-
introduced (Rytting, Brew, & Fosler-Lussier, 2010). Because they assume
discrete segmental input, existing models can only focus on later stages of
language development. Despite the fact that these models do not realistically
reflect the nature of input representations in infants, they yield important
insights as they examine and compare possible processes during language
acquisition.

The first steps into language, which by necessity are taken based on the
continuous, noisy, and variable speech signal (either paired with meaning
information or not), have so far not been carefully considered using compu-
tational models. The present thesis aims to rectify this situation. None of
the modelling work reported here is based on segmented input. Instead, the
models operate on real speech, which cannot be described as a sequence of

abstract symbols. The focus of this thesis lies on word learning since words
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seem to constitute one way towards learning the native language, either cou-
pled with meaning or in the form of frequently occurring stretches of speech
alone.

The present thesis takes an “emergentist” approach to very early language
acquisition. Most current models that implement emergentist ideas focus
on the acquisition of syntax, but the same principles, namely starting from
unanalysed chunks of the input and only employing general-purpose learning
mechanisms, can be applied to the continuous and variable speech stream. To
demonstrate that an emergentist viewpoint is feasible and worthwhile is one
of the over-arching goals of the present thesis. A central question throughout
this thesis is how the presence of realistic variability in the signal influences
early language acquisition and processing. One main source of variability in
the speech signal is the difference between speakers. Therefore, each chapter

employs speech material from different speakers.

1.4.1 Chapter overview

Chapter 2. To assess which conclusions about infants’ abilities can ac-
tually be drawn based on a frequently used behavioural testing paradigm,
chapter 2 introduces a model of the Headturn Preference Procedure (HPP).
This chapter carefully examines several assumptions that have been implied
in interpreting infant data. As discussed in section 1.2.2.1, infant experi-
ments assume overt behaviour to be direct reflections of unobservable un-
derlying processes. The model simulates both internal word detection based
on matching previously heard speech material to test stimuli and overt be-
haviour in the form of simulated headturns. Importantly, the conversion of
an internal match into an overt headturn is explicitly modelled. By doing so,
it becomes clear that the infant’s attention span and the experimenters’ as-
sessment criteria can have a crucial impact on the outcomes of a simulation.
Both parameters are necessary to model and assess overt behaviour in HPP
studies and are usually not thought to influence the result of an experiment.
In addition, chapter 2 shows that specific stimulus material has an impact
on the outcome, since this material determines how well the acoustic match
is between speech stimuli that have to be compared. These factors — infant
attention span, assessment criteria, and stimulus material — are seldom con-

sidered important in HPP studies and only recently are beginning to receive
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consideration. This chapter thus helps understand which factors can lead to
infants either showing the expected behaviour or not.

Chapter 2 also illuminates which linguistic processes are at stake in HPP
studies. The HPP model does not implement procedures frequently assumed
to be necessary to succeed at HPP experiments, such as segmenting the
speech stream into discrete, symbolic representations and extracting indi-
vidual words from utterances. Despite the absence of these procedures, the
model can successfully simulate infant behaviour. The main contribution of
this chapter to the present knowledge of infants’ abilities is that an explicit
and symbolic segmentation mechanism is not necessary to perform the task

in HPP experiments.

Chapter 3. The third chapter presents a model that uses real speech to
simulate early word learning in infants based on the detection of recurrent
stretches of speech that occur in the presence of meaning (such as an object in
the visual environment). The chapter examines under which noise conditions
the modelled infant can still recognise learned words. To this end, background
noise is added to the test material to investigate how robust the model’s word
representations are. A second test of robustness lies in changing whether
a known or an unknown speaker provides the test material. To deal with
speaker changes between learning and testing, the model has to overcome a
different source of variation in the signal.

Based on suggestions in the literature on language acquisition (e.g., New-
man, 2008, 2005), the model is exposed to different learning situations. These
learning situations either increase the frequency of one specific word while
one speaker provides all input or multiple speakers utter a specific word. Ex-
perimental work has suggested that increased frequency and added between-
speaker variability increase robustness to changes in the speech signal that
do not change the meaning of a word.

The experiments in chapter 3 assess how a model’s internal representa-
tions and word recognition abilities are affected by the different learning sit-
uations. This chapter shows first that a non-symbolic model can efficiently
learn words with only little experience. While the emerging word repre-
sentations are not yet very robust to noise and speaker change, increasing

word frequency and additional between-speaker variability can improve the
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model’s performance. To trace the impact of the different learning scenar-
ios on the internal representations, the content of the models’” memory was
also examined. The inspection of internal representations in comparison to
simulated behaviour in the form of listening preferences led to a second im-
portant insight: the test material crucially determines how robust internal

representations appear in this specific test situation.

Chapter 4. The fourth chapter explores the role of between-speaker vari-
ability during word learning further. Chapter 4 addresses the impact of hear-
ing one versus several speakers during learning. The interaction of the num-
ber of speakers in the input with whether the representations of words are
speaker-dependent or not and whether multiple speakers are presented inter-
mixed or separated in blocks, is additionally investigated. Between-speaker
variability has been suggested to aid infants’ linguistic development in sev-
eral studies using multiple methods and age groups. In the previous chapter,
between-speaker variability was either present in the input or absent.

Chapter 4 examines between-speaker variability in isolation and takes a
more fine-grained approach than the previous chapter by letting the model
learn from one, two, or three speakers. As before, the model’s recognition
and generalisation abilities are tested by exposing it to test material from
either a known or an unknown speaker. The model in this chapter allows for
two different processing strategies: one that leads to a single representation
for each word in the lexicon that captures between-speaker variability, and
one in which multiple speaker-dependent representations for the words are
stored in the lexicon. Current theories and experimental results fit both
processing strategies, but the model’s performance differs depending on how
the input from multiple speakers is treated during during learning. Finally,
the speakers in the model’s input can be presented in two different ways: one
in which different speakers are intermixed and another in which the input is
blocked by speaker.

This chapter demonstrates that experiencing variable input is beneficial,
especially for the model’s ability to generalise word knowledge to previously
unknown speakers. The difference between hearing two or three speakers was
small in comparison to the positive impact of going from no variability, that

is one speaker in the input, to variability, two or three speakers in the input.
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An additional finding in this chapter is the impact of presenting multiple
speakers either intermixed or in blocks. Across processing strategies, a mixed
presentation led to high learning success. When, in contrast, one speaker
first provides all input, then a second speaker, and so on, learning success is
lower for all speakers, except the one that is currently being presented. The
model thus showed an adaptation away from previous experience that was no
longer relevant. The adaptation away from previous experience is especially
pronounced when building separate, speaker-dependent word representations
for each speaker in the input. This finding led to the proposal that parts of the
memory might be protected from possibly harmful changes during learning in
specific situations. A first model of situation-dependent learning that builds
different lexical entries for each speaker and which prevents interference when

perceiving speakers in blocks shows high recognition performance.

Chapter 5. The fifth and final chapter ties together the contributions of
the experiments reported in this thesis to the knowledge on infants’ early
language development. After discussing the implications of each chapter’s re-
sults, this concluding chapter provides suggestions for further steps in build-
ing theories of language development and carrying out experimental work
inspired by the work presented here.

I would like to end the introduction with a final conclusion of the the-
sis. Taken together the chapters provide evidence that representations that
retain detail of the speech signals are sufficient to model infants’ early abil-
ities to learn and recognise words. Sophisticated abilities, such as building
abstract segmental representations of the speech signal and representing the
input in terms of discrete symbols, are not necessary to explain infants’ first
steps into language. This means that learning to perceive speech in terms of
its constituting segments, phones or phonemes, does not have to be the first
problem infants need to solve during language learning. Thus, the present
thesis adds to the experimental evidence that infants start learning their
language from the signal at multiple levels at the same time using rich and

detailed representations.
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Notes

IDefinitions vary, in the present thesis non-linguistic information will be used to refer
to variability in the speech signal that is not signalling a change in meaning. Aspects of
the speech signal that depend on the person are called indexical. In written language, such
information has to be conveyed separately, for example when reporting the content and
character of a conversation.

2Speech sounds are usually described in terms of phones. A useful guide for this purpose
are the IPA, International Phonetic Association, charts. Sound systems are described
in terms of phonemes, i.e., the subset of the phones relevant in a specific language to
distinguish word meaning. Letters in written language provide a useful analogy, but should
not be confused with phonemes or phones.

3During later development, spoken labels can influence and guide object categorisa-
tion (Westermann & Mareschal, 2014; Althaus & Mareschal, 2013), but the present thesis
focuses on learning the labels for unambiguously categorised objects in the infant’s en-
vironment from continuous speech. In this way, the impact of acoustic variability can be
explored independently and without introducing too many variables and parameters.

4See Stager and Werker (1997) for a study that reports both measurements.

5See Jusczyk & Aslin, 1995 and subsequent studies, as well as chapter 2, which provides

an in-depth discussion of the link between underlying recognition and overt behaviour.
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2 Modelling infants in the
Headturn Preference Procedure

This chapter is an adapted version of the article

“A computational model to investigate assumptions

in the headturn preference procedure”

by C. Bergmann, L.F.M. ten Bosch, P. Fikkert, & L. Boves
published in Frontiers of Psychology

DOI: 10.3389/fpsyg.2013.00676

2.1 Introduction

Infants begin to acquire what will become their native language long be-
fore they produce meaningful speech themselves. The last decades have seen
a substantial growth in experimental studies that explore this pre-verbal
phase of language acquisition, with a particular focus on how infants pro-
cess speech input. The advent of behavioural research paradigms that tap
into infants’ underlying cognitive abilities made this line of research possi-
ble. The paradigms recruit actions infants can readily perform in their daily
lives. The prime example of such a paradigm is the Headturn Preference Pro-
cedure (HPP), which uses the eponymous headturns to investigate speech
processing.

The HPP is based on the observation that infants tend to turn their
heads towards interesting events. The time this headturn is maintained is
interpreted as infants’ amount of interest. Jusczyk and Aslin (1995) demon-
strated how the HPP can be used to investigate infants’ ability to memorise
and recognise speech (for a detailed description of the HPP, see section 2.2).
A common version of the HPP, as used by Jusczyk and Aslin, typically has

two phases. In an initial familiarisation phase, infants are exposed to words
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spoken in isolation. In the test phase that immediately follows familiari-
sation, infants listen to sentences that contain either one of the previously
heard words or an unfamiliar word. Differences in the time the head is turned
towards each of the two types of test stimuli indicate that infants process test
stimuli with and without familiar words differently. Jusczyk and Aslin inter-
preted such listening time differences as the ability of the infants to discover
that the familiarised words are present in some of the test sentences.

Following the seminal work of Jusczyk and Aslin (1995), many studies
have utilised the HPP to investigate infants’ emerging speech processing abil-
ities. Almost invariably, HPP studies use the familiarisation-followed-by-test
design briefly outlined above, where listening time during the test phase is the
behavioural measure (see section 2.2 for further details). Subsequent stud-
ies have replicated the original finding with infants learning French (Nazzi,
Mersad, Sundara, Iakimova, & Polka, 2014), Spanish (Bosch, Figueras, Teix-
ido, & Ramon-Casas, 2013), and many other languages. Others have used
the HPP to shed light on the influence of various extra-linguistic factors in
the processing of speech signals. A number of studies showed that infants
cannot readily detect the familiarised words in the test sentences if there are
large acoustic differences between familiarisation and test phase, for exam-
ple, whe