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Abstract

Asynchronous and periodically-synchronous schemes for coupling atmosphere and ocean models are presented. The performance of the schemes is tested by simulating the climatic response to a step function forcing and to a gradually increasing forcing with a simple zero-dimensional non-linear energy balance model. Both the initial transient response and the asymptotic approach of the equilibrium state are studied. If no annual cycle is allowed the asynchronous coupling technique proves to be a suitable tool. However, if the annual cycle is retained, the periodically-synchronous coupling technique reproduces the results of the synchronously coupled runs with smaller bias. In this case it is important that the total length of one synchronous period and one ocean only period is not a multiple of 6 months.
1. Introduction

The most reliable results of numerical climate change studies are currently achieved using coupled atmosphere-ocean general circulation models (AOGCMs), which have been developed and applied by a variety of research groups (e.g. Washington and Meehl, 1989; Manabe et al., 1991; Cubasch et al., 1992; Lunkeit et al., 1995; Murphy, 1995). Unfortunately, these models are very consumptive in computer time. This restricts the simulation period to a few hundred years for low resolution models, like T21 or R15 (e.g. von Storch, 1994; Manabe and Stouffer, 1994), and to a corresponding shorter simulation period for models with higher resolution, for example T42.

As most of the computer resources during coupled AOGCM integrations are consumed by the atmospheric component, it appears necessary to explore a technique which reduces the computation time fraction of the atmospheric component. This could be achieved by simplifying the physical processes simulated by the atmosphere model, which would counteract the general tendency of improving models by implementing more sophisticated parameterizations. Another method is the application of asynchronous or periodically-synchronous coupling techniques. Here the simulated time periods for the atmosphere are shorter than for the ocean. Once such a fast integration technique is available, it would be possible, for instance, to extend the simulation period, to increase the model resolution or to perform a large number of simulations with different initial conditions in order to separate signal and noise (e.g. Cubasch et al., 1994).

In the asynchronous mode the atmospheric and the oceanic sub-models alternately run with stored boundary conditions which were previously computed by the respective other sub-model. This technique, applied with much shorter simulation periods for the atmosphere than for the ocean models, was used for models with annual mean forcing (e.g. Manabe and Bryan, 1969; Manabe and Stouffer, 1988) and for models including an seasonal cycle (e.g. Manabe et al. 1979, Washington et al., 1980).

The periodically-synchronous coupling scheme, which was suggested by Gates (Schlesinger, 1979), has been analysed by Schneider and Harvey (1986), Harvey (1986), Sausen (1988) and Roberts (1990) using energy balance models. This scheme consists of alternating synchronous (both sub-models are integrated quasi-simultaneously) and ocean only integrations with stored atmospheric conditions from the previous synchronous periods.

The objective of our investigation is the development of a computationally efficient coupling technique that is suitable for coupled AOGCMs including a seasonal cycle and the high internal variability of the atmosphere. The coupling technique should assure a coupled model integration with an output that is close to the results computed by the corresponding synchronously coupled model.

The development of asynchronous or periodically-synchronous coupling schemes requires a very large number of coupled atmosphere-ocean model integrations, more than can be afforded if AOGCMs were used. Therefore, we test these schemes with a simplified model which is easy to handle and very cheap in computer resources. Nevertheless, this model should include some main features which play an important role in the dynamics of coupled comprehensive models, i.e. time constants that vary over orders of magnitude, non-linearity, and a high quasi-stochastic variability as a substitute of the internal dynamical variability.

Sausen (1988) employed a simple three component energy balance model for testing asynchro-
nous coupling schemes. The non-linearity was included by a traditional formulation of the ice-albedo feedback (e.g. North et al., 1981). A high variability was introduced by an external stochastic forcing. Starting from this bases we have been able to refine coupling techniques and to test them rigorously by means of model runs. However, the most rigorous test is the application of a scheme, which has been selected as most suitable, to a more comprehensive AOGCM. Such a test is also provided.

However, in the current paper we concentrate on the general strategy of asynchronous and periodically-synchronous coupling and test various schemes by means of the simple model, either for the case with annual mean or annual cycle forcing. In a follow-up paper (Voss and Sausen, 1995) we will study the impact of stochastic variability and, finally, the application to an AOGCM will be described in a third paper (Voss et al., 1996).

In the following two sections the energy balance model and its behaviour in the synchronous mode are described. In order to gain insight into coupling problems asynchronously coupled experiments with annual mean forcing as well as periodically-synchronously coupled experiments with annual cycle forcing are conducted (Section 4). These experiments are run to simulate the response of the system to a step function forcing. In Section 5 the effect of a more realistic climate change scenario with a transient change in the forcing is investigated. The main conclusions follow in the final Section 6.
2. A simple atmosphere-ocean model

In order to investigate the mechanism of different coupling strategies, we make use of a zero-dimensional energy balance model which is an extension of the model used by Sausen (1988). If suitably designed, such a simple and computationally fast model exhibits some main features of the climate system. The model is non-linear due to its representation of the ice-albedo feedback. An annual cycle is introduced by an external forcing. The strongly different time scales of the atmosphere and the ocean are reflected in the choice of the model constants.

The following model equations express the heat balance of the atmosphere (1), the oceanic mixed layer (2), and the deep ocean (3):

\[ C_A \frac{dT_A}{dt} = R_A - \lambda_A T_A + k_1 (T_{O1} - T_A) \]  
(1)

\[ C_{O1} \frac{dT_{O1}}{dt} = R_O - \lambda_O T_{O1} - k_1 (T_{O1} - T_A) + k_2 (T_{O2} - T_{O1}) \]  
(2)

\[ C_{O2} \frac{dT_{O2}}{dt} = - k_2 (T_{O2} - T_{O1}) \]  
(3)

Where \( C_A \), \( C_{O1} \) and \( C_{O2} \) denote the heat capacities of the atmosphere, the oceanic mixed layer, and the deep ocean, respectively. \( T_A \), \( T_{O1} \), and \( T_{O2} \) are the temperatures of the respective sub-systems.

\( k_1 (T_{O1} - T_A) \) and \( k_2 (T_{O2} - T_{O1}) \) are the heat fluxes from ocean to atmosphere and from deep ocean to the oceanic mixed layer, respectively. In this paper the abbreviation \( F \) is used for the term \( k_1 (T_{O1} - T_A) \), the flux coupling ocean and atmosphere.

The terms \( (R_A - \lambda_A T_A) \) and \( (R_O - \lambda_O T_{O1}) \) represent the radiative forcing of atmosphere and ocean where the longwave radiation is linearized about a reference temperature. The terms \( R_A \) and \( R_O \) contain the solar forcing and the constant contribution by the longwave radiation of the atmosphere and the ocean, respectively. \( R_A \) consists of two parts, representing an annual mean forcing \( R_A^{(1)} \) and an annual cycle forcing \( R_A^{(2)} \sin(\omega t) \):

\[ R_A = R_A^{(1)} + R_A^{(2)} \sin(\omega t) \]  
(4)

where \( \omega = 2\pi a^{-1} \). \( R_O \) comprises a parameterization of the ice-albedo feedback by a stepwise linear function (Figure 1). For oceanic mixed layer temperatures \( T_{O1} \) less than \( T_O^{(1)} \) the sea surface is completely ice-covered and \( R_O = R_O^{(1)} \), while for temperatures greater than \( T_O^{(2)} \) the sea surface is ice-free and \( R_O = R_O^{(2)} \). Between these two reference temperatures the forcing term \( R_O \) increases linearly with \( T_{O1} \) (5).

\[ R_O(T_{O1}) = \begin{cases} 
R_O^{(1)} & \text{for } T_{O1} \leq T_O^{(1)} \\
R_O^{(1)} + \frac{T_{O1} - T_O^{(1)}}{T_O^{(2)} - T_O^{(1)}} \left( R_O^{(2)} - R_O^{(1)} \right) & \text{for } T_O^{(1)} < T_{O1} < T_O^{(2)} \\
R_O^{(2)} & \text{for } T_O^{(2)} \leq T_{O1} 
\end{cases} \]  
(5)

Due to this traditional formulation of the non-linear ice-albedo feedback (e.g. North et al., 1981) the model has either one stable steady state solution, or two stable and one unstable solution, depending on the choice of the parameters, if \( R_A = R_A^{(1)} \) = constant (Sausen and Lunkeit, 1990).
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Figure 1: Scheme of the ice-albedo feedback.

Figure 2: Two annual cycles of the oceanic mixed layer temperature $T_{O1}$ (upper panel) and the difference between the annual cycle of this time series and the fitted first harmonic function of the annual cycle (bottom panel).

In the case of the cyclo-stationary forcing ($R_A^{(2)} \neq 0$) the non-linearity of the model causes higher harmonics in the annual cycle of the model variables, despite the fact that the external forcing is sinusoidal (cf. (4)). Figure 2 shows the annual cycle of the oceanic mixed layer temperature $T_{O1}$ for the constants of Table 1, and the differences between the annual cycle and the fitted first harmonic function. In this example the ocean is completely covered by ice ($T_{O1} < T_{O1}^{(1)} = 290$ K) for approximately 9 months a year. In relation to an amplitude of approximately 2.8 K the deviations from the sinusoidal annual cycle of at most 0.01 K are small. They would be larger, if the model was in the transition range between totally ice-covered and ice-free for a longer time.

The choice of the model constants (Table 1), especially the choice of the heat capacities and the coupling constants, results in different time constants for the uncoupled boxes. As is the case in the real climate system, the time constants of the atmosphere (10 days) and the oceanic mixed layer (110 days) are rather short compared to the constant of 160 years valid for the deep ocean. Since the relaxation time of the slowest sub-system mainly determines the relaxation time of the
complete coupled system the time constant of the deep ocean may be regarded as characteristic
time of the coupled box model.¹

Table 1: Standard values of the model constants.

<table>
<thead>
<tr>
<th></th>
<th>Atmosphere</th>
<th>Ocean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Heat capacity</td>
<td>( C_A = 10^7 \text{ J m}^{-2} \text{ K}^{-1} )</td>
<td>( C_{01} = 10^8 \text{ J m}^{-2} \text{ K}^{-1} )</td>
</tr>
<tr>
<td></td>
<td></td>
<td>( C_{02} = 10^9 \text{ J m}^{-2} \text{ K}^{-1} )</td>
</tr>
<tr>
<td>Solar input</td>
<td>( R_A^{(1)} = 130.0 \text{ W m}^{-2} )</td>
<td>( R_{01}^{(1)} = 120.0 \text{ W m}^{-2} )</td>
</tr>
<tr>
<td></td>
<td>( R_A^{(2)} = 65.0 \text{ W m}^{-2} )</td>
<td>( R_{01}^{(2)} = 125.0 \text{ W m}^{-2} )</td>
</tr>
<tr>
<td>Reference</td>
<td></td>
<td>( T_0^{(1)} = 290.0 \text{ K} )</td>
</tr>
<tr>
<td>temperature</td>
<td></td>
<td>( T_0^{(2)} = 295.0 \text{ K} )</td>
</tr>
<tr>
<td>Emissivity</td>
<td>( \lambda_A = 0.5245 \text{ W m}^{-2} \text{ K}^{-1} )</td>
<td>( \lambda_{01} = 0.3472 \text{ W m}^{-2} \text{ K}^{-1} )</td>
</tr>
<tr>
<td>Coupling constant</td>
<td>( k_1 = 10.0 \text{ W m}^{-2} \text{ K}^{-1} )</td>
<td>( k_2 = 0.2 \text{ W m}^{-2} \text{ K}^{-1} )</td>
</tr>
<tr>
<td>Time step</td>
<td>( \Delta t_A = 0.5 \text{ d} )</td>
<td>( \Delta t_0 = 5.0 \text{ d} )</td>
</tr>
</tbody>
</table>

¹ With 160 years the time constant of the model deep ocean underestimates the longest characteristic time of the real deep ocean. Nevertheless, we chose a shorter time in order to reduce the simulation period, which is necessary to come close to a new quasi-equilibrium, if the system is disturbed. For our purpose of testing coupling schemes, only the large differences in the time constant (several orders of magnitude) are important.
3. Synchronous coupling

Integrations of the synchronously coupled model are used as a reference in order to verify asynchronous and periodically-synchronous coupling techniques. In the synchronous mode the oceanic and the atmospheric sub-models are integrated quasi-simultaneously (Figure 3).

The atmospheric sub-model is integrated for a time period τ (nA atmosphere time steps) with boundary conditions given by the oceanic sub-model. Often, the temperature of the upper most ocean level and variables describing the sea-ice are transferred from the oceanic sub-model to the atmospheric sub-model, which then calculates the coupling fluxes (e.g. Cubasch et al., 1992; Lunkeit et al., 1995). In the case of our simple model, the oceanic mixed layer temperature T_{O1} is used by the atmospheric sub-model in order to calculate the heat flux F from the ocean to the atmosphere and the atmospheric temperature T_A. In a second step these coupling fluxes, averaged over the time period τ, are taken as forcing for the integration of the oceanic sub-model over the same time period τ (nO ocean time steps). In the case of the box model the mean heat flux $\overline{F}$ is transferred. The oceanic sub-model then calculates a new oceanic state, which is taken as boundary condition for the integration of the atmospheric sub-model over the next period τ. A new integration cycle can then be started.

For the following simulations with the box model we have chosen τ to be five days. This corresponds to ten time steps of the atmospheric part (nA = 10) and one time step of the oceanic part of the coupled model (nO = 1).

![Figure 3: Synchronous coupling scheme.](image)

The sensitivity of the model and the different coupling strategies are evaluated analysing the response to two different external forcings: a step function forcing and a forcing which first increases linearly with time and then after hundred years remains stationary. These two perturbations correspond, for instance, to a doubling CO2 experiment and to a transient CO2 experiment where the atmospheric CO2 content increases exponentially during the first hundred years (like the IPCC scenario A; Houghton et al., 1990).²

We have realized these perturbations by modifying the atmospheric emissivity (Figure 4). Firstly, an instantaneous reduction from the standard value $\lambda_A$ to $\lambda_{A(red)}$ at time $t = 0$ is applied. Secondly, a linear reduction from $\lambda_A$ to $\lambda_{A(red)}$ between $t = 0$ and $t = 100$ a is assumed. For the following years the value of the atmospheric emissivity remains constant at $\lambda_{A(red)}$. In both sce-

² The radiative forcing is approximately a logarithmic function of the greenhouse gas concentration.
narios the final atmospheric emissivity $\lambda_{A(\text{red})} = 0.5144 \text{ Wm}^{-2}\text{K}^{-1}$ is 2 % lower than the standard value $\lambda_A$ of Table 1. In the first case the model climate state will initially change rather rapidly, whereas a more gradual change is expected in the second case. The requirements on the quality of the coupling technique are higher in the first case than in the second one. On the other hand, the second case is the more realistic one with respect to possible scenarios of the greenhouse gas concentration.

In all following numerical experiments the energy balance model is integrated over 1000 years. Each experiment starts from the respective equilibrium state of the model version with the standard atmospheric emissivity $\lambda_A$. 1000 years are sufficient for the model in order to come close to its new equilibrium state. Results are plotted using a logarithmic time axes in order to display both, the initial (or transition) phase and the asymptotic approach of the equilibrium state, which is identical for both scenarios. The model version without annual cycle forcing ($R_O^{(2)} = 0$) can be solved analytically. The reduction of the atmospheric emissivity results in an increase of the equilibrium temperature from $T_{\text{equ}}$ to $T_{\text{equ(red)}}$ (Table 2). The equilibrium temperatures increase by 9.08 K for the atmospheric box and by 9.26 K for both oceanic boxes. In the case of the instantaneous reduction of the atmospheric emissivity, the synchronously coupled model has already reached over 99 % of the expected equilibrium response after 1000 years integration time (see $T_{\text{inf}(1000a)}$). For the simulation with linear reduction of the atmospheric emissivity the temperature increase after 1000 years (see $T_{\text{lin}(1000a)}$) is more than 1 % smaller than in the other scenario...

![Instantaneous reduction](image1)

![Linear reduction](image2)

**Figure 4:** Temporal evolution of the atmospheric emissivity.

| Table 2: Equilibrium temperatures [K] of the energy balance model with annual mean forcing for the standard atmospheric emissivity $\lambda_A$ ($T_{\text{equ}}$) and for the reduced value $\lambda_{A(\text{red})}$ ($T_{\text{equ(red)}}$). $T_{\text{inf}(1000a)}$ and $T_{\text{lin}(1000a)}$ are simulated temperatures 1000 years after the instantaneous reduction of the emissivity and after the beginning of linear emissivity reduction, respectively. |
|-----------------|-----------------|-----------------|-----------------|-----------------|
|                 | $T_{\text{equ}}$ | $T_{\text{equ(red)}}$ | $T_{\text{inf}(1000a)}$ | $T_{\text{lin}(1000a)}$ |
| Atmosphere      | 286.00          | 295.08          | 295.07          | 294.96          |
| Oceanic mixed layer | 288.00        | 297.26          | 297.25          | 297.13          |
| Deep ocean      | 288.00          | 297.26          | 297.19          | 297.03          |
The transient response is much faster in the case with instantaneously reduced atmospheric emissivity than in the case with linear reduction (thick curves in Figure 5). Due to its much longer time constant the deep ocean exhibits a delayed response in both experiments, whereas the atmosphere and the oceanic mixed layer behave rather similar as consequence of the strong coupling.

If the annual cycle of the solar forcing is included ($R^0(2) \neq 0$, thin curves in Figure 5), the response is initially larger than in the case without annual cycle of the solar forcing. But after a while the curves cross over and converge more slowly to the new quasi-equilibrium than in the experiment without annual cycle.

As long as the temperature of the oceanic mixed layer $T_{O1}$ does not pass one of the critical temperatures $T_{O1}^{(1)}$ or $T_{O1}^{(2)}$, the model can be treated as if it was linear. However, if the annual cycle is included, $T_{O1}$ changes during the annual cycle the three domains defined by equation (5), and the non-linearity of the model can be noticed: the annual means of the equilibrium temperatures are different from those obtained without the annual cycle of the solar forcing. If the annual cycle is included the equilibrium annual mean temperatures of all three boxes for the case with atmospheric emissivity $\lambda_A$ are approximately 0.2 K higher than with annual mean forcing only ($T_{equ}$ in Table 2).
Figure 5: Time evolution of the annual mean temperature of synchronously coupled experiments with (thin curves) and without (thick curves) annual cycle of the atmospheric forcing for the instantaneous (solid curves) and the linear reduction (dashed curves) of the atmospheric emissivity.
4. Asynchronous and periodically-synchronous coupling schemes and their applicability in the case of step function forcing

4.1 Tests without annual cycle of the solar forcing

Beginning in the late sixties several asynchronous coupling techniques have been applied. Manabe and Bryan (1969), for example, carried out a simulation with an asynchronously coupled model where only the annual mean insolation was considered. In this run 3 hours of atmospheric model integration were followed by 12.5 days of the oceanic model.

This asynchronous coupling scheme was adapted to our simple model for the case without the annual cycle of the solar forcing \( R_O^{(2)} = 0 \). Figure 6 displays the scheme. At the beginning of the loop the oceanic mixed layer temperature \( T_{OI} \) is given to the atmospheric sub-model where it serves as fixed boundary condition for the integration over a period \( \tau_A \). During the last five days of this integration period the air-sea heat flux \( F \) is averaged. After the \( n_A \) atmosphere time steps are finished the averaged flux \( \bar{F} \) is taken as forcing for the oceanic sub-model during the period \( \tau_O \) (\( n_O \) time steps). A new \( T_{OI} \) is provided at the end of this period for the following integration of the atmospheric sub-model.

![Figure 6: Asynchronous coupling scheme.](image)

If \( \tau_O = \tau_A \), the scheme was identical to the synchronous coupling scheme (cf. Figure 3). However, in order to be economic, \( \tau_O \) should be much larger than \( \tau_A \). Manabe and Bryan (1969) chose the ratio \( \tau_A : \tau_O = 1 : 100 \), a value which appears to us as too small, in view of our own climate change experiments. For our experiments a ratio of 1 : 6 was chosen. Six experiments were performed with \( \tau_A = 5, 10, 20, 30, 45 \) and 60 days and the corresponding ocean periods \( \tau_O \) six times as long. The computational expense of all experiments is identical. In order to test the asynchronously coupled model versions the atmospheric emissivity is instantaneously reduced at \( t = 0 \).

Figure 7 shows the temperature errors relative to the synchronous reference simulation (solid thick curves in Figure 5). All asynchronously coupled experiments exhibit differences in the transient response compared to the synchronously coupled reference run, but all finally converge to the new state of the synchronously coupled reference run. The temperature errors of the atmosphere and the oceanic mixed layer are of a similar magnitude, whereas the errors of the deep ocean are much smaller and reduce less rapidly. Both, an overshooting (\( \tau_A = 45, 60 \) d)
Figure 7: Differences of the annual mean temperature between the synchronously coupled reference experiment and asynchronously coupled experiments with annual mean forcing and different length of the integration periods $\tau_A$ and $\tau_0$. All experiments are performed with instantaneously reduced atmospheric emissivity.
and an underestimation ($\tau_A = 5, 10, 20, 30 \text{ d}$) of the “true” synchronous response can be observed. In the case of short $\tau_A$ the underestimation is caused by a phase error of the system: the asynchronous coupled system reacts too late. With increasing atmospheric integration period $\tau_A$ a second error with opposite sign becomes more important: the atmosphere initially stays too cold (cf. Figure 7 top panel). The result is too large an ocean-atmosphere heat flux $F$ which then is kept constant for a rather long period. Due to the effect of two compensating errors with different growth rates as function of $\tau_A$, the total error will be minimal for some $\tau_A$. The most successful realisation with the smallest temperature errors of the presented experiments is the simulation with $\tau_A = 30 \text{ days}$ and $\tau_O = 180 \text{ days}$. The maximum differences are less than 1% of the expected temperature response of more than 9 K (see Section 3).

In the synchronous mode the heat flux into the ocean changes every ocean time step, while in the ocean only periods of the asynchronous integration the flux is kept constant for a rather long period. This effect could be reduced by applying an extrapolation procedure. If a linear or quadratic extrapolation of the heat flux during the ocean integrations is applied, the effects in the transient behaviour are, however, much smaller than changes in the error caused by variations in the length of the integration periods. Two features are mainly responsible for this behaviour. Firstly, errors occur due to the rare exchange of information between both sub-models, if the integration periods are too long, especially $\tau_O$. Secondly, the conditions of the initial adjustment of the atmospheric sub-model after the ocean integration are allowed to influence the oceanic integration if $\tau_A$ is too short. Therefore, the optimal length of the integration periods depends on the relaxation time of the sub-systems.

### 4.2 Tests with annual cycle

The asynchronous coupling technique, which was described in the Section 4.1, can not be successfully applied to coupled models including an annual cycle. The demand for an accurate representation of an annual cycle in addition to the necessity of a frequent exchange of information between both sub-models causes problems. Nevertheless further developments of this technique, which are also applied to models including an annual cycle, exist (e.g. Manabe et al., 1979; Washington, 1980).

Another more promising method, suggested by Gates, is referred to as “periodically-synchronous coupling” (Schlesinger, 1979). This method is a combination of synchronous coupling and ocean only integrations (Figure 8). During the synchronous periods the atmospheric and the oceanic sub-models are integrated quasi-simultaneously over a time period $\tau_{\text{syn}}$ (cf. Section 3). In the other mode only the oceanic sub-model is integrated over a time period $\tau_{\text{oce}}$ with boundary conditions taken from a data bank. This data bank contains at least one annual cycle of the forcing for the ocean calculated by the atmospheric sub-model during the synchronous periods. In our case the 5-days-means of the heat flux $F$ are stored in the data bank.

All presented tests of the periodically-synchronous coupling technique start with a synchronous period $\tau_{\text{syn}}$ of 24 months. The starting point coincides with the beginning of the atmospheric emissivity reduction. The following synchronous periods last 15 months from which only the last 12 months are used to update the data bank.

The time evolution of the heat flux $F$, the atmospheric temperature $T_A$ and the oceanic mixed layer temperature $T_{O_l}$ for a periodically-synchronously coupled run with $\tau_{\text{nce}} = 66 \text{ months}$ is shown in Figure 9. This choice of the period length results in a ratio $\tau_{\text{syn}} : \tau_{\text{nce}}$ of 1 : 4.4. The fitted first harmonic function, which contains the main part of the annual cycle is substracked in
Figure 8: Periodically-synchronous coupling scheme.

Figure 9: Time evolution of the first 30 years of a periodically-synchronously coupled run with constant length of the ocean only periods $\tau_{oce}$ and instantaneously reduced atmospheric emissivity (thick curves). The synchronous periods are shaded. The corresponding fitted first harmonic function is subtracted from all curves. The thin curves indicate the evolution of the synchronous reference run.

order to emphasize the signals on larger time scales. The remaining oscillations are caused by the non-linearity of the model (see Section 2). In this example the annual cycle of $F$ calculated during the last synchronously coupled year is taken as forcing for the following ocean only period. Due to the instantaneous reduction of the atmospheric emissivity at time $t = 0$ the temperatures $T_A$ and $T_{O1}$ increase continuously during the first synchronous period. The increase of $T_{O1}$ continues during the following ocean only integration period. Due to an underestimated heat flux relative to the synchronous case the warming of the oceanic mixed layer is overestimated. Since the state of the atmosphere has not changed during the integration of the ocean, the atmosphere must adjust to the new boundary conditions (approx. 3 K higher $T_{O1}$ after the first ocean only integration) at the beginning of the following synchronous period. This happens by
an abrupt increase of the heat flux from ocean to atmosphere. As a consequence the atmosphere rapidly warms whereas the ocean cools, but both boxes remain more than 0.5 K too warm. During the following integration the errors decrease. In order to avoid that this atmospheric adjustment process at the beginning of a synchronous period enters into the forcing of the next ocean only integration period only the heat fluxes of the last 12 months of a synchronous period, which in total lasts 15 months, are stored in the data bank. Due to a smaller change of the oceanic state the shock at the beginning of the synchronous periods decreases as the simulation time proceeds.

The previously shown discrepancies in the transient climate response also occur in the time evolution of the annual mean temperatures. Figure 10 compares the annual mean temperatures of the periodically-synchronously coupled run (thick solid curves) with the synchronous coupled reference run (thin solid curves in Figure 5). As the annual mean values of $T_A$ and $T_{O1}$ behave similarly, the results of the atmospheric box are not shown. The largest differences in the upper

![Graph showing differences in annual mean ocean temperatures between periodically-synchronously coupled experiments and the synchronously coupled reference experiment. All experiments are performed with instantaneously reduced atmospheric emissivity.](image-url)
ocean temperature occur during the first decades and decrease rapidly during the next decades to errors of less than 0.1 K. During the following centuries the remaining error decreases more slowly. The differences of the deep ocean are nearly an order of magnitude smaller, the maximum occurs later and the discrepancies are extended over the rest of the simulation.

The transient behaviour can substantially be improved by using an extrapolation scheme for the determination of the heat fluxes during the ocean only periods. The extrapolation is based on a linear or quadratic fit to the monthly mean flux of the last month of the just finished synchronous period and the corresponding month in the annual cycle of the previous synchronous periods (one previous period is used for the linear extrapolation, and two previous periods for the quadratic extrapolation). In order to obtain an annual cycle of the forcing, which represents the state at the end of the current synchronous period, the linear trend during this synchronous period is corrected for each value of the annual cycle. A linear and a quadratic extrapolation of this corrected annual cycle set is taken as forcing for the ocean only integrations. Whereas the run with linear extrapolation tends to underestimate the transient temperature response of the synchronously coupled model, the results with quadratic extrapolation exhibit a slight overestimation (thick dotted and dashed curves in Figure 10). Nevertheless, the transient behaviour of the simulations with extrapolation, especially with quadratic extrapolation, is substantially improved.

An additional improvement can be achieved, if a scheme with increasing length of $\tau_{oce}$, which was successfully applied by Schneider and Harvey (1986), is used. In the following examples $\tau_{oce}$ is chosen to be subsequently 6, 12, 18, 24, 30, 39, 48, 57 months, and finally 66 months for the rest of the simulation. In other words, the synchronous mode of the coupled model is more frequently used in the first 30 years of the simulation time. Due to the shortening of periods without integration of the atmospheric sub-model the initial shock at the beginning of the synchronous periods is smaller and remains at the same level with increasing length of $\tau_{oce}$. This is illustrated by Figure 11 for the case without extrapolation. After about 10 years a period with temperatures $T_A$ and $T_O$, slightly higher than in the synchronous case starts.

![Figure 11](image-url)

**Figure 11:** Time evolution of the first 30 years of a periodically-synchronously coupled run with increasing length of the ocean only periods $\tau_{oce}$ and instantaneously reduced atmospheric emissivity (thick curves). The synchronous periods are shaded. The corresponding fitted first harmonic function is subtracted from all curves. The thin curves indicate the evolution of the synchronous reference run.
The time evolution of the annual mean temperatures also exhibits an improvement in all three cases, without, with linear and with quadratic extrapolation (thin curves in Figure 10), relative to the respective runs with ocean only periods of constant length. As in the experiments with constant \( \tau_{oce} \) extrapolation reduces the temperature error. Both experiments with extrapolation underestimate the temperature response, but in comparison to the experiments with constant \( \tau_{oce} \) the maximum error is nearly halved to less than 0.2 K for \( T_{O1} \).

4.3 The impact of the ocean only period length

So far the length of the ocean only periods \( \tau_{oce} \) was constant (66 months), apart from some experiments with smaller values at the beginning of the simulation. Here we analyse the impact of the length of the period \( \tau_{oce} \) on the performance of the procedure by means of the root mean square (rms) error of the annual mean oceanic mixed layer temperature. Only examples of the periodically-synchronous coupled model with annual cycle forcing are shown. The runs are performed using different, but for each run constant, values of \( \tau_{oce} \). In accordance with the previously shown experiments the first synchronous period lasts 24 months and all following synchronous periods last 15 months.

As shown in Section 4.2 the strongest response of the coupled model and the largest discrepancies in the transient behaviour of the various model versions occur immediately after the instantaneous reduction of the atmospheric emissivity. Therefore, the rms errors of the first 200 years are of special interest (Figure 12a). With increasing \( \tau_{oce} \) the rms error of this period also increases, as one might expect, and therefore, the quality of the results produced by the periodically-synchronously coupled model decreases. In accordance with the results presented earlier, the error decreases if a linear or quadratic extrapolation scheme is applied.

The last 200 simulated years are another interval of particular interest. This interval is characterized by a system already rather close to its new quasi-equilibrium. Hence, the rms error of this period can be used as a measure for the asymptotic behaviour of the coupling scheme. Much smaller simulation errors can be expected. The rms error exhibits periodically pronounced maxima (Figure 12b). Regardless whether an extrapolation scheme is used or not maxima of the rms error occur every 12 months beginning with \( \tau_{oce} = 9 \) months (i.e., \( \tau_{oce} + \tau_{syn} = 24 \) months) and with decreasing amplitude for increasing period length \( \tau_{oce} \). A series of secondary maxima occurs shifted a half period of the annual cycle with increasing amplitude for increasing \( \tau_{oce} \), especially for the series of experiments with linear extrapolation. In other words, the largest errors occur when the synchronous periods start at the same point of the annual cycle every (decreasing maxima) or every second time (increasing maxima). On the other hand, the values of the minima of the error remain at the same level of about 0.006 K. Hence, it is practicable to extend \( \tau_{oce} \) in the last 200 years of the simulation from less than one year to more than seven years without a reduction of quality in the model results, provided that \( \tau_{oce} + \tau_{syn} \) is not too close to a multiple of 6 months. The case with \( \tau_{oce} = 66 \) months, which was previously used, fulfils this criterion.

Results computed for different length of \( \tau_{syn} \) and the corresponding rms errors of the deep ocean temperature show the same features. For \( \tau_{oce} \) longer than 96 month (not shown) the error of the model version with linear extrapolation increases drastically not only in the interval from 801-1000, but also during the first 200 simulated years.
Figure 12: Rms errors of the annual mean oceanic mixed layer temperature $T_{O1}$ for the year 1-200 (a) and 801-1000 (b). The curves represent rms errors of experiments without (solid) with linear (dotted) and with quadratic extrapolation (dashed) as function of the ocean only period length $\tau_{oce}$. 
5. The application of the periodically-synchronous coupling scheme to experiments with linear emissivity reduction

An important application of coupled atmosphere-ocean models is the performance of transient climate change experiments like scenarios with prescribed time-dependent CO₂ increase. In such experiments the forcing gradually increases. A response experiment of this kind should be more easily treated with our coupling scheme. In the following, we describe how such a gradually increasing forcing affects the fidelity of the periodically-synchronously coupled model.

In addition to the experiments with instantaneously reduced atmospheric emissivity, a series of experiments with a linear reduction of the emissivity during the first hundred years of the simulation was performed (cf. Section 3). In Figure 13 the first 30 years of an integration with constant ocean only integration periods \( \tau_{oce} \) of 66 months are shown. Compared to the case with instantaneously reduced \( \lambda_A \) (Figure 9) the response during the first 30 years is weaker. Therefore, the changes in the state of the ocean during the ocean only integrations and the resulting shock of the atmospheric sub-model at the beginning of the synchronous periods, due to changed boundary conditions, is drastically reduced (compare with Figure 9). This observation suggests that in this case it is not necessary to apply the method with increasing length of \( \tau_{oce} \).

The above finding is emphasized by the comparison of the time evolution of the annual mean temperatures. Figure 14 compares the temperature error of experiments with and without increasing \( \tau_{oce} \). In contrast to the simulations with step function forcing the introduction of the increasing period length does not have much impact on the transient behaviour.

The application of an extrapolation scheme, on the other hand, also reduces the errors in the case with time-dependent forcing. The comparison of the temperature errors (Figures 10 and 14) indicates that the transient behaviour is generally better reproduced in the experiments with time-dependent emissivity reduction. The maximum errors are nearly an order of magnitude smaller (note the different scaling of the temperature axes of Figures 10 and 14).

![Figure 13: Time evolution of the first 30 years of a periodically-synchronously coupled run with constant length of the ocean only periods \( \tau_{oce} \) and linear reduction of the atmospheric emissivity (thick curves). The synchronous periods are shaded. The corresponding fitted first harmonic function is subtracted from all curves. The thin curves indicate the evolution of the synchronous reference run.](image-url)
Figure 14: Differences of the annual mean ocean temperatures between periodically-synchronously coupled experiments and the synchronously coupled reference experiment. All experiments are performed with linear reduction of the atmospheric emissivity.
6. Conclusions

Asynchronous and periodically-synchronous schemes for coupling atmosphere and ocean models have been presented. By means of a zero-dimensional non-linear energy balance model of ocean and atmosphere, the responses of the asynchronously and periodically-synchronously coupled models to a step function decrease and to a gradual decrease of the atmospheric emissivity were investigated. The results have been compared to the corresponding synchronously coupled experiments.

The asynchronous coupling scheme, which was only applied to the model with annual mean forcing, exhibits a strong sensitivity to changes in the length of the integration periods. The application of an extrapolation scheme has only a minor effect. The behaviour of the asynchronously coupled model is mainly controlled by the adjustment time of the sub-models and the interval of information exchange between the sub-models.

The periodically-synchronous coupling method was applied to the model version with annual cycle forcing. The transient behaviour of the periodically-synchronous coupled model can be improved using an extrapolation scheme for the determination of the forcing during the ocean only periods. In the case of an instantaneous reduction of the atmospheric emissivity an additional improvement can be obtained by applying a method with increasing length of the ocean only integration periods. With this coupling scheme the transient behaviour of the corresponding synchronously coupled model is reasonably well reproduced. Tests with different length of the ocean only integration periods show an increasing error with increasing period lengths during the first 200 simulated years which are characterized by a strong climate change signal. Considering the years 801-1000, a period with a model state close to an equilibrium, maxima of the rms error occur periodically, if the cycle of the synchronous and the ocean only integration periods starts at the same point of the annual cycle every or every second time.

Choosing a more realistic scenario with a linear reduction of the atmospheric emissivity during the first hundred years of the simulation, the errors in the transient behaviour are nearly an order of magnitude smaller than in the case with step function forcing. The application of the method with increasing length of the ocean only integration periods has only minor effects and is therefore not necessary.

So far the periodically-synchronous coupling technique poses to be a rather promising tool for reducing the computational resources needed for long atmosphere-ocean simulations. However, an important aspect of comprehensive coupled atmosphere-ocean models has not been considered: the internal variability beyond the annual cycle. Our simple model was not able to reproduce this feature. This variability affects the determination of the forcing of the oceanic submodel during the ocean only integrations. In Part II (Voss and Sausen, 1995) we will investigate the problems arising from the variability in detail.
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