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Chapter 1
Introduction

When we start learning one of the many different languages of
the world, we may quickly experience differences in elegance, saliency,
complexity, etc. In accordance with this diversity, children seem to have
a capacity to use and learn language that has not evolved as a monolithic
competence but as a multicomponent enterprise (Darwin, 1871). Child
language learners seem to acquire their first as well as additional
languages in a generally successful way that is faithful to the language
use of the people with whom they communicate. Adult learners of a
second or additional language (L2 / L3 / Ln), however, often fail to
acquire all of the novelties and peculiarities in the new set of idioms,
the different melody, and the grammar. They struggle to produce
language that fits the boundaries and constraints of the standards and
norms of the L2 native speakers. This research project studied what
factors determine the learning difficulties that adult L2 learners have.

We investigated the role of the L1 in learning an additional
language by adult learners from the perspective of the typological
diversity across the L1s of the learners. Specifically, we investigated
what similarities and dissimilarities correlate with differences in adult
learnability of an additional language across a wide range of L1s and,
at a second stage, across other previously acquired languages. We
define L2 learnability as the difficulty to learn an L2 conditional on the
L1. In general, the learnability of an additional language is the difficulty
to learn that language given all previously learned languages. Thus, the
learnability of the words, sounds, and structures of an additional
language varies depending on the words, sounds, and structures from
previously acquired languages. Similarities and dissimilarities between
L1s and languages acquired later allow learners to make inferences
about the new, additional language in order to bridge linguistic gaps.
For example, given that tomaat is a Dutch word, an L2 learner of Dutch
first needs to learn the word fomaat before he / she can adequately use
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it. The L2 learnability of fomaat may be higher, i.e. it is less difficult to
learn the meaning of tomaat, when the word already exists in the L1 or
is similar to a word in the L1.

The studies presented in this thesis focus on the learnability of
Dutch as an additional language, which can be the L2, L3, or Ln, in
adult learners who took part in the state exam “Dutch as a Second
Language” between 1995 and 2010. The language background of the
learners is highly diverse and comprises 74 languages.

Being able to speak the new language of a host society is a
crucial part of the human capital of immigrants as it offers them the
possibility to communicate and to integrate (Espenshade & Fu, 1997).
Governments often require immigrants to learn the dominant language
of the country by requiring them to take part in state examinations.
Worldwide, learners spend a lot of time and effort in learning new
languages. Being proficient in a new or second language is of
immediate use in daily life and business, not only for immigrants, but
also for everyone else: About 50% of the EU’s population is
multilingual (EC, 2012).! The L2 (e-)learning industry is one of the
fastest growing markets today and has an estimated $50B market size
(Baaij, 2012; Rehm & Uszkoreit, 2013), reflecting the societal
importance of an L2 and the money that learners want to invest,
including these languages which have an international, lingua franca
position, English in particular.

Our claim is that the amount of time and effort invested crucially
relates to the LI-L2 language (dis)similarities involved.
Underestimating this factor may potentially lead to misguided beliefs
about language learning capacities of specific groups of adult language
learners. L1-dependent courses are not common in the language
learning industry, although the need for L1-dependent instructional
language learning text books has long been recognized (Lado, 1957)
and is still being argued for today (Cook, 2013, p. 180; Macaro, 2006).

! See also: Guide for the Development of Language Education Policies in
Europe:
http://www.coe.int/t/dg4/linguistic/Source/Guide_Main_Beacco2007_EN.doc
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Learners can make significant progress in specialized courses that take
L1-L2 (dis)similarities into account. For example, the language center
of the Radboud University Nijmegen offers an intense four-week
language course for German native speakers with an absolute minimal
knowledge of Dutch? that prepares them for the state exam “Dutch as
an L2” at the B2 level of the Common European Framework of
Reference (Council of Europe, 2001). Although such LI-specific
courses are available, we know only little about implications of L1-L2
language similarities for language learning in the classroom.
Understanding what features of the language background of the
language learner matter for adult L2 learning difficulty might have
positive consequences for language learners, the language learning
industry, policy makers, and subsequently the economic mobility of
immigrants. Currently, immigrants may favor migration to countries
with linguistically similar languages due to the required language
learning investment (Adsera & Pytlikova, 2012).

Applied linguistics has long recognized effects of linguistic
differences on second language learning. Contrastive linguistics in the
1960s aimed to explain linguistic interferences that occur in bilingual
situations by precisely localizing the linguistic differences between
language varieties (Haugen, 1969; Weinreich, 1963). Research on
language interference continued with efforts to describe the relevant
linguistic differences between languages for language teaching
purposes (Lado, 1957). In contrast to interference effects between the
L1 and the L2, it is possible to define transfer of L1 substrate to an L2
as a positive, facilitating process that occurs when L1-L2 similarities
lead to correct language use (Odlin, 1989; Thomason & Kaufman,
1988). At the same time, however, universalists started to emphasize
the prevalence of errors of L2 learners that recur across different L1s
and their correlation with language universals (Comrie, 1984; Selinker,
1972). The emergence of the concept of universal grammar, supposedly

2 See: “Niederlandisch fiir deutschsprachige”,
http://www.ru.nl/studiereninnimwegen/einschreibung/sprachkurs-ru-nt2/
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(partly) accessible to adult learners as well, marginalized the study of
L1 influences for decades (Foley & Flynn, 2013).

Again, the language learning debate increasingly focuses on
what is transferable between language pairs. Our understanding of the
struggle of adult language learners may benefit from understanding
what linguistic differences make language learning hard, and how this
interacts with e.g. developmental factors (Birdsong, 2006, 2014;
Bongaerts, 1999; Johnson & Newport, 1989; Lenneberg, 1967). After a
certain critical age, L1-L2 linguistic differences pose a major problem
for adult learners (Kellerman & Sharwood Smith, 1986; Odlin, 1989).
Less linguistic differences seem to define a condition in which it is less
difficult to overcome L2 learning problems, besides other individual
and contextual factors such as age, the type and duration of exposure,
gender, and education (Piske, MacKay, & Flege, 2001).

For understanding the effects of linguistic differences, a
distance measure may prove to be supportive, and perhaps may even be
crucial. A distance measure can capture differences between many
features simultaneously. Multilingualism research has not yet
incorporated and applied measures of linguistic distance for
investigating and spelling out effects of linguistic differences on
additional language learnability. Fairly recently, large-scale databases
from linguistic typology became available as resources to figure out and
compute distances between widely different languages in the domains
of lexicon, grammar/morphology, and phonology.

What measures of linguistic distance can explain differences in
L2 learnability? This thesis approaches this question by investigating
variation in Dutch speaking proficiency across more than 50,000 adult
learners of Dutch who came to the Netherlands for study or work. We
utilize a database of their language-testing scores on the state exam
Dutch as an L2, which we will refer to as STEX from here on. This set
of speaking proficiency scores enables evaluation of the relative impact
of linguistic distance of earlier acquired languages on the learnability
of an additional language. We aim to develop measures that disclose the
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impact of linguistic distance. In addition, we would like to study the
relation in the other way around as well. We hope that differences in L2
learnability can shed light on compelling questions about linguistic
distance.

We will compare and evaluate several ways to determine
linguistic distance that can explain variation in L2 learnability, in
different linguistic domains, 1i.e. lexical, morphological, and
phonological. In addition, we test whether adult learners use knowledge
about a previously learned L2 for making inferences about the new,
additional L3. Our studies have become possible due to the advent of
advanced mixed effects regression modeling, which allows for the
decomposition of variance across different components at the same time
(i.e. L1, L2, and country of birth). In addition, our studies depend on
the availability of STEX data and on the availability of databases from
linguistic typology like WALS (Dryer & Haspelmath, 2011) for
morphology and PHOIBLE (Moran, McCloy, & Wright, 2014) for
phonology. We show that L2 learning research can profit from including
more predictors and developing a number of formalized distance-based
models. We envisage that large-scale databases will increasingly play a
pivotal role in studying multilingualism, language diversity, and
language acquisition, both on the national and the international level.

The remainder of this introduction is organized in three main
sections. In the first section, we discuss how L2 learnability varies
across L1s and how language-testing data holds the promise of
comparing L2 learnability across more L1s than has been possible
before. The subsequent section introduces what distance measures may
explain variation in L2 learnability across L1s by outlining the goals of
Chapter 2, 3, and 4. The third section introduces Chapter 5 and 6, which
test whether distance between an already acquired L2 and a target L3
affects L3 learnability. We end the introduction with a summary of our
objectives and a methodological background section. Following this
introductory chapter, we include five chapters that present original
empirical work, and a final chapter with conclusions and discussion.
Chapters 2 to 6 contain separate investigations into sub-questions about
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the relation between language distance and second language learning.
Chapter 7 gives a summary and conclusion, and discusses theoretical
implications and future research.

Adult L2 Learning Difficulty

A host of factors determines learning difficulty of an L2. For
example, at a young age, learners pick up L2 features more easily than
later in life. We discuss the most relevant factors before zooming in on
the role of language background and L1-L2 differences. A traditional
factor is age of learning onset. A long standing body of literature is
available with discussions of the linearity or non-linearity of age onset
effects on language learning success (Birdsong, 2006, 2014; Bongaerts,
Van Summeren, Planken, & Schils, 1997; R. M. DeKeyser, Alfi-
Shabtay, & Ravid, 2010; Johnson & Newport, 1989; Scovel, 2000;
Vanhove, 2013). Interestingly, observational data provide no evidence
for nonlinear effects of age (Bleakley & Chin, 2010; Chiswick & Miller,
2008; Hakuta, Bialystok, & Wiley, 2003).

Other factors at the level of the individual learner affecting the
cognitive setting of the learner are working memory and language
learning aptitude (P. Robinson, 1996, 2005). A higher aptitude leads to
higher L2 proficiency, in interaction with age effects (R. M. DeKeyser,
2012). General biological mechanisms (e.g. gene shuffling) have been
related to individual differences in language learning aptitude
(Schumann, Crowell, Jones, Lee, & Schuchert, 2004). Individual
differences in L2 learning success can also be related to motivational
differences. For example, L2 learning success can depend on the
strength of motivation to integrate in a host society or to fulfill
pragmatic needs (Gardner & Lambert, 1972). Importantly, teaching and
differences in the effectiveness of learning strategies (Cook, 2013) can
also greatly affect learning success. In addition to individual factors,
contextual factors affect L2 learnability across the L1s of individual
leaners (Chiswick & Miller, 2005; Van der Slik, 2010; Van Tubergen &
Kalmijn, 2005).
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A three-way distinction often made in economic studies relates
the factors involved in L2 learning to efficiency, exposure, and
incentives (Beenstock, Chiswick, & Repetto, 2001; Chiswick & Miller,
2001). Efficiency is comprised of innate and learned cognitive
capabilities that enable the learner to encode grammar, profit from
language background, and allows for biological predispositions. A
younger age and higher aptitude increase learning efficiency. Schooling
and gender effects also affect learning efficiency although cultural
differences play a role too (Chiswick & Miller, 1994, p. 19; Stevens,
1986; Van der Slik, 2010). An efficient language learner will hardly be
successful in learning a target language without sufficient exposure to
the target language, by means of either study hours or full immersion.
Efficient learners who have a linguistically similar L1 and / or a higher
education (e.g. writing skills) need fewer hours of study. Thirdly,
exposure depends on the willingness and possibility to prioritize
language learning. For example, parents may prefer to raise their
children in the parents’ mother tongue. Exposure costs time and money,
and motivation is required to invest these resources.

Language background effects on L2 learning have been studied
extensively in the context of cross-linguistic influence (Jarvis &
Pavlenko, 2008; Kellerman & Sharwood Smith, 1986). For example,
studies have investigated the problem that consonant clusters may
impose on language learners. When adult learners are presented with an
artificial language that contains unlikely consonant clusters with respect
to their native language, the learners do not use information of
unfamiliar consonant clusters (Boll-Avetisyan & Kager, 2013). In
addition, a canonical example of language background effects in
learning L2 phonology is the persistent problem that Japanese speakers
have with the /l/-/r/ distinction in English, as this contrast does not exist
in Japanese (Bradlow, Pisoni, Akahane-Yamada, & Tohkura, 1997;
Flege, Takagi, & Mann, 1995; Sheldon & Strange, 1982).

How do learners deal with new L2 varieties? Possibly, L2
learners make use of the general learning mechanisms already available
to them. The L2 learning task requires L2 learners to generalize from
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their L1 to a new L2 variety. Language background effects on L2
learnability provide an opportunity to study how learners deal with
variability between languages, which is a salient property of the L2
learning task (e.g. bridging the gap). Providing further evidence of their
linkage, the L1 and L2 learning processes themselves cannot be
separated unambiguously as not only the L1 influences L2 processing,
but also the L2 influences L1 processing. For example, the L2 has been
shown to affect the expression of manner of motion in the L1 (A. Brown
& Gullberg, 2008). Additionally, evidence from L3 learning shows the
role of additional language background (the L2) besides the role of the
L1 only (Amaro, Flynn, & Rothman, 2012; Bardel & Falk, 2007; Cenoz,
Hufeisen, & Jessner, 2001; Hufeisen & Jessner, 2009).

Researchers have few opportunities to study variation in L2
learnability across multiple L1s. Psycholinguistic studies of cross-
linguistic influence on adult L2 language acquisition typically employ
an experimental group-design in which groups of learners have to
acquire certain specific features (Ionin & Montrul, 2010; C. Lew-
Williams & Fernald, 2010; Van Hell & Tanner, 2012). The inclusion of
many learner groups in such designs is time-consuming. Without many
groups, such designs do not allow insights into variation in L2
learnability across L1s.

Few studies compare L2 learnability across a multitude of
groups. One study by the Foreign Services Institute of the US
Department of State estimated the number of hours that English-
speaking US citizens needed to learn the basics of a number of foreign
languages. The researchers collected L2 proficiency scores (in the
context of language classes) for many learners after 24 weeks of
training. The aggregated levels of proficiency across the foreign
language quantify L2 learning difficulty of a number of L2s for native
speakers of English. The resulting L2 learning difficulty measures
explained differences in US and Canada immigrant self-reported
speaking proficiency score levels (Chiswick & Miller, 2005) and
correlated strongly with linguistic distance measures (Cysouw, 2013).
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Another source of speaking proficiency scores comes from
language-testing data, which can potentially provide more sophisticated
proficiency scores across more language backgrounds (Kim & Lee,
2010; Snow, 1998; Van der Slik, 2010). Potentially useful sources of
language-testing data come from language-testing institutions such as
the English language proficiency tests IELTS, CPE, and TOEFL.
Participants in a language exam pass it after many weeks or sometimes
years of studying. In contrast to self-reported measures of proficiency,
language-testing data provide relatively objective measures of overall
proficiency for learners with a wide range of different mother tongues.
Language tests determine proficiency scores according to precisely
established procedures and criteria. It is important that items are not
biased for certain learner groups (Xi, 2010). Essentially, language-
testing scores are correctness ratings made by second language teaching
experts with a specialized training.

The state exam Dutch as a Second Language (STEX) is an
example of such a useful source to study variation in adult L2
learnability. STEX consists of tests for speaking, writing, reading, and
listening proficiency. To be successful, a candidate needs to pass all four
parts of the exam. Compared to writing, reading and listening, speaking
may be least affected by (advanced) educationally learned skills.
However, language background effects also exist in writing, reading,
and listening (Harding, 2012; Koda, 1989; Kubota, 1998; Van Weijen,
Van den Bergh, Rijlaarsdam, & Sanders, 2009). The test outcome for
the speaking part depends on approximately 60 content and form ratings
of speech tasks to be performed by the candidates. The speaking exam
does not test conversation as such (Levinson, 1979, 1980), but is limited
to “one-directional” language. The speaking exam consists of about 30
tasks that vary in length and the number of speech tasks that the learner
needs to accomplish. For the speaking proficiency exam, on which we
focus in this thesis, grammar, vocabulary, and pronunciation need to
conform to a specific standard. The ratings assess adequateness of
content, wording, pronunciation, pace, vocabulary, register, coherence,
and word order, amongst others. The passing criteria follow the criteria
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of the B2 level of the Common European Framework of Reference of
Languages (Council of Europe, 2001). These criteria require learners to
provide adequate reactions in a range of situations of daily life and
business.

To summarize, L2 learning difficulty depends on a host of
factors. Most likely, general learning mechanisms are involved in both
L1 and L2 learning. Few studies have been able to generalize to a
feature-general approach to study variation in adult learnability of
additional language conditional on previously learned languages.
Language-testing scores may provide a unique opportunity to tackle
this problem. Language testing scores are available for many L1-L2
combinations. As these scores provide domain-general measures of
proficiency, they may be useful to investigate what linguistic distance
measures can explain differences in proficiency scores across L1s. We
discuss various approaches to measure linguistic distance in the next
section. These approaches include measures of distance in the lexical,
morphological, and phonological domains.

Linguistic Distance

This section introduces what distance measures may explain
variation in the learnability of an additional language. A consideration
of many L1-L2 pairs may shed light on what dimensions or features of
earlier acquired languages are important for language learning. We
wanted to study variation in L2 learnability in terms of linguistic
distance, as we think that distance is essential to general learning
mechanisms involved in language learning and in learning tasks in
general.

Languages vary widely in their lexical, morpho-syntactic and
phonological make-up. Many comparative language and typological
studies can be found in these three domains. Such studies try to define
the differences and the similarities that can be used to define distances
between languages, including distances between a wide variety of
L1/L2 languages and Dutch as an additional language (L2/L3). Adult
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learners have to bridge gaps between the lexical, morphological, and
phonological structure of their language background and the target
language. The literature has different ideas of what linguistic gaps are
and what linguistic distance measures reflect these gaps best. These
ideas vary across the lexical, morphological, and phonological literature.
The lexical literature discusses whether historical relationships and the
degree of evolutionary change between languages model distance better
than absolute measures of shared cognacy between the lexicons of a
language pair. The morphological literature distinguishes between
grammatical structures that are more morphologically distant from each
other depending on their complexity. This way, a complex morphology
is more distant to a simple morphology than vice versa, resulting in
asymmetric distances. The phonological literature discusses whether
differences between inventories of phoneme segments or inventories of
distinctive features determine the differences between phonologies. In
all, for the development of new distance-based models of L2
learnability, we start from the idea that a larger distance results in lower
L2 learnability.

The three sections below introduce how lexical distance,
morphological complexity, and phonological similarity may explain
variation in L2 learnability.

Lexical Distance (Chapter 2)

Immigrant studies of L2 language proficiency have recently
shown a renewed interest in explaining variation in proficiency using
measures of linguistic distance as based on genetic relatedness
(Isphording & Otten, 2011, 2013, 2014; Kim & Lee, 2010; Van der Slik,
2010). These studies show that linguistic distance as based on measures
of genetic relatedness explain differences in L2 language proficiency.
The effects are found among immigrants with various language
backgrounds learning one target language, as well as in immigrants with
mixed destinations and origins (Van Tubergen & Kalmijn, 2005). Most
immigrant studies equate the language background of immigrants with
the dominant language in the home country, although some researchers
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have also tried to disentangle country from language specific variation
(Beenstock et al., 2001; Fearon, 2003). Studies of cross-linguistic
influence and immigrant studies of target language proficiency may
benefit from insights into the properties and principles underlying the
linguistic distance effect. The most simple and very abstract measures
of linguistic distance as based on genetic relatedness count the number
of nodes that are shared between two languages (Adsera & Pytlikova,
2012; Desmet, Weber, & Ortufio-Ortin, 2009; Isphording & Otten,
2014; Van Tubergen & Kalmijn, 2005) in a language family
classification (e.g. P. Lewis, Simons, & Fennig, 2013). Such measures
assume that a closer genetic relatedness between two languages results
in a closer linguistic distance. For example, German and English share
the nodes Germanic and Indo-European while French and English only
share Indo-European.

One potential way to improve such abstract measures is to use a
measure of genetic relatedness that accounts for the degree of
evolutionary change between two languages, or the amount of time
since two languages branched off from each other (Bouckaert et al.,
2012; Gray & Atkinson, 2003). Such estimates are available from
phylogenetic language family trees (Forster & Renfrew, 2006).
Currently, phylogenetic language family trees make use of sound
recurrences in small lists of cognates (Swadesh, 1952); words with a
shared common ancestor, to determine the most likely degree of
evolutionary change between the branches of the tree. Family trees
based on structural data are applicable as well (Dediu & Levinson,
2012; Dunn, Terrill, Reesink, Foley, & Levinson, 2005). Evolutionary
constraints produce divergence in lexicons that allow reconstruction
algorithms to figure out the genealogical structure in the family back to
a certain point in time at which divergence estimates become too
uncertain, called the family root. Currently, there may be around 7000
living languages that can be classified into 147 families (P. Lewis et al.,
2013). Evolutionary constraints are drivers of such an immense
diversity of language varieties (Gavin et al., 2013; Levinson & Gray,
2012). Besides phylogenetic trees as based on linguistic data, another
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approach compares the genetic make-up of the speakers themselves
(Cavalli-Sforza, 1997). However, the speakers of a language and their
genetic make-up may get blurred over time so they are not necessarily
associated any longer with each other (O’Grady et al., 1989). As a result,
a measure of linguistic distance based on genetic differences between
speakers is inherently unreliable.

Cognacy measures are affected by comparable problems.
Experts need a detailed account of the common recurrent sound
correspondences between two languages to determine whether a
translation pair shares a common ancestor or whether it is a chance
resemblance or a result of borrowing and diffusion patterns (Thomason
& Kaufman, 1988, p. 39). Some translation pairs have a similar form
not because they retained the form over time, but because of borrowing
and diffusion patterns. Diffusion of one word into an area where another
language is spoken can happen when two languages get into contact
(Dixon, 1997, p. 19). In addition, speakers can borrow words from a
newly learned language into their native language. Diffusion and
borrowing also contribute to linguistic similarities, alongside
similarities due to genetic inheritance. For example, English shares
more words with a similar form and meaning with French than with
German or Dutch (Schepens, Dijkstra, & Grootjen, 2012), because of
an extended period of language contact between French and English in
the 11™ century. In contrast to phylogenetic measures, which account
for evolutionary change, form similarity measures measure the degree
of disparity between languages.

It is currently unclear whether a measure that is based on genetic
relatedness as well as on borrowed words captures distance effects on
L2 learnability better than measures that are based on genetic
relatedness or patterns of borrowing and transfer alone. A variety of
linguistic distance measures exist that express the form similarity
between words from two different lexicons in a numerical way
(Heeringa, 2004; Kondrak, 2000, 2001; Kondrak & Sherif, 2006;
McMahon & McMahon, 2005). An important aspect of learning an L2,
besides grammar and pronunciation, is the expression of meaning with
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words in an L2. We use the term lexical distance when a linguistic
distance measure is based on word form comparisons or recurrent sound
correspondences in words. Chapter 2 compares the explanatory value
of two lexical distance measures with each other. The first measure is
based on language diversity as measured by the differences in the
degree of evolutionary change between languages (Gray & Atkinson,
2003). The second measure is based on language disparity as measured
by the proportions of words with similar form between languages (C.
H. Brown, Holman, Wichmann, & Velupillai, 2008; Holman et al.,
2008).

Chapter 2 introduces an approach for comparing different
linguistic distance measures with each other. The approach uses
language testing speaking proficiency scores to compare their
explanatory value. We use multilevel models to decompose variance in
speaking proficiency scores into an individual learner level variance
component, a contextual language level component, and a contextual
country level component. Contextual components are only observable
after aggregating over individual learners. Multilevel models enable the
estimation of these variance components while simultaneously
regressing proficiency on individual and contextual level factors. The
linguistic distance between the mother tongue and the second language
(L2) of a learner is a contextual effect that varies according to the degree
of difference between a learner’s mother tongue and the L2. We study
interactions between linguistic distance and the quality of the
educational system, years of full-time education, gender, length of
residence, age of arrival in the Netherlands, and proficiency in an
additional language. Factors besides linguistic distance can potentially
blur the effect of linguistic distance, which makes it important to study
whether effects of linguistic distance are robust against effects of third
factors.

Morphological Complexity (Chapter 3)
Adult language learners seem to experience great difficulty in
learning the derivational and inflectional morphology of an additional
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language. Is learning a morphological complex language generally
difficult or do more problems occur when an L2 is morphologically
more complex than the L1 of a learner? Typologists (Dahl, 2004) and
sociolinguists (Trudgill, 2011), making use of historical evidence,
define morphological complexity relative to or in relation to L2 learning
difficulty. Features of language that are morphologically complex can
be identified by comparing language of L1 speakers with interlanguage
of language learners (Selinker, 1972). Interlanguage is more likely to
include features that are easy to learn and exclude features that are
difficult to learn (Kortmann & Szmrecsanyi, 2012; Szmrecsanyi &
Kortmann, 2009). For example, when beginning Italian learners of
German want to focus on a subject, they prefer to employ word order
instead of inflectional morphology, e.g. “middchen nehme brot” (W.
Klein & Perdue, 1997).

It has recently become possible to make typological
comparisons across many languages simultaneously to evaluate
differences in morphological complexity (Bentz, Verkerk, Kiela, Hill,
& Buttery, Submitted; Bentz & Winter, 2013; Dale & Lupyan, 2012;
Lupyan & Dale, 2010). Large-scale typological databases such as
WALS enable the development of linguistic distance measures based
on differences in morphological complexity between the L1 and the L2
of a learner. An essential virtue of the use of typological data is that it
overcomes the problem typically related to lexical comparisons, namely
that lexical comparisons are limited to language combinations from one
particular language family. We relate measures of morphological
complexity to empirical measures of learning difficulty in Chapter 3.
Chapter 3 investigates to what extent differences in morphological
complexity have an impact on proficiency levels attained in L2 Dutch.
We correlate typologically defined morphological distances between 49
L1s and L2 Dutch with variation in L2 learnability. We investigate a
previously analyzed set of 28 morphological features (Lupyan & Dale,
2010) to study both correlations for individual features differences in
complexity and correlations with an overall measure of feature
complexity differences. We also study whether a decrease in
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morphological complexity correlates with variation in L2 learnability
in order to find out whether linguistic differences that involve a step up
in complexity are more difficult to learn than linguistic differences that
involve a step down in complexity.

One of the currently outstanding issues is the importance of
typological compatibility between languages for the facilitation of
structural borrowing and transfer (Aikhenvald & Dixon, 2006). It is not
clear what the consequences of two incompatible (linguistically distant)
language structures are for patterns of borrowing and transfer in a
contact situation. A popular explanation of language simplification (e.g.
Trudgill, 2001) is that a merger of language communities in terms of a
high incidence of L2 speaking in particular decreases the morphological
complexity of a language (adaptation). Language adaptation is a
process of linguistic change directed by social changes or innovation in
the speaking population of a language (Levinson & Gray, 2012). For
example, new words will be introduced with the invention of new
technologies such as dye and paint and more complex sentences can
develop with development of more advanced written language
(Karlsson, 2007; Levinson, 2000).

Chapter 3 speaks to this issue by providing empirical data to
evaluate the effects of morphological complexity on L2 learnability,
with the aim of providing new insights into the underlying reasons why
L2 speaking can decrease the morphological complexity of a language.
As for now, some empirical studies exist that provide correlational
evidence for the link between adaptation and L2 learning biases (Bentz
et al., Submitted; Bentz & Winter, 2013; Dale & Lupyan, 2012; Lupyan
& Dale, 2010). However, it is still unclear how the link depends on L1-
L2 differences. Chapter 3 shows the role of L1-L2 complexity
differences in L2 learnability across a large range of L1s with varying
degrees of morphological complexity.

Phonological Distance (Chapter 4)
The new sounds in the phoneme inventory of an L2 lead to
pronunciation problems that even persist throughout life for most
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learners of an L2 (Flege, Munro, & MacKay, 1995; Munro, 2008; Piske
et al., 2001). Only in exceptional cases do adult learners attain a native-
like level as an adult learner (Bongaerts et al., 1997). The articulatory
movements necessary for the production of L1 sounds seem to occur
without much conscious effort. Does the structure of the L1 phoneme
inventory influence the learnability of an L2 phoneme inventory? In
some sense, an L2 learner needs to rewire the movements of the
articulators to accommodate the movements necessary to produce new
sounds and new combinations of sounds. To determine the effect of
phonological similarity on L2 learnability, it may thus be necessary to
compare the sound inventories in relation to the way they are articulated
(C. Brown, 1998) and not at the level of the sounds themselves. It is
unclear however, what distinctive features between phoneme
inventories at the level of the articulators contribute to L2 learnability.
The learner of an L2 phoneme inventory needs to learn the
speech sounds of a target L2 that are not already part of the L1 sound
inventory. Three categories of problems in learning new sounds can
arise. First, a learner can accidentally substitute a new sound with a
similar L1 sound. Second, a learner can fail to perceive all the phonetic
detail of a new sound. Third, a learner can fail to learn L2 phonotactic
constraints (Major, 2008). New sounds can range from almost similar
to completely different compared to the articulatory structure of L1
sounds. Analogous to the idea that a higher distance results in lower L2
learnability, we hypothesize that learning the complementary features
of new sounds results in lower L2 learnability. Moving beyond the level
of the number of new sounds in phoneme inventories to the level of
distance to new sounds in terms of distinctive features may provide the
necessary units of comparison to test whether phonological distance
successfully explains variation in L2 proficiency scores (C. Brown,
1998; McAllister, Flege, & Piske, 2002; Michaels, 1974; Ritchie, 1968).
The core aim of Chapter 4 is to test if the difficulty of learning
the phonology of an L2 depends on the number of new sounds and / or
on feature-based similarities of the new sounds compared to the sounds
of the L1. We test the relationship between L2 learnability and sound
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inventory level measures as well as feature level measures of similarity
between sounds. The feature level measures distinguish between
symmetric and asymmetric overlap of the features of sounds, difference
and similarity, and presence and absence of features.

Variation in Adult L3 Learnability across L1s and L2s

In the previous three sections on linguistic distances, we
introduced three studies that each question what specific instantiations
of L1-L2 linguistic distance measures may explain variation in L2
learnability in the lexical, morphological, and phonological domains. In
addition to evaluating these measures on variation in L2 learnability,
they may also explain variation as L.2-L3 distance measures in an L3
learnability approach. As L2 learnability depends on the L1, L3
learnability depends on both the L1 and the L2.

L3 learning is a widespread phenomenon. Only a small group
of learners of Dutch (less than 20%) does not speak an additional
language besides their L1 when they take the L2 Dutch state exam
(based on STEX data, see Chapter 5 and 6). It is theoretically important
from a societal as well as a linguistic point of view to understand how
effects of an additional language background compare to effects of the
first language. The two sections below introduce two studies that
analyze variation in L3 learnability depending on the L1 and L2. The
first study investigates how to decompose variation in L3 Dutch
speaking proficiency scores into by-L1 and by-L2 variation. The second
study investigates whether both L1 and L2 lexical and morphological
distance measures are successful models in predicting the problems that
adult multilingual learners encounter when learning Dutch as an
additional language.

L3 Learning (Chapter 5)

Variance in language testing scores poses statistical challenges
for the investigation of its various underlying sources of variance. We
want to compare the relative contribution of speaking language x as an
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L1, and speaking language y as an L2, controlling for other languages,
other countries, and third factors such as age and education. A specific
statistical toolbox called multilevel regression that allows for such
inferences has been developed over the past decades (Goldstein &
McDonald, 1988; Raudenbush, 1993). Multilevel analysis is currently
finding its way to language research (Baayen, 2008), although its
implementation is still being actively optimized and improved,
especially for large-scale data (such as STEX) with partially crossed
random effects (D. Bates, Machler, Bolker, & Walker, 2014). Multilevel
models decompose variance in a dependent variable into separate
variance components by means of computationally heavy integration
over the variables in the model. The resulting estimates of variance
components are probability distributions over the levels of a random
effect (subjects, items, languages, countries, etc.) that allow for the
inference of most optimal adjustments for each level of a random effect,
which are called best linear unbiased predictors (BLUPs) (G. Robinson,
1991). BLUPs are useful for comparing the relative contribution of
different levels of random effects, i.e. individual languages. What are
the assumptions of the BLUPS and how do modeling decisions affect
the estimation of BLUPs?

Chapter 5 investigates the effects of different random effect
structures in multilevel analysis on the effects of L2 distance on L3
learnability. For example, variation in L2 speaking proficiency results
from by-learner, by-teacher, and by-school variance, which are three
hierarchically organized random effects. A subclass of multilevel
models deals with cross-classified random effects. This class is often
called mixed effects models. For example, the mixed effects analysis of
many linguistic experiments treats by-subject and by-item variation as
two crossed random effects. Mixed effect models, or more specifically
cross-classified random effect models (CCREMs), always assume that
multiple random effects are independent. However, crossed random
effects may be interdependent to some extent. The consequences of
such an assumption are currently ill understood. We want to investigate
the consequences of this assumption by comparing L1 and L2
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influences on proficiency in Dutch as an L3. Using STEX, we aim to
assess the mutual dependency between the crossed random effects of
the L1 and L2 on L3 learnability. In particular, Chapter 5 investigates
whether the variation across L1s and L2s is comparable and whether
the estimation of this variation depends on assuming that the L1 and L2
effects are independent.

The L1 and L2 Distance Effects (Chapter 6)

The L3 literature has proposed at least three explanations of how
the L1 and L2 interact when learning an L3. First, the background
language with the lowest distance will have most influence (Rothman,
2011). This means that learners will transfer from the language they
believe is most typologically similar to the target language. Second, the
more recently the language is learned (which is the L2), the more it will
block previously acquired languages (Bardel & Falk, 2007; Bohnacker,
2006). Third, the L2 plays a role that is either neutral or positive, and it
is more beneficial for learning an L3 than having no L2 at all (Flynn,
Foley, & Vinnitskaya, 2004). In order to evaluate how L2 distance
interacts with L1 distance, we want to evaluate these propositions on
the STEX data. In addition, we investigate the relative importance of
L1 and L2 lexical and morphological distances, and how learners
combine L1 and L2 distances.

Besides the multiple linguistic sources available to the learner
of a third language, learners may develop an abstract multilingual
awareness and a set of skills that allows them to make faster and more
accurate inferences (Jessner, 2014). If multilingual learners of Dutch
reach higher average performance than monolingual learners of Dutch,
do the specific linguistic distances involved explain the benefit of the
multilingual condition, or is there still a benefit after distance has been
accounted for?

As we described above, Chapters 2 and 3 test whether lexical
and morphological distance successfully explain variation in L2
learnability. Having decomposed variation into L1 and L2 variance
components in Chapter 5, Chapter 6 tests whether lexical and
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morphological distances from Chapters 2 and 3 successfully explain
variation in L3 learnability across L2 learners as well. A discussion of
future work on L2 phonological distance effects is also included.

Summary of Objectives

In all, this thesis aims to show effects of linguistic distances on
adult learnability of Dutch as an additional language in the lexical,
morphological, and phonological domains. Chapter 2 tests lexical
distance effects on adult L2 learnability across Indo-European L1s and
its robustness against interactions with third factors such as age and
exposure. Chapter 3 investigates the effects of morphological
complexity on adult L2 learnability across both Indo-European L1s and
non-Indo-European Lls. In particular, chapter 3 aims to show that
learning additional morphological complex features is relatively hard
and why such insights from L2 learnability are important for the study
of cultural-evolutionary mechanisms in language divergence. Chapter
4 studies phonological similarity effects on adult L2 learnability across
both Indo-European and non-Indo-European L1s. In particular, chapter
4 aims to show that the distinctive features of new L2 sounds influence
L2 learnability. Chapter 5 and 6 focus on Dutch as a third language. Not
only L1 distance effects are included as predictors, but the strongest
earlier acquired L2 (if present) is included as well. Chapter 5 tests
whether the relative ordering of by-L2 adjustments is comparable to the
relative ordering of by-L1 in predicting proficiency in Dutch as an
additional language (L3) and whether this ordering is robust against L1-
L2 interactions in the large set of L1 and L2 combinations. The
objective of Chapter 6 is to test if lexical and morphological distance
affects adult L3 learnability across both Indo-European and non-Indo-
European L2s. In addition, it investigates whether L2 distance effects
are additive to L1 distance effects in predicting L3 Dutch proficiency.
In all, Chapters 2, 3, 4 test whether typological distance effects provide
accurate models of the difficulties that adult learners have when
acquiring a second language and Chapters 5 and 6 study whether these
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distance effects also pertain to other previously acquired languages
besides the first language, in particular the strongest L2, if present. All
five chapters make use of the STEX data that we describe next. These
chapters have been designed as independent publications. The
beginning paragraphs of the methods sections of each of these chapters
offer specifics about STEX. These beginning paragraphs are not
required for readers who are reading this dissertation from cover to
cover.

A Description of STEX

We used a unique database of state exam L2 proficiency testing
scores (STEX) for our studies of linguistic distance and adult L2
acquisition. The secretary of the board of Dutch state exams made the
(anonymized) data of the period 1995-2010 available, amounting to
proficiency scores for more than 50,000 learners. The board of state
exams (currently called College voor Toetsen en Examens) is the liable
owner of the data. The Dutch government installed an advisory
committee to develop STEX in 1991 and implemented STEX in the
following year. Although formally not related to each other, STEX
superseded and replaced a test that Dutch universities had been using.
Successfully passing STEX provides candidates with a stepping-stone
to access the education and labor market, according to the official
committee that developed the state exam. Meeting integration
requirements is not part of the purpose of STEX, as language
assessment became part of the integration requirements for immigrants
after STEX had been developed. However, immigrants can decide to do
the STEX exam, which offers them a higher proficiency level than
strictly necessary to pass integration requirements.

This section discusses the test design, the independent variables,
and selection steps, in order to give a general overview of STEX and to
present details that are not included in the following chapters. For
further descriptions of the languages used in our studies, we include
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aggregated speaking proficiency scores summarized by L1 and L2 in
Appendix A.

Test Design

STEX tests the overall level of speaking, writing, reading, and
listening proficiency. The Centraal Instituut Toetsontwikkeling (CITO)
and the Bureau Interculturele Evaluatie (ICE), two large test battery
constructors in The Netherlands, jointly construct the exam and the
exam questions. Over the 15 years of testing, the testing design has been
constant, meaning that the structure of the speaking exam from 2010
closely resembles the structure of the speaking exam from 1995. The
speaking exams consisted of about 14 tasks that vary in length. In longer
tasks, candidates needed to give a detailed opinion, argumentation, or
description. For example, candidates had to respond to the question “In
Dutch television a lot of ads are made for all kinds of products, even in
the middle of a program. What is your opinion about ads on TV?” The
speaking exams took about 30 minutes. Candidates received detailed
instructions through headphones. Subsequently, candidates had to give
oral responses to the tasks, which were recorded on tape. The tasks
required the candidate to produce different speech acts. For example,
provide information, give instructions, congratulate, refuse, complain,
apologize, state an opinion, tell a story, and so on. The use of
dictionaries was prohibited. Two experienced examiners evaluated each
recorded response independently on the basis of a list of detailed and
specific criteria. In case of disagreement, a third examiner was called
in.

Language production was assessed with respect to the
functional, communicative language proficiency of the candidates. This
implies that intelligibility is more important than e.g. a foreign accent.
The actual content itself did not have to be correct (e.g. the names of
Dutch TV channels), although the utterances had to be comprehensible.
The candidate’s score was the average of the ratings assigned by the
two examiners (NT2 State Examination, 2008).
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The difficulty of the examinations was kept constant over time
by applying a specific item response theory model, i.e. the one-
parameter logistic model, which is an advanced Rasch model (Verhelst
& Glas, 1995). Item response theory is generally used in large-scale
assessment programs (such as those administered by the Educational
Testing Service) to estimate candidate performance on the same scale
while controlling for differences across items. Rasch models solve this
problem by requiring that comparison between candidate ability is
independent from item difficulty and vice versa. A decisive advantage
of item response theory, as compared to models based on classical test
theory, is that the test scores of candidates are allocated to the same
ability distribution, even when they took different versions of the exam;
hence, their test results can be analyzed simultaneously. The scores on
the exam were standardized: 500 points or more implied that the
candidate had passed the exam. The assessment criteria are comparable
to the criteria of the B2 level (i.e., upper-intermediate level) as defined
in the Common European Framework, which is comparable to a band
score of 5.5 in the International English Testing System (IELTS).

Variables
The STEX data contains variables obtained through the
candidate administration procedure, responses from questionnaires
completed on a voluntarily basis, and the test results themselves. The
administrative variables include gender, date of birth, and date of the
exam. The questionnaire contained the following questions, translated
from the Dutch originals:
- Since when have you lived in the Netherlands?
- What is your country of birth?
- What is your mother tongue?
- Do you speak an additional language besides Dutch and
your mother tongue?
- If yes, which additional language? If you speak more
additional languages, name the language that you know best.
- How many years of full-time education did you have?
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The questionnaires also included questions that are not relevant
to discuss here as none of the following chapter makes use of them.
These other questions concerned the hours of lessons in Dutch as an L2
(Van der Slik, 2010), whether the candidate’s motivation was to fulfill
educational requirements or integration requirements, and whether a
candidate works or studies as a full-time occupation. Over the period of
1995-2010, some of the questions changed in wording. For example,
before 2005, participants in the exam could answer the question about
full-day education by indicating a specific number of years, while after
2005 the answers were limited to 0-5, 6-10, 11-15, 16 or more years.

Selection Steps

Four tests are required to pass the exam in Dutch as an L2. We
chose to focus on the speaking proficiency test only. Before 2005,
candidates could take the speaking proficiency test only twice a year.
After 2005, the number of exam moments was increased to 30 per year.
The number of candidates in a specific year also varies due to the
variation in the rate of immigration. Some candidates took more than
one speaking exam, in case they did not pass their first exam. We chose
to analyze only the first exam scores of the candidates. As noted above,
the difficulty of the exam was kept constant over time, which ensures
comparability of speaking proficiency scores from exams taken at
different moments.

The exam requires a significant investment of time and money
by the candidate. However, this does not mean that every registration
leads to an examination. One of the reasons for missing data in STEX
is that candidates do not show up. Another reason for missing data in
STEX 1s a missing questionnaire or missing answers to the
questionnaire. We removed all candidates with missing answers on age
of arrival, the country of birth, mother tongue, and additional language
background questions. The language coding used in STEX is STEX-
specific and Dutch. We translated the coding into English and added
ISO codes using both Ethnologue (P. Lewis et al., 2013) and WALS
(Dryer & Haspelmath, 2011). We interpolated missing values for the
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full-day education question using the average values for all candidates
from the same country of birth (889 cases). For all chapters, we
removed all countries of birth, mother tongues, and additional
languages with less than 15 candidates. The resulting data consists of
speaking proficiency scores of 50,236 learners of L2 Dutch.
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Chapter 2
The Effect of Linguistic Distance across Indo-European Mother

Tongues on Learning Dutch as a Second Language
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Abstract

Using multilevel models, we decomposed variance in proficiency
scores across adult learners of Dutch as a second language into
individual ~ (learner  characteristics) and contextual (group
characteristics) components. The linguistic distance between the
mother tongue and the second language (L2) of a learner is a contextual
effect that varies according to the degree of difference between a
learner’s mother tongue and the L2. We have analysed L2 learners’
state exams for Dutch speaking proficiency to explain variance in L2
proficiency scores on the basis of two different linguistic distance
techniques: one that uses the traditional expert-based, historical-
comparative method as input for its Bayesian phylogenetic inferences
as used in Gray and Atkinson (2003), and one that uses automatic
distance based method applied in the ASJP project as input for a
neighbour joining algorithm (C. H. Brown et al., 2008).

We used data from more than 33,000 examinees, speaking 35
different Indo-European languages, originating from 89 different
countries. Our main aim was to partial out the impact of linguistic
distance on proficiency in speaking Dutch as an L2. The multilevel
models that we used incorporated one confounding variable on the
contextual level: the quality of the educational system, and five
confounding variables on the individual level: gender, educational
level, length of residence, age of arrival in the Netherlands, and
proficiency in an additional language. We were able to identify robust
L1 distance effects, for both of the distance measures we used, and we
compared them to the predicted scores obtained in our multilevel
analysis. Our conclusion is that differences in second language learning
proficiency offer an excellent testing ground not only for validating the
concept of linguistic distance itself, but also for comparing the
performances of different types of linguistic distance.
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The Effect of Linguistic Distance across Indo-European Mother
Tongues on Learning Dutch as a Second Language

Introduction

It is a commonplace to state that learning a mother tongue (L1) is
successful in most circumstances, but that learning a second language
(L2) returns a less evident result. L2 learners diverge widely in their
degree of success in acquiring a new language. The central question
here is whether linguistic distance measures between the L1 and L2 are
suitable instruments to predict the degree of success in learning an L2.
The assumption is that the larger the distance the harder it is to learn
another language. Establishing a clear relationship between L2 learning
and linguistic distance gives strong support to external validity of the
concept of linguistic distance.

Where do language similarities and dissimilarities come from?
Looking back in history, one can see how languages diverge and
converge. The Austronesian expansion of settlers to unexplored
Polynesian islands established divergence step by step, causing new
innovations to appear in a clear tree-like fashion (Gray & Jordan, 2000).
In contrast, in the Russian Empire, language convergence by
standardization was a crucial tool for excluding other languages and
language variation (Ostler, 2005).

Processes of divergence and convergence have led to a complex
distribution of many languages over many countries in the world.
However, many countries explicitly opt for one single standard
language in their language policy. As a consequence of massive
migration waves, large groups of adults need to learn the (standard)
language of the country of immigration. Tests and exams have been
developed to test their L2 proficiency levels. In the Netherlands, for
example, most immigrants have to pass the official state exam called
“Dutch as a second language”.

In a previous study, a substantial amount of between mother
tongue variance was explained with a measure of linguistic distance
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between the L1 and L2 on the basis of 11 West-European languages
(Van der Slik, 2010). In the present study, we want to deepen our
understanding of how barriers in learning an L2 are related to linguistic
distances. We do so by expanding the set of L1 languages to all Indo-
European languages (35 in our database), spoken in different countries
(89 in our database), and by testing two different linguistic distance
measures.

The remainder of this introductory section contains a discussion
of current approaches in measuring linguistic distances, the effects of
linguistic distance on L2 learning, and the approach taken in the present
chapter.

Background

Approaches to Measuring Linguistic Distance

Recent discoveries in the dynamics of linguistic change disclose
lineage dependent structural relationships in the evolution of word
order in three large language families (Dunn, Greenhill, Levinson, &
Gray, 2011). By reconstructing language family trees, it was shown that
certain states of development are more likely given a previous state of
development in a particular language family. The study of Dunn et al.
is a recent example of a quantitative diachronic approach in which tree-
like phylogenetic models are applied to language variation and change.
Phylogenetic analysis uses the finding that linguistic data contain deep
historic signals that can be used to date language branching (Crystal,
1987).

The treelike model of language evolution can be inferred and
reconstructed from lexical (Gray & Atkinson, 2003), (morpho-)
syntactic/structural (Dunn et al., 2005), or phonological data (Atkinson,
2011). Each of these three data types has its own limitations. The
lexicostatistical approach, based on the comparative method to estimate
cognacy, is an early method for inferring language relatedness; the
structural and phonological approaches are fairly recent. Linguistic
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comparison on the basis of each of these different data types may
produce different linguistic distance measures. In this paper we will
apply lexical distance measures, although in the near future we intend
to expand our research to the phonological and (morpho-) syntactical
domains of linguistic distance.

The dominant lexical distance measures are based on the
percentage of shared cognates between languages. Cognates are words
that historically relate to the same word in a common ancestor language.
Cognates can share form and meaning, just like borrowings and
accidental form resemblances, which do not have a shared origin.
Cognacy can be qualitatively coded, as in the comparative method
(Dyen, Kruskal, & Black, 1992; Swadesh, 1952), or as a quantified
degree of distance from one form to another (Heeringa, Kleiweg,
Gooskens, & Nerbonne, 2006; Kessler, 2005; McMahon & McMahon,
2005). The distance-based method is based on the observation that
cognates tend to share their form across languages, although not always
in identical form. In the distance based method, string distances
between two word forms can be automatically simulated. To exclude
borrowing effects on measuring distance as much as possible, both the
comparative method and the distance-based method are usually applied
to (subsets of) Swadesh lists (C. H. Brown et al., 2008; Holman et al.,
2008), which should sample from basic vocabulary. The percentage of
shared cognates, or the average distance between words on the list,
generalizes to a measure of linguistic distance between languages.

We used the linguistic distances found in two lexicostatistical
studies. The first study (Gray & Atkinson, 2003) determined shared
cognates on historical-comparative grounds in a binary way, the second
study (Holman et al, 2008) determined the degree of cognacy of word
pairs by computing string distances. Both studies carried out a
phylogenetic analysis in order to retrieve the optimal tree-like structure
from the distances obtained. In this chapter, we refer to the
measurements of Gray & Atkinson (2003) as G&A, and to
measurements described in Brown et al. (2008) and Holman et al.
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(2008) as ASJP (the name of the project: the Automated Similarity
Judgment Program).

The historical-comparative method entails a judgment process
carried out by experts who are able to identify how sounds are preserved
or have changed over time. Gray & Atkinson (2003) used expert
cognacy judgments from Dyen, Kruskal, and Black (1992) and applied
a phylogenetic analysis while imposing certain time-constraints on the
tree-like structure. They retrieved the historical signals proportional to
evolutionary change, including dates of linguistic innovations.

The similarity measures from the ASJP were computed
automatically using a distance based method (Brown et al., 2008). For
the distances used in this chapter, we used ASJP database version 13
(Wichmann, Miiller, et al., 2010) and software from Holman (Holman,
2010, 2011) which computes normalized Levenshtein distance
measures. Wichmann, Holman, et al. (2010) evaluated the
normalization of Levenshtein distances by word length and average
chance similarity.

ASJP-based linguistic distances can either be extracted as the
average normalized string edit distance between the Swadesh lists of
two languages, or as branch lengths from the resulting phylogenetic tree
as computed using a neighbour joining algorithm (the correlation
between the two distances is .986). The normalized string edit distance
is the Levenshtein distance measure normalized by dividing it by its
theoretical maximum (length of longest word). In ASJP, it is
additionally corrected for chance similarity by dividing it by the
average distance of words not referring to the same concept in that
language pair. The measure was developed to be able to distinguish
between related and unrelated language pairs.

As the ASJP automates the expert-based comparative method
and G&A does not, we refer to the ASJP method as automated, and we
refer to G&A as expert-based. However, there are other differences
between the two methods as well. For example, ASJP categorically
reduces sound inventories to a subset of possible sounds. The method
and results section describe the differences between the automatic
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method and the expert-based method after applying them to the Indo-
European languages from our dataset.

Second Language Learning Effects of Linguistic Distances

The best known predictor for transfer in second language
acquisition is the degree of congruence between the source language
(L1) and the recipient language (L2) (Jarvis & Pavlenko, 2008, p. 176;
Kellerman, 1979). This constraint has been labelled “language
distance”, “typological proximity”, “psychotypology” (perceived
proximity), or “cross-linguistic similarity”. The effect of the mother
tongue on second language learning was amply discussed within
Contrastive Analysis (Lado, 1957; Odlin, 1989; Weinreich, 1963), but
this method was not developed to determine or calculate linguistic
distances.

The empirically based model proposed by Chiswick and Miller
(2005, 2007) poses that language proficiency scores result from the
interaction between incentives (motivation, money, labour), exposure
(time, lessons), and capacity (education, talent, language background).
Recent immigrant studies (Chiswick & Miller, 2005; Van Tubergen &
Kalmijn, 2009) have found support for this model.

An important part of the effect of language background in the
learner is determined by the effect of linguistic distance from one’s
mother tongue to a destination language (Espenshade & Fu, 1997).
Recently, the L2 effect was modelled with multilevel models by
incorporating linguistic distance from learners’ mother tongues to
Dutch on a contextual level (Van der Slik, 2010), using linguistic
distance measures from McMahon & McMahon (2005). The effect of
linguistic distance on second language proficiency of immigrants has
been incorporated in only a few other studies, although mostly in a
reverse way. In such a reverse approach, immigrant proficiency scores
are explained by incorporating measures based on the ease or difficulty
American emigrants experience in learning a specific language
(Chiswick & Miller, 2005, 2007; Van Tubergen & Kalmijn, 2009).
Such empirically determined differences in second language learning
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were also used to infer which typological features may be involved in
second language leaning (Cysouw, 2013). This approach, in which the
difficulty of learning a foreign language is accounted for, is problematic
for various reasons. Most importantly, motivation among emigrants is
expected to differ for different languages. A measure of linguistic
distance from one’s mother tongue to Dutch does not suffer from these
impairments.

Recent studies also relate immigrants’ proficiency scores to a
quantified measure of linguistic distance (Isphording & Otten, 2011,
2013, 2014) by assuming that linguistic distance varies across migrants
coming to Germany and the US. In addition, effect of linguistic distance
may need to be explained across mother tongues. Neglecting this
hierarchical structure may lead to an underestimation of standard errors
and hence to a potential unjustified rejection of null hypotheses
(Snijders & Bosker, 2011).

Most sociological and economic studies of language proficiency
measure proficiency using self-report. However, this is not a valid way
of measuring language proficiency as speakers tend to overestimate or
underestimate their proficiency (Charette & Meng, 1994; Finnie &
Meng, 2005). Immigrants may evaluate their skills relative to those of
other immigrants rather than native level proficiency. Formal
assessment by language tests overcomes these shortcomings of self-
reports.

In our model, we incorporated quantified linguistic distance
measures (G&A, ASJP) to explain the variance in scores on the state
exam “Dutch as a Second Language”. These measures may explain part
of the variation in individual proficiency levels, together with other
predictors. Overlap between linguistic and empirical measures may
show why a high level of proficiency in Dutch is more easily attainable
for some learners than for others on the basis of linguistic differences.
In this way, linguistic distance could turn out to be an important but
underspecified contextual factor in understanding learning differences
in second language acquisition.
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Empirical measures of linguistic distance need to take into
account other contextual and individual differences that may affect
performance on tests of L2 proficiency. This implies that a distinction
has to be made between contextual effects such as linguistic distance
and quality of schooling in the country of origin on the one hand, and
individual effects such as length of residence on the other. Given the
many multilingual countries in the world, identifying the effect of
linguistic distance implies the necessity of separating on the contextual
level the effect of the L1-L2 distance from country effects. For example,
the country’s estimated schooling quality for immigrants speaking
Kurdish as their mother tongue can be the schooling quality of Turkey,
Irag, or of a number of other countries. Beenstock et al. (2001) also
made a distinction between languages and country of origin, as they
also tested linguistic distance by separating it from national
characteristics.

Present Study

In a previous study on the Dutch state exam results, Van der Slik
(2010) traced back the overall variation in oral and written proficiency
in Dutch to a cognate (McMahon & McMahon, 2005) and a genetic
measure (Cavalli-Sforza, Menozzi, & Piazza, 1994) to establish
linguistic distances from eleven Western European languages to Dutch.
The genetic linguistic distance, based on genetic differences between
populations, explained less variance in language proficiency as
compared to the cognate measure of linguistic distance.

In the present study we aim to extend the previous study in
several ways. First, we apply two distance measures, one based on the
expert-based traditional historical-comparative method (G&A) and one
based on a gradual, automated measure (ASJP). These two methods
allowed us to expand the number of L1 languages from 11 to 35 Indo-
European languages in our analyses. We took a larger list of mother
tongues to show that a linguistic distance based model is generally



The Effect of Linguistic Distance | 36

applicable to explain second language proficiency in speakers with
different mother tongues.

The fact that the Indo-European language family is well-studied
and that linguistic distance measures are relatively readily available for
this language family is a persuasive argument to include all IE
languages present in our dataset. This selection resulted in 35 different
languages with speakers from 89 different countries.

We analysed test scores of more than 33,000 learners that took part
in the Dutch language exam and we used exam scores from 15 years of
immigrant history (1995 — 2010).

At the individual level of the learner, we used the model of
language proficiency used by Chiswick and Miller to distinguish
between indicators of capacity (measured by gender, years of full-time
education), exposure (measured by age of arrival, length of residence),
and incentives. Unfortunately, we had no measures on incentives at our
disposal. Effects of capacity, exposure, and incentives may differ across
learners according to other individual and contextual characteristics.
For example, it is has been argued that less memory capacity is
available for language learning at a higher age (Birdsong, 2014; Ullman,
2005). Therefore, learning a more distant target language might be more
problematic for older learners, as more cognitive capacity is required
than for learning a more similar language. The full disentanglement of
such interaction effects is not the focus of this study, but we do
hypothesize a pervasive presence of linguistic distance effects in
different processes involved in language learning.

Language and country characteristics refer to distinct but related
constructs at different contextual levels. Linguistic distance is part of
the construct language characteristics. Given that languages are
different, a quantified distance measure might explain effects of
linguistic differences. Country of origin characteristics may include
educational quality amongst others. Given that countries have
organized their educational systems in quite different ways, we expect
effects of quality of education on second language learning as well.
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Educational quality is part of the construct country characteristics. We
will focus on oral proficiency as the dependent variable.

Methods

We analysed test scores of Dutch language proficiency from the
State Examination Board of Dutch as a Second Language (NT2), which
is based on the Common European Framework of Reference for
Languages. The NT2 exam scores were kept comparable over a time
period of 16 years (1995 — 2010), with different spacing and structuring
of tests each year, using an item response theory model. A proficiency
level of 500 or more in all four different proficiency components
(reading, writing, listening, speaking) determined exam success. 77.7%
of all examinees in our dataset passed the exam at their first attempt.
Participants were given the opportunity to register for as many exams
as needed to pass all four components, but we took only test scores of
first attempts. Participants were given the choice of taking exams
specially tailored towards higher education (called STEX II; required
for admittance to a Dutch university) or of taking exams for vocational
training (called STEX I). Only scores on the STEX Il exam were used
in this study.

Sample

We selected all Indo-European languages with more than 30
speakers in our database in order to have a sufficient number to include
context characteristics. The number of languages was 35, with 945
speakers per language on average (SD=1260). The selected languages
were spoken in 89 different countries (at least 20 speakers per language
per country, Mean=376, SD= 735). Combining languages and countries
resulted in 118 groups, see the Appendix. The sample included test
scores of 33,066 learners with an Indo-European mother tongue over a
time frame of 16 years (1995 to 2010). 73% of the participants were
women. We only included participants who answered a question on
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years of full-time education in the questionnaire that was given to
participants, prior to the start of the exam.

Dependent Variable

Examinees had to perform different speaking tasks for 30
minutes. Performance was judged according to a formal judgment
model on content, correctness, wording, pronunciation, pace,
vocabulary, register, coherence, and word order, amongst others. Both
the test and a formal judging scheme were jointly developed by CITO
(central institute for test development) and CvE (board of exams). Both
are Dutch institutions that develop and maintain large test batteries. A
more detailed discussion of the language test can be found in Van der
Slik (2010).

The exams took place at specific exam dates. Until 2005, there
were four exam sessions a year, while from 2005 onwards there were
30 sessions per year. To pass the full STEX 11 exam, participants had to
complete tests of listening, reading, speaking, and writing. Participants
could choose to do different exams at different exam dates; therefore
measurement points are generally not comparable across individuals.
Furthermore, some individuals only participated in one, two, or three
out of the four exams. Generally, doing the exams required a
considerable amount of effort from the learner, both in training, as well
as in arranging the different sessions for the four tests.

Contextual Characteristics

We defined the contextual level not only by language but also
by country of origin in order to capture the intertwining of language and
country characteristics and their cross-classifications.

For linguistic distance as a contextual variable, we computed
the distance from the mother tongue of the L2 learners to Dutch. We
did so by extracting branch lengths from the phylogenetic trees of Gray
& Atkinson (2003) and ASJP (Wichmann, Miiller, et al., 2010), using
the APE package (E. Paradis, Claude, & Strimmer, 2004) in R (R Core
Team, 2013) and dedicated ASJP software (see below). We used the
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phylogenetic consensus tree of Gray & Atkinson where branch lengths
are proportional to substitutions. These branch lengths (technically
patristic distances) are based on expert accounts of character
substitutions in 200 item word lists, following the comparative method.
In the case of language evolution, a character substitution refers to the
inferred changes in cognacy status of a word in the Swadesh list. These
substitutions, together with an expert-based tree topology, are used by
a computational model to infer substitution rates. The computational
model of G&A uses relatively recent Bayesian phylogenetic inference
methods. ASJP uses the widely used neighbour joining distance-based
phylogenetic algorithm.

We used these two phylogenetic trees (ASJP and G&A) in
which the length of a branch indicates the amount of evolutionary
change between two nodes. A node can either be a leaf of the tree, which
is a language as it currently is, or a shared common ancestor between
two leaves. The amount of evolutionary change can be considered as a
product of time between two nodes and the speed of evolutionary
change between those nodes. The sum of branch lengths joining one
language to the other (via the most recent common ancestor) represents
the amount of evolutionary change between two languages.

We applied software developed by Holman (2010, 2011) and
Huff (2010) to the latest version of the ASJP Database (version 13,
Wichmann, Miiller, et al., 2011) in order to compute ASJP branch
lengths. ASJP measures were extracted for all 35 languages. G&A
measures were extracted for 30 languages because they were not
available for Kurdish, Bosnian, Pashto, Urdu, and Norwegian. The
missing scores were imputed using expectation maximization predicted
from ASJP measures. Imputing the missing G&A distances had hardly
any influence on their mutual dependency.

Figure 1 shows a scatter plot with both linguistic distance
measures on the axes. It shows that differences between distances from
Romance, Slavic, or Baltic languages to Dutch are fairly small; hence
the graph contains a part that zooms in there. The correlation of ASJP
with G&A was .90, see Figure 1. In terms of phylogenetic differences
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between both linguistic distance measures, we see that in G&A, the
distance between Germanic and non-Germanic languages is 83% of the
average distance from non-Germanic languages to Dutch, whereas in
ASJP it is 33%. In G&A, the distance from Germanic languages to
Dutch is 16% of the average distance from non-Germanic languages to
Dutch, whereas in ASJP, it is 67%. In other words, the distance from
Germanic languages to Dutch relative to the distance from all other IE
languages to Dutch is 2.5 times higher in ASJP than in G&A. Also, we
see that the distance between Germanic and other IE languages relative
to distances from other IE languages to Dutch is more than 4 times
higher in G&A than in ASJP. Although the correlation between the two
measures is high, the underlying deviations from the means differ for
relative distances between individual languages as well as between
genera. As our results show below, the differences between ASJP and
G&A have consequences for the performance of both measures in our
regression analyses.

The second contextual level is country of birth. We extracted
educational difference measures from the World Bank database. We
used gross secondary school enrolment (available for all selected
countries) as predictor of educational quality. This variable measures
the ratio of total enrolment into secondary education. Secondary
education is part of the basic education program that begins with
primary education. It offers subject and skill-oriented instruction from
specialized teachers. Where available, data from 2006 was used. When
2006 data was not available, earlier data was used. For the former
Soviet Union and Yugoslavia, estimates of the current countries were
used based on each learner’s mother tongue. Schooling quality
correlated -.17 with G&A and -.21 with ASJP.
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Two Measures of Linguistic Distance
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Figure 1. Scatterplot (with a linear regression line) of the two measures
of linguistic distance from 34 Indo-European languages to Dutch.
Subfamilies are distinguished by using different symbols.

Individual Characteristics

With respect to the capacity of the learner, we added gender,
years of full-time education, and a binary indicator whether or not the
examinee had already mastered an additional language beforehand.
Years of full-time education was measured by asking the examinees,
prior to taking the exam, to estimate the number of years that they
received full-time education. We measured this variable in steps of 5
years (finer granularity was not possible). The mean years of full-time
education was about 13 years. For a more detailed discussion of the
variables added, see Van der Slik (2010). Besides adding gender and
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years of full-time education, we added age of arrival and length of
residence as measures of exposure.

Description of the Sample

The temporary increases and decreases of specific groups of
examinees taking the state exam tend to overlap with historical events,
such as the admission of Poland to the European Union and sharpened
rules for marriage across EU borders. The five largest language groups
represent almost half of the examinees in our dataset (53.3%). The other
language group sizes decrease in a logarithmic fashion.

Most of the sample’s learner characteristics, such as mean speaking
proficiency, were somewhat lower than those in Van der Slik (2010),
as we included also non-Western European countries. Average gross
enrolment rate and number of countries with a liberal democracy
decreased with respect to the larger data set used here.

Analyses

We first constructed a multilevel model with migrants cross-
classified by languages and countries with no predictors added. An
analysis of the languages included in our study showed that country
characteristics do not necessarily overlap with language characteristics
and vice versa. Table 1 exemplifies the Southwest Asian situation in
which languages and countries are not uniquely mapped.

Table 1. Cross classification of mother tongue by country of birth in
Southwest Asian learners of L2 Dutch. Numbers are based on our
dataset. Cells with less than 20 examinees were excluded from the
analyses (i.e. reset to zero).

Kurdish Farsi Armenian Pashto

Iraq 738 0 71 0
Iran 91 2063 45 0
Armenia 0 0 109 0

Afghanistan 0 1252 0 274
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To measure the effect parameters of the various determinants
we had identified, we added fixed effects to the model step by step.
First, the learner characteristics were added to the null model as a
baseline model. Then, the contextual determinants were added one by
one. Improvement in fit was accepted only when an addition of a new
predictor resulted in an improvement of fit of at least a chi-square of
3.84 at p = .05 against 1 degree of freedom on the -2 log-likelihood ratio
(-2LL). We will call this the deviance between the old and new model.
Only when the deviance of the newer model was significantly lower
than the deviance of the older model, we checked the direction and size
of the individual and contextual effects.

Following Hox (2002) and Heck, Thomas, and Tabata (2010), a
cross-classified model of variance components between languages,
between countries, and within a language and country together, can be
modelled as follows:

Yy = XigunBo i) T Eigie

where Y; ;) is the proficiency of learner i within the cross-classification
of languages j and countries k; 5, (jx) is the intercept (overall mean
proficiency) of learners for language j in a country k; the residual &;(;y
is the deviation of learner ijk’s proficiency from the language j in
country k mean. The parentheses indicate that classifications are
grouped together at the same level. The model assumes equal variance
at the learner level, but still allows predictors to cross-level interact with
fixed or random effects at the contextual level 2. Furthermore, the
model assumes that proficiency varies independently across languages
and countries.
The level 2 null model is:

Bo (jiky = Yoo + Ugj + Vok
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where v, is the grand mean proficiency of all learners; u,; is the
residual error for language j (the contribution of language j averaged
over all countries), and v, is the residual error for country k (the
contribution of country k averaged over all languages).

The application of this null model to the speaking proficiency
scores results in three variance components, one for each random effect
and one for residual variance. The proportion of variance that is due to
differences between languages and countries can be estimated with a
measure of the dependency between individual learners, called the
intra-class correlation. The between language differences can be
estimated by:

2
Glanguage

2 2 2
Ojanguage T Ocountry 1 0¢

where the squared sigmas represent the variance components. The
measure indicates that 10.6% of the variation in proficiency scores is
across languages and 14.2% is across countries. Summing these up
(Goldstein, 2011), we observe that 24.8% of the total variance can be
attributed to country and language as characteristics of groups of
learners. Accordingly, the remaining variance at the individual level
was estimated at 75.2% of the total variance in proficiency scores (these
percentages are underlined in Table 2).

In the next section, we will try to explain the reported variance
between languages (10.6%). For this purpose, we add fixed level 1 and
level 2 explanatory variables to the cross-classified design of languages
by countries. The null-model coefficient S, ;x) gradually becomes a
vector of fixed part coefficients by the addition of more variables to the
variable design matrix X; (jxy. Adding one predictor results in:

XiGiB = Bo + B1X1i¢jk) + Uoj + Vok
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where £ x1;(jx) is the fixed slope defined by a parameter estimate of a
predictor variable.

Results

In this section, we specify the characteristics of the cross-
classified multilevel models that we constructed with learner data cross-
classified across home countries and mother tongues. The results show
that learner and contextual determinants explain part of the variance in
speaking proficiency levels within and between groups.® First, we
report measures of fit resulting from the addition of a number of fixed
predictors to the null model. Second, we report how level 1 and level 2
fixed predictors interact. Third, we compute predicted scores based on
fitted parameters and compute the correlation of observed scores with
predicted scores instead of raw linguistic distance measures. Fourth, we
compare parameter settings for G&A with parameter settings for ASJP.

Table 2 shows how the linguistic distance measures correlated
with observed speaking proficiency scores at the individual level, the
language level, and at the cross-classified level of language by country.
From this table it can already be inferred that speaking proficiency is
strongly related to linguistic distance.

3 We also tested a number of other contextual effects but these were non-
significant (ns) and were therefore excluded from the final model. These effects
were: writing system (ns), speaker population size (ns), number of learners in the
sample with the same country of birth (ns), and whether or not the country had
officially been in a continuous state of liberal democracy during the last 20 years
(ns). We also tested if scores differed before and after 2005 (ns). After 2005
immigrants were able to fulfil requirements for a residence permit by completing the
state exam instead of the usual lower level naturalization course. Before 2005 this
was not allowed. Furthermore, we tested the effect of gross domestic product per
capita using data from the CIA (2011). Although this effect was significant
(p<.001), we excluded it from our final analyses in favour of a simpler model.
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Table 2. Correlations of lexical distance measures and speaking
proficiency, at the cross-classified level of mother tongues and
countries of birth (Co x L1), at the country of birth level (Co), at the
mother tongue level (L1), or at the individual learner level (In). N gives
the number of cases at the level investigated.

G&A (L1) ASJP(L1) Schooling (Co) N

Speaking (Co x L1) -.49 -.49 .67 118
Speaking (L1) =77 -.66 35
Speaking (Co) .66 89
Speaking (In) -42 -40 32 33,066

Note. All correlations were significant at the .01 level or higher (2-
tailed)

Estimated Models

Adding individual determinants resulted in a baseline model
that explained part of the variance observed in the null model, as can be
seen in Table 3. Adding gender, age of arrival, length of residence,
years of full-time education, and command of an additional language
reduced the unexplained variance observed in the null model by 4.3%
at the individual level, 3.1% between language variance, and 9.8%
between country variance. The deviance measure indicated that the
model for speaking fitted better to the data than the null model (a
decrease of 1,435.5 in the deviance score, with five parameters added).

Adding contextual determinants resulted in a model that
explained most of the remaining contextual variance observed in the
baseline model. With respect to country level characteristics, most
variance was explained using the World Bank measures of gross
secondary school enrolment. The C Model (Country Model) fitted
better to the data than the Baseline Model (the —2 log likelihood ratio
decreased with 54.5 points against one degree of freedom).

After addition of language level characteristics to the country
model, we observed significant effects for both measures of linguistic
distance. Models at this step contain country (C) and mother tongue
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characteristics (C+T Models). Both C+T models fitted better to the data
than the C Model, see Table 3, because -2log-likelihood ratios
decreased with 17.6 (ASJP) points and 26.6 (G&A). Both reductions
are significant against 1 degree of freedom (p<0.05%). Because the
resulting -2loglikelihood is lower for G&A, we conclude that the G&A
model fits better to the data (the critical value for a significant
difference is 3.84). The percentage of explained between-language
variance rose from 25.3% to0 63.7% (ASJP) and to 75.1% (G&A). These
differences in explained variance indicated that the G&A based model
leaves less variance in the data unexplained.*

A multilevel model can allow for the effect of a learner
characteristic to vary randomly across languages and countries.
Because we are interested in establishing a robust analysis of between-
language variation, it is informative to assess whether learner
characteristics interact with contextual level characteristics. In this case,
we derived from our hypothesis that linguistic distance may enhance
the negative effects of age of arrival and length of residence. Hence, we
allowed these individual characteristics to interact in a fixed way with
the contextual effect of linguistic distance.

We also tested robustness by incorporating a fixed interaction
effect between schooling quality and education length, as it is likely that
a lower education quality lowers the positive effect of a longer
education.

With the addition of these three interactions to the model, we
observed a strong overall improvement of model fit. The intercept
estimates remained largely the same while the deviance from the data

4 Adding G&A language level predictors without country level predictors
resulted in R2 measures of 13.8% (country level), 66.9% (language level), and 4.3%
(learner level), implying that language characteristics, and not characteristics of
countries, actually explain most of the between-language variance. The predicted
scores correlated with .82 (p<.01) at the language level, and with .48 (p<.01) at the
individual level. Adding ASJP language level predictors without adding country
level predictors resulted in R2 measures of 11.7% (country level), 48.8 (language
level), and 4.3% (individual level). The predicted scores correlated with .73 (p<.01)
at the language level, and with .45 (p<.01) at the individual level.
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decreased substantially, indicating that the model fitted better to the
data with the addition of interaction variables. The models with
interaction effects (C+T+1*C/T Models) both fitted significantly better
than the C+T Models. The -2loglikelihood decreased with 505.5 (ASJP)
and 452.0 (G&A) points against three degrees of freedom. The
explained variance only increased marginally between models with and
without interaction effects (1.7% for ASJP and .1% for G&A). The
interactions of linguistic distance with length of residence and age of
arrival were both significant. Adding these interactions to the model
shifted the effects of linguistic distance and age of arrival (in the case
of G&A\) to non-significant. The third interaction between educational
quality and years of education was significant in both models. In all, we
found that all three learner characteristics significantly interact with
contextual characteristics. With respect to education, a longer education
generally has less of an effect as educational quality is lower. The
interaction might be a kind of effectiveness measure of received
education. With respect to age of arrival and length of residence, being
older at arrival and residing for a longer period generally influence
second language learning more negatively as linguistic distance is
greater. These interactions might imply that coping with a greater
distance is more difficult at a later age due to decline of cognitive
functions, and when being longer but less intensively exposed.
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Fixed Predicted Scores

The discussion of the variance components suggested that most
of the variance across mother tongues could be explained by the fixed
effect parameters we fitted to the data. The remaining variance across
mother tongues suggests that the model’s fixed predicted scores do not
completely overlap with observed scores. Here, we inspect this overlap
at the level of the mother tongue. The fixed predicted scores can be
inferred using the fixed effect parameter estimates. The fixed predicted
scores are essentially regression means over the remaining random
variance in the model, represented by the variables and their parameters
only. These scores can be averaged over languages to inspect predicted
differences across mother tongues and assess if they overlap with
observed differences.

Mean observed scores and fixed predicted scores are shown in
Figure 2 for both ASJP (left) and G&A (right). A linear regression line
represents the linearity of the model predictions, which we applied for
all parameter estimations. The model predictions show in detail how
every single unit deviates from the linear regression line, enabling
quantitative comparison between models and predictions. The points
deviate from the linear fitted line in comparable ways between both
models. For example, speakers of Kurdish seem to score far under their
predicted score in both models. Speakers of German performed even
better than inferred from their favourable parameter settings.

A closer look at both panels also reveals a number of differences
between the two different models. We consider a number of differences
between both models, and judge the correctness of their claims
according to the distance of the prediction to the linear model and the
distance with each other. In Table 4, we show the ten languages on
which both models disagree the most (model difference). In Figure 2,
model difference is represented as the difference in position on the x
axis for a language. For example, Albanian has the highest difference
on the x axis. The other column in Table 4 shows which of the models
Is more accurate in terms of observed proficiency scores (difference in
fit). For example, G&A found a better fit for Albanian of 2.77 points
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because the ASJP based estimation was 5.94 too high, whereas the
G&A bases estimation was 3.17 too low. For Afrikaans, the observed
score did not provide much evidence for either the one or the other
prediction as both models deviate about equally in different directions
from the observed score. Summing up all the differences in fit, the G&A
model fitted 14.36 points better than the ASJP predictions (average per
language of .41). The differences spread about equally across linguistic

subgroups.

Table 4. The 10 most different predictions between the ASJP and G&A
models. Positive values indicate difference in fit in favour of G&A,
negative values indicate difference in fit in favour of ASJP.

Language Difference infit Model

difference

Albanian 2.77
Afrikaans -0.81
Persian 5.12
Hindi -6.09
Danish 4,18
Singhalese 5.64
Swedish  5.15
Icelandic  -4.71
English -4.57

Latvian 3.82

9.11
7.53
6.86
6.09
5.92
5.64
5.15
4.71
4.57
3.82
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mean speaking proficiency

Multilevel Model for ASJP
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Figure 2. Language level fixed effect part estimates of the multilevel
interaction model for speaking proficiency. The first panel shows
estimates for ASJP measurements;
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Multilevel Model for G&A
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the second panel shows estimates for G&A measurements. Deviations
from the fitted line represent either a higher observed speaking
proficiency than predicted speaking proficiency or vice versa.
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Model Parameter Comparison

We can now take a closer look at both models and inspect their
specific parameter settings as depicted in Table 3. The predicted values
have shown us that the G&A model generally provides better estimates
than the ASJP model. An inspection of the model parameters can
provide additional information on the nature of these estimates. To do
so, we look at estimated effect sizes B, while keeping in mind that the
ASJP model explains about 11.5% less variance across mother tongues
than the G&A model (75.1 for G&A - 63.7 for ASJP).

G&A and ASJP models behaved differently in terms of their
level 1 intercept estimations. Adding interactions reduces this
difference to some extent. However, estimated intercept size is not very
meaningful for comparing models. In general, individual learner effect
estimations were already well established in the baseline model and did
not change much by the addition of level 2 predictors to the baseline
model. As in Van der Slik, 2010, we found an advantage for being
female over being male, arriving younger, having resided longer,
having full-time education for a longer period, and having command
over an additional language besides Dutch and the mother tongue.
Adding these predictors resulted in a model that can account for
confounding variables.

With respect to the level of the country of birth, no large
differences were found between the models tested. The interaction of
full-time education with educational quality was constant between the
ASJP and G&A models. In both models, the individual effect of full-
time education became non-significant with the addition of the
interaction effect. The proposed meaning of this interaction as a
measure of educational effectiveness seems to account for the effect of
years of full-time education.

With respect to the level of the mother tongue, linguistic
distance brought the unexplained between language variance to a
minimum. The different effect sizes of ASJP and G&A are difficult to
compare because both follow different scales. However, given that all
the other variables are identical across models, it is allowed to use the
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difference in variance components and therefore the percentages of
explained variance to indicate differences in fit to the data between the
two linguistic distance measures. As the percentage of explained
variance is higher for G&A’s measure of linguistic distance, we claim
that this measure behaves best in terms of fit to the data.

Altogether, the interaction models incorporated 13 parameters,
of which 11 were fixed and 2 were random. Educational quality
explained most of the variance across countries of birth. The linguistic
distance measures explained most of the variance across mother
tongues.

Discussion and Conclusion

We investigated the effects of two linguistic distance measures
on the variation in speaking proficiency scores across 30,066 learners,
having 35 different mother tongues, originating from 89 different
countries (resulting in 119 language by country subgroups). We fitted a
range of fixed learner level, country level, and language level effects
with either the G&A or ASJP linguistic distance measure to the
observed scores. Thereafter, we compared estimated model predictions
of mean scores by mother tongue against observed means by mother
tongue. In this section, we discuss how the multilevel model settings
relate to learning effects of linguistic distances in general. We look in
more detail at the levels that we analysed, and more specifically at
learning difficulty and linguistic distance.

We started the analysis by distinguishing variance components
on three levels in the null model. Intra-unit correlations indicated that
10.6% of the variation in scores varied across mother tongues, 14.2%
varied across countries, and 75.2% varied at the individual level. A
cross-classification analysis on the level of country and mother tongue
allowed us to distinguish these two effects and to separate the impact of
language on the basis of linguistic distances. The effect of distance from
the mother tongue to Dutch was consistently found in models with this
kind of structural hierarchy.
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The final multilevel models incorporated significant individual
learner effects (gender and additional language) and cross-level
interactions of age of arrival with linguistic distance, length of residence
with linguistic distance, and years of full-time education with
educational quality. The small decline in explained variance when
adding interaction effects (63.7 to 62.0 for ASJP, 75.1 to 75.0 for G&A)
shows that the interaction slopes explain slightly less variance of the
overall between-language variance. In general, the negative interaction
effects indicate that being younger and having resided for a shorter
period in the host country together results in higher proficiency scores,
while being older and having resided in the Netherlands longer results
in lower proficiency scores. One explanation of these interactions is that
the estimation procedure found a dependence of relatively small
distance with relatively young age in the special case of German
learners. Incentives, which may or may not be an important category of
predictors, might be relatively high in German learners because of a
substantial degree of university attendance that is present in this group.
However, the effect of linguistic distance keeps its robust and pivotal
place in explaining variance between mother tongues across models
regardless of the interaction effects that we fitted to the data.

A significant percentage of variance in speaking proficiency
scores could be ascribed to differences in mother tongues (10.6% of the
total variance across learners). The lowest observed mean for a mother
tongue was observed for Nepali (491.9 points) and the highest one for
German (555.8 points), resulting in a difference of 63.9 points on the
scoring scale (see Figure 2). Because linguistic distance explained most
of this variance component between languages, we conclude that
linguistic distance nicely predicts general difficulty of learning Dutch
as a second language. More specifically, we conclude that learning
difficulty gradually increases with a higher linguistic distance. We
expect that a deeper understanding of the differences between
languages requires a more detailed model of linguistic effects (e.g., by
including other linguistic distance measures), and a more complete
model of learner effects (e.g., by including linguistic distances of
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additional L2s, acquired before arriving in the Netherlands). Given that
addition of cross-level interactions to the model explained more learner
level variance than language level variance, we expect that further
modeling of cross-level effects will enhance the model’s performance
at the learner level, leaving the explained variance between languages
more or less intact. The cross-level interaction effect between age of
arrival and linguistic distance did not add to the degree of explained
variance between languages while it explained a substantial amount of
variance between learners within languages.

We have seen that both an automatic and an expert-based
linguistic distance measure are appropriate instruments to explain most
of the empirically observed between-language variation across learners.
The predicted scores were in favour of the G&A distances (better
average fit of .41 points per language and a difference in explained
variance of more than 10%) than the ASJP distances. Given the
differences between the two measures described earlier, this finding
suggests that distances from Germanic to Dutch are relatively small and
distances from Germanic to other Indo-European languages are
relatively great if they are used for explaining the linguistic distance
effect in SLA. However, in terms of proficiency scores, both the mean
observed and mean predicted proficiency scores develop more
gradually than both measures of linguistic distance do. We hope to
investigate the role of linguistic distance further by turning the model
around. Can we predict the optimized distances from a reversed model?
Such a reversed measure may inform us whether empirically
determined linguistic distances are distributed differently from
phylogenetically determined linguistic distances. Interesting testing
cases are, in many respects, the non-Indo-European languages in our
database.

We conclude that linguistic distance measures are impressive
predictors for explaining average differences in L2 speaking
proficiency scores between Indo-European mother tongues (63.7% for
ASJP and 75.1% for G&A). This outcome is remarkably robust against
more complex models. The correlation between the mean scores of
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learners of Dutch as an L2 with the distance from their mother tongue
to Dutch starts at .66 for ASJP and .77 for G&A. No other variables
were included in the computation of these correlations, but these raw
correlations support the idea that linguistic distance and L2 learning are
related. Incorporating other effects, both on the country level and the
learner level, raised the correlations substantially: to .84 for AJSP and
.87 for G&A (see Table 3). These high correlations provide convincing
evidence that linguistic distance is an important factor in SLA. Addition
of cross-level interaction effects led to an improvement of fit while the
effect size and relative ordering of linguistic differences remained
consistent.
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Chapter 3
Learning Complex Features: A Morphological Account of L2

Learnability
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Abstract

Certain first languages (L1) seem to impede the acquisition of a specific
L2 more than other L1s do. This study investigates to what extent
different L1s have an impact on the proficiency levels attained in L2
Dutch (Dutch L2 learnability). Our hypothesis is that the varying effects
across the L1s are explainable by morphological similarity patterns
between the L1s and L2 Dutch. Correlational analyses on typologically
defined morphological differences between 49 L1s and L2 Dutch show
that L2 learnability co-varies systematically with similarities in
morphological features. We investigate a set of 28 morphological
features, looking both at individual features and the total set of features.
We then divide the differences in features into a class of increasing and
a class of decreasing morphological complexity. It turns out that
observed Dutch L2 proficiency correlates more strongly with features
based on increasing morphological complexity (r =-.67, p <.0001) than
with features based on decreasing morphological complexity (r = -.45,
p < .005). Degree of similarity matters (r = -.77, p < .0001), but
increasing complexity seems to be the decisive property in establishing
L2 learnability. Our findings may offer a better understanding of L2
learnability and of the different proficiency levels of L2 speakers. L2
learnability and L2 proficiency co-vary in terms of the morphological
make-up of the mother tongue and the second language to be learned.

Morphological complexity, WALS, adult language learning, L2
learnability, speaking proficiency
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Learning Complex Features: A Morphological Account of L2
Learnability

Introduction

Children seem to learn languages easily, in a natural way, unlike adults,
who often struggle when learning to understand a second language and
express themselves in it. Their struggle can often be noticed in their use
of L2 morphology, as inflected forms are often missing or incorrect (for
L2 Dutch, see (Oldenkamp, 2013). Previous research on L2 learning
impediments has taken different perspectives on L1-L2 linguistic
differences, for example by means of (1) contrastive analysis (Lado,
1957; Odlin, 1989; Towell & Hawkins, 1994; Weinreich, 1963), (2)
linguistic distance (Chiswick & Miller, 2005; Van der Slik, 2010), and
(3) morphological complexity (Dahl, 2004; Lupyan & Dale, 2010;
McWhorter, 2007; Nettle, 2012).

The notion of morphological complexity is relevant for
explaining patterns of variation in the morphological make-up of
languages. Language contact has a direct impact on morphological
complexity, in particular in combination with mechanisms of adult
language learning. Correlational evidence obtained from typological
data (Lupyan & Dale, 2010; Nettle, 2012) indicates a decrease in
morphological complexity of languages when the number of L2
learners increases. These studies confirm on a larger scale what is
observed in smaller scale acquisition studies (Ionin & Wexler, 2002;
Lardiere, 1998): adult learners have persistent problems in L2
acquisition, especially in acquiring L2 morphosyntax.

If complexity is so essential, it is tempting to conclude that some
languages are easier to learn for adults than others are. Trudgill (1983,
2011) points to (Dauenhauer & Dauenhauer, 1998), who investigated
reversing language shift in Tlingit, Haida, and Tsimshian. They
conclude “the languages of Southeast Alaska are intrinsically more
difficult to learn than Maori or Hawaiian because of their more complex
grammars and phonologies.” Variation between languages in their
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morphological make-up and complexity has a strong influence on how
these languages are transmitted in language contact scenarios
(Andersen, 1988; Braunmiiller, 1990; Dahl, 2004; Kusters, 2003). The
consequences are, as Trudgill argues, that the ‘easier’ languages are
highly analytical (less complex morphology, more lexical means), often
because they have experienced more contact. Language complexity is
linked to adult L2 learning difficulty, although the precise mechanisms
involved are far from clear. As Trudgill (2011: 41) notes, “Dahl (2004:
39) prefers to suppose that complexity and L2 difficulty are not actually
identical but simply ‘related.’”

The main aim of the present study is to investigate whether data
regarding adult L2 learning, in particular L2 Dutch, reveal effects of
morphological distance (differences) and complexity. We have shown
earlier that the lexical distance between L2 Dutch and the L1s of L2
learners is systematically correlated with L2 Dutch proficiency
(Schepens, Van der Slik, & Van Hout, 2013b). Secondly, we want to
investigate the additional value of morphological L1-L2 distance
measures compared to the impact of lexical L1-L2 distance we found
earlier. We hypothesize that differences in morphological make-up in
general and differences in morphological complexity in particular
account for the L2 learnability of Dutch. More specifically, we expect
that L2 learnability is lower when the L1 is morphologically less
complex as compared to the L2.

The notion of L2 learnability may help to shed more light on the
likelihood of L1-dependent biases in learning L2 linguistic features.
Typologically relevant linguistic features for many languages can be
found in the online World Atlas of Language Structures (henceforth
WALS) database (Dryer & Haspelmath, 2011). Lupyan and Dale
(2010) used the WALS data to define a set of 29 morphological features
on which they based their correlational study on language structure and
population sizes. They ordered the variants of those features (i.e., the
feature values) on a complexity scale. We employ the morphological
set of features they extracted from the WALS database, also making use
of the complexity scales they defined. We systematically compare the
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Dutch variants of the morphological features with the variants in the
L1s. For every feature in the L1 involved, we check if its variant is
morphologically identical, more complex, or less complex as compared
to Dutch.

Thus far, there are no large-scale correlational studies of L2
learnability bias in adult L2 learning that encompass the structure of
L1s. The correlational study of Lupyan and Dale (2010) implicitly
assumes that all L1s are equally responsible for effects of population
size on morphological complexity. A strong point of the present study
is that we relate L2 proficiency scores to the structural features of the
L1s of learners of L2 Dutch. The concept of L1-dependent L2
learnability can thus shed more light on the likelihood of L1-dependent
biases in the L2 learnability of linguistic features.

To determine L2 proficiency levels in Dutch for learners who
speak a typologically wide variety of L1s, we use speaking proficiency
scores of Dutch as an L2 for speakers of 73 different L1s. The database
allows for evaluation of morphological distance and complexity by
means of a statistical analysis of more than 50,000 L2 proficiency
scores.

In the following section, we define morphological complexity
and provide an overview of current evidence for the relationship
between morphological complexity and adult language learning. In the
methods and results sections, we describe the development and testing
of the impact of morphological distance and morphological complexity.
We test the benefit of morphological distance in relation to lexical
distance between Dutch and the L1s involved. In the final section, we
discuss our findings and present directions for further study.

Background
When a set of morphological features is available for a set of

languages, distances in terms of differences can be counted in a
straightforward way by establishing whether the languages in question
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have the same feature value or not. Making comparisons in terms of
morphological complexity is more difficult, however.

Morphological complexity can be defined as the extent to which
a language makes use of modifications of words (Nettle, 2012). This
definition is in accordance with the notion of structural complexity of
linguistic expressions (Dahl, 2004), and fits information theory in terms
of compressibility (Juola, 1998; Lupyan & Dale, 2010). It is also in
accordance with the notion of complexity in terms of L2 acquisition
difficulty (Kortmann & Szmrecsanyi, 2012; Kusters, 2003, p. 6).
Complexity reflects the investment needed for an adult L2 learner to
acquire another language. It quantifies languages with more inflectional
morphology as more complex relative to more isolating languages,
based on the assumption that morphology is harder to acquire in an L2
than in an L1.

WALS provides data in terms of feature values across languages
with varying degrees of inflectional morphology. Consider
person/number marking on the verb, for example. Many languages
mark person and number of the subject on the verb; however, in
languages of Southeast Asia this is quite uncommon, as can be seen in
Figure 1. WALS contains at least 29 morphological features whose
values range from less complex lexical variants to more complex
inflectional devices (Lupyan & Dale, 2010). An overall degree of
morphological complexity can be obtained by pairwise comparisons of
the morphological complexity of feature values. Using the lexical-
inflectional rank orders given in Table 1 of Lupyan and Dale (2010) as
scales, languages can be compared and evaluated in terms of their
morphological complexity.
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Figure 1: Verbal person marking (100): neutral (violet and red) versus
non-neutral alignment (yellow and orange). Verbal subject marking for
person and number (feature 29): none (violet and orange) versus other
than none (yellow and red) (Dryer and Haspelmath, 2011)

This approach to morphological complexity challenges the traditional
view that structural complexity is distributed uniformly across
languages (Hockett, 1958, p. 180). It allows for cultural-evolutionary
mechanisms that affect the development of complexity (Sampson, Gil,
& Trudgill, 2009). There is, in fact, recent evidence for the existence of
cultural-evolutionary mechanisms in language structure (Evans &
Levinson, 2009). For example, differences in language structure may
be due to differences in genetic bias (Dediu & Ladd, 2007; Hunley et
al., 2008) and population size (Wichmann & Holman, 2009; Wichmann,
Stauffer, Schulze, & Holman, 2008). Thanks to, in all likelihood, the
better availability of typological databases such as WALS, researchers
are beginning to quantify structures cross-linguistically on a large scale.

Table 1 highlights the distinctions between morphologically
less and more complex dimensions of language according to the
linguistic niche hypothesis of Lupyan and Dale (2010). These authors
hypothesize that the differences in social structure between esoteric and
exoteric niches affect language structure. Languages with a relatively
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high number of L2 learners, as found in the exoteric niche, are more
likely to use lexical means of expression. In contrast, languages spoken
in the esoteric niche are supposedly more complex morphologically, as
they adapt to an L1-facilitative structure.

Table 1. Dimensions in which morphologically more and less complex
languages are assumed to differ.

Dimension Morphologically less  Morphologically more
complex complex
Restrictedness Ambiguous Overspecified
Linguistic Lexical / word order Inflectional /
Strategy conjugational
Learning Selection (facilitates Redundancy
Mechanism L2) (facilitates L1)
Linguistic Type  Isolating Synthetic
Cultural Type Exoteric Esoteric
Population High, many adult Low, many child
learners learners

This observed negative relationship between population size
and the degree of morphological complexity is in accordance with
research from multiple disciplines. Studies in historical linguistics show
that within many language families, morphological inflection has been
lost because of changes in community structure (Kortmann &
Szmrecsanyi, 2012; Kusters, 2003; McWhorter, 2002, 2007, 2011;
Miestamo, Sinnemaki, & Karlsson, 2008; Trudgill, 2001, 2002, 2011).
Breaking down population size into specific L1/L2 community size
estimates confirms the importance of the number of L2 learners
compared to the whole population size (Bentz & Winter, 2013).
Psycholinguistic studies and studies in language acquisition have come
up with abundant evidence of learning differences between children and
adults (Blom, Polissenska, & Weerman, 2006; Flege, Yeni-Komshian,
& Liu, 1999; Johnson & Newport, 1989; McDonald, 2000; Prévost &
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White, 2000). In addition, artificial language learning studies have
uncovered a weaker bias for regularization in adult language learners as
compared to child language learners (Smith & Wonnacott, 2010).

Mandarin Chinese L2 Dutch further illustrates L2 learnability
differences with respect to the expression of verbal inflection. Since no
verbal inflection exists in Mandarin, one would expect these learners to
prefer short verb forms corresponding to the stem of a verb. Oldenkamp
(2013: 53) showed that Mandarin Chinese L2 learners of Dutch use
verbal inflections less than Moroccan Arabic L2 learners of Dutch
(whose native language does have verbal inflection). Hence, the
realization of inflection in the L2 may depend on the degree of
inflection in the L1.

In Chapter 2, we showed that state exam data can be used
successfully to compare how well lexical measures of linguistic
distance explain differences in proficiency in L2 Dutch. Two different
lexical measures of linguistic distance between the L1 and L2 were
tested for their explanatory value of L1 variance in L2 proficiency
scores (Gray & Atkinson, 2003; Holman et al., 2008). It was concluded
that the effect of the L1 for learning L2 Dutch is a distance effect, as
the linguistic distance between the L1 and L2 explained differences in
L2 proficiency to a large extent (75.1%). This success raises the
question whether morphology can explain the L1 variance in L2
proficiency levels even better. Does it have additional value?

Our first hypothesis is based on the observation that differences
in morphological distance and complexity across L1s exist, and the
premise that the more inflectional morphology an adult language
learner needs to acquire, the lower L2 learnability is. Morphological
distance is a result of either more or less morphology between an L1
and an L2. As a baseline, we expect that a higher distance between the
L1 and the L2 relates to lower L2 learnability, but that such a distance
effect can be explained better in terms of complexity.

More specifically, we expect that the impact of morphology on
L2 learnability is consistently present across families despite family-
specific biases in the morphological make-up of languages. Recent
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studies show how some features are more stable than others (Dediu &
Levinson, 2012) and how feature distributions depend on lineage-
specific trends (Dunn et al., 2011); see for an overview Wichmann (In
press). We therefore expect the impact of morphological differences to
vary depending on the lineage in which the features evolved. Although
we assume that an L2 learnability bias itself is not lineage-specific, a
family bias is likely to affect its impact and could potentially conceal
effects of morphological differences on L2 learnability.

Furthermore, measures of morphological distance or
complexity may explain why a strong effect of lexical distance on L2
learnability can be observed across Indo-European languages. We
hypothesize that morphological differences explain differences in L2
proficiency scores better than current measures of lexical distance.

Methods and Data

Proficiency Scores of L2 Dutch

A unique database is available in the Netherlands, consisting of
L2 proficiency scores for the state exam Dutch as a Second Language
for more than 50,000 participants. The exams are administered by the
official Board of Examinations in the Netherlands, and developed by a
large test battery constructor (Central Institute for Test Development;
Cito) and the independent Bureau of Intercultural Evaluation. The exam
is tailored to higher education; passing it is a requirement for
individuals wanting to obtain admission to certain Dutch educational
programs. The full exam consists of speaking, writing, listening, and
reading tasks, for which proficiency scores are available for most
participants. The speaking part of the exam comprises 14 tasks that are
similar to one another, in which participants are required to provide
information, give instructions, etc., and has to be completed in 30
minutes. Two independent examiners evaluate the spoken language on
both content and correctness according to a formal protocol. The pass
level is upper-intermediate, comparable to the B2 level of the Common



71 | Chapter 3

European Framework of Reference for Languages: Learning, Teaching,
Assessment (Council of Europe, 2001).

Using the results of speaking exams for L1s for which at least
20 L2 proficiency scores were available, it is possible to compare 73
languages (L1s) with Dutch (L2). Following WALS (Dryer and
Haspelmath, 2011), the 73 L1s come from 35 different genera which
belong to 14 language families. Of these 73 languages, 39 are Indo-
European and 34 are non-Indo-European. In the latter group, we have
eight Niger-Congo languages, six Afro-Asiatic, four Austronesian,
three Altaic, three Uralic, two Dravidian, and two Creole languages
(Haitian and Papiamentu), as well as one Kartvelian (Georgian), one
Austro-Asiatic (Vietnamese), one Sino-Tibetan (Chinese), and one Tai-
Kadai (Thai) language, and, finally, Japanese and Korean.

The L2 proficiency scores were annotated with control variables
taken from questionnaire information on gender, educational level,
length of residence, age at arrival in the Netherlands, and additional
language background(s). Enrollment levels in higher education in the
country of origin (UNESCO, 2011) were included as well. We
calculated adjusted proficiency scores for each L1 language. Adjusted
proficiency is the by-L1 adjustment (BLUP) as taken from a multilevel
model with the control variables as fixed effects and random effects for
the L1 (mother tongue), L2 (additional language acquired before
learning L2 Dutch), L1-L2 combinations, and countries (Schepens, Van
der Slik, & Van Hout, submitted). The adjusted proficiency measures
were extracted with the function ranef from the R (R Core Team, 2013)
Ime4 package (D. Bates, Maechler, & Bolker, 2011). The distribution
of the adjusted proficiency scores for the 73 L1s is visualized in Figure
2, where zero indicates the average adjusted proficiency score across
L1s. Figures 3 and 4 provide an overview of the L1-specific L2 Dutch
adjusted speaking proficiency scores for non-Indo-European and Indo-
European L1s, respectively. The proficiency scores are generally higher
for Indo-European languages (Figure 4); some exceptions are the Uralic
languages, which score higher than many Indo-European languages,
and Singhalese, an Indo-European language, whose score is among the
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lowest overall. In the present study, the adjusted proficiency scores are
used as the dependent variable.

Frequency
4
|

| | | | |
-40 -20 0 20 40

Adjusted Proficiency with 6=13.6

Figure 2. The distribution of adjusted proficiencies exhibits positive
skew.
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Albanian
Armenian
Lithuanian
Latvian
Swedish
Norwegian
Icelandic
German
English
Danish
Afrikaans
Greek
Urdu
Singhalese
Panjabi
Nepali
Hindi
Bengali
Persian
Kurdish
Pashto
Spanish
Romansch
Romanian
Portugese
Italian
French
Catalan
Ukranian
Slovenian
Slovak
Serbian
Russian
Polish
Czech
Croatian
Byelorussian
Bulgarian
Bosnian

& Adjusted
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Figure 3. The distribution of adjusted proficiency among the 33 non-
Indo-European languages from the 13 non-Indo-European families
included in our study. Adjusted proficiency is displayed here relative to
that of Estonian, which displayed the highest level of adjusted
proficiency (17.55) among non-Indo-European languages.
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Uralic Finnish

Uralic Estonian

Uralic Hungarian
Tai-Kadai Thai
Sino-Tibetan Chinese
Niger-Congo Wolof
Niger-Congo Kinyarwanda
Niger-Congo Swahili
Niger-Congo Yoruba
Niger-Congo Igbo
Niger-Congo Ewé
Niger-Congo Rundi
Niger-Congo Fulani
Korean Korean
Kartvelian Georgian
Japanese Japanese
Dravidian Tamil
Dravidian Malayalam
Creole Papiamentu
Creole Haitian
Austronesian Javanese
Austronesian Malay
Austronesian Indonesian
Austronesian Tagalog
Austro-Asiatic Viethamese
Altaic Mongolian
Altaic Turkish

Altaic Azerbaijani
Afro-Asiatic Tamazight
Afro-Asiatic Somali
Afro-Asiatic Tigrigna
Afro-Asiatic Hebrew
Afro-Asiatic Arabic

| Afro-Asiatic Amharic

& Adjusted Proficiency
o
8
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Figure 4. The distribution of adjusted proficiency among the 39 Indo-
European languages included in our study. Adjusted proficiency is
displayed relative to that of German, which displayed the highest level
of adjusted proficiency (33.54) among Indo-European languages.
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Morphological Feature Values

Typological features are structural properties of language that
represent dimensions of cross-linguistic diversity (Dryer & Haspelmath,
2011). A subset of 29 morphology-specific feature values was extracted
from WALS by Lupyan and Dale (2010; note that feature number 26 in
their ordering involves two WALS features). These 29 features cover a
broad range of morphological dimensions (e.g., agreement, verb
inflection, articles) and feature markings (e.g., no plurality vs.
obligatory plurality). For our study, we first retrieved all the available
feature values from WALS for all the 74 languages in our set (73 L1s
plus Dutch). This resulted in a set of 1123 values, excluding all the
missing feature values. We filled in six missing feature values for Dutch
on the basis of the information provided by the ANS (Algemene
Nederlandse Spraakkunst = “Dutch General Syntax”; Haeserijn,
Romijn, Geerts, de Rooij, & Van den Toorn, 1997).

All feature values of all the languages included were
transformed into three measures in comparing Dutch and the 73 L1s:
similarity, increasing complexity, and decreasing complexity.
Similarity is 1 for an identical value of a feature and O for any other
value. Increasing complexity is based on the observed patterns reported
in Table 1 of Lupyan and Dale (2010). The measure distinguishes
between languages that are less complex than Dutch for a specific
feature versus languages that are equally or more complex than Dutch
is. The score of 1 indicates that a value in a specific L1 is either equal
to Dutch or higher in the complexity ordering, the value of 0 indicates
that a value of a specific L1 is lower in the complexity ordering than
Dutch. The third transformation defines decreasing complexity from
the perspective of the L1s, distinguishing between an equal or lower L1
complexity (coded as 1) versus a higher L1 level of complexity (coded
as 0). In all three measures, the 1 is used to indicate equal and the 0 to
indicate a difference. It is possible to compare the correlations between
adjusted proficiency and each of the three measures in order to test
which measure best explains variance in proficiency scores.
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Lupyan and Dale (2010) report one feature patter