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Abstract

In this thesis, we solve several optimal control problems constrained by linear as well as nonlinear stochastic partial differential equations by a stochastic maximum principle. We provide some basic concepts from functional analysis and a stochastic calculus to obtain existence and uniqueness results of mild solutions to these equations. For the linear case, we consider two specific examples, where we involve nonhomogeneous boundary conditions using the theory of fractional powers of closed operators. First, we treat the stochastic heat equation with nonhomogeneous Neumann boundary conditions, where controls and additive noise terms appear inside the domain as well as on the boundary. Here, the control problem is described by tracking a desired state at the terminal point of time leading to a convex optimization problem. Using a stochastic maximum principle, we state necessary and sufficient optimality conditions, which we utilize to design explicit formulas for the optimal controls. By a reformulation of these formulas, we finally obtain a feedback law of the optimal controls. Next, we consider the stochastic Stokes equations with nonhomogeneous Dirichlet boundary conditions, where we include a linear multiplicative noise term. Here, the control problem is defined by tracking a desired state through the whole time interval leading to a convex optimization problem. Again, we state necessary and sufficient optimality conditions the optimal controls have to satisfy. The design of these optimal controls is mainly based on a duality principle giving relations between the mild solutions of forward equations and a backward equation. Here, the forward equations are given by the partial Gâteaux derivatives of the stochastic Stokes equations with respect to the controls and the backward equation is characterized by the adjoint equation. To derive this duality principle, an approximation of the mild solutions by strong solutions is required, which we obtain using the resolvent operator. This provides formulas for the optimal controls based on the adjoint equation. As a consequence, it remains to solve a system of coupled forward and backward stochastic partial differential equations. For the nonlinear case, we study the stochastic Navier-Stokes equations with homogeneous Dirichlet boundary conditions, where we include a linear multiplicative noise term. Here, the theory of fractional powers of closed operators gives a treatment of the convection term arising in these equations. In general, it is not possible to define a solution over an arbitrary time interval. We overcome this problem using a local mild solution well defined up to a certain stopping time. Hence, the cost functional related to the control problem has to incorporate this stopping time leading to a nonconvex optimization problem. Thus, a stochastic maximum principle provides only a necessary optimality condition. However, we still design the optimal control based on the adjoint equation using a duality principle. Again, it remains to solve a system of coupled forward and backward stochastic partial differential equations. Furthermore, we show that the optimal control satisfies a sufficient optimality condition based on the second order Fréchet derivative of the cost functional.
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## Notation

### General

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathbb{N} )</td>
<td>natural numbers {1, 2, ...}</td>
</tr>
<tr>
<td>( \mathbb{Z}, \mathbb{Z}^+ )</td>
<td>integers, nonnegative integers</td>
</tr>
<tr>
<td>( \mathbb{R}, \mathbb{R}^+, \mathbb{R}^+_0 )</td>
<td>real numbers, nonnegative real numbers, positive real numbers</td>
</tr>
<tr>
<td>( \mathbb{R}^{n \times m} )</td>
<td>real matrices with ( n ) rows and ( m ) columns</td>
</tr>
<tr>
<td>( \mathbb{C} )</td>
<td>complex numbers</td>
</tr>
<tr>
<td>( B(\mathcal{X}) )</td>
<td>Borel ( \sigma )-field of a Banach space ( \mathcal{X} )</td>
</tr>
<tr>
<td>( D )</td>
<td>bounded domain in ( \mathbb{R}^n ), i.e. an open and bounded subset of ( \mathbb{R}^n )</td>
</tr>
<tr>
<td>( \partial D )</td>
<td>boundary of ( D )</td>
</tr>
<tr>
<td>( \text{Im} , ! z )</td>
<td>imaginary part of ( z \in \mathbb{C} )</td>
</tr>
<tr>
<td>( \overline{M} )</td>
<td>closure of a set ( M )</td>
</tr>
<tr>
<td>( M_1 \cap M_2 )</td>
<td>intersection of sets ( M_1 ) and ( M_2 )</td>
</tr>
<tr>
<td>( M_1 \cup M_2 )</td>
<td>union of sets ( M_1 ) and ( M_2 )</td>
</tr>
<tr>
<td>( \bigcup_{n=1}^{\infty} ! M_n )</td>
<td>union of a sequence of sets ( (M_n)_{n \in \mathbb{N}} )</td>
</tr>
<tr>
<td>( M_1 \setminus M_2 )</td>
<td>relative complement of a set ( M_2 ) in a set ( M_1 )</td>
</tr>
<tr>
<td>( \text{Re} , ! z )</td>
<td>real part of ( z \in \mathbb{C} )</td>
</tr>
<tr>
<td>( s \wedge t, s \vee t )</td>
<td>( \min{s, t} ), ( \max{s, t} ) with ( s, t \in \mathbb{R} )</td>
</tr>
<tr>
<td>([t_0, t_1])</td>
<td>closed interval from ( t_0 \in \mathbb{R}^+ ) to ( t_1 \in \mathbb{R}^+ ) with ( t_0 \leq t_1 )</td>
</tr>
<tr>
<td>((t_0, t_1], [t_0, t_1))</td>
<td>half-closed interval from ( t_0 \in \mathbb{R}^+ ) to ( t_1 \in \mathbb{R}^+ ) with ( t_0 &lt; t_1 )</td>
</tr>
<tr>
<td>( \mathcal{X}^n )</td>
<td>( n )-dimensional vector space of a Banach space ( \mathcal{X} )</td>
</tr>
<tr>
<td>( \emptyset )</td>
<td>empty set</td>
</tr>
</tbody>
</table>

### Operators and Functions

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A^* )</td>
<td>adjoint of an operator ( A )</td>
</tr>
<tr>
<td>( A^\alpha )</td>
<td>fractional power of an operator ( A ) with ( \alpha \in \mathbb{R} )</td>
</tr>
<tr>
<td>( D(A) )</td>
<td>domain of an operator ( A )</td>
</tr>
<tr>
<td>( \text{det}(A) )</td>
<td>determinant of a matrix ( A )</td>
</tr>
<tr>
<td>( \text{div} )</td>
<td>divergence of a vector field</td>
</tr>
<tr>
<td>( R(\lambda; A) )</td>
<td>resolvent operator of an operator ( A ) with ( \lambda \in \rho(A) )</td>
</tr>
<tr>
<td>( R(\lambda) )</td>
<td>( \lambda R(\lambda; A) )</td>
</tr>
<tr>
<td>( (S(t))<em>{t \geq 0}, (e^{At})</em>{t \geq 0} )</td>
<td>( C_0 ) semigroup generated by an operator ( A )</td>
</tr>
<tr>
<td>( Tr(A) )</td>
<td>trace of an operator ( A )</td>
</tr>
<tr>
<td>( \rho(A) )</td>
<td>resolvent set of an operator ( A )</td>
</tr>
<tr>
<td>( | \cdot |_X )</td>
<td>norm on a Banach space ( X )</td>
</tr>
<tr>
<td>( \langle \cdot, \cdot \rangle_X )</td>
<td>inner product on a Hilbert space ( X )</td>
</tr>
<tr>
<td>( \nabla, \Delta )</td>
<td>Nabla operator, Laplace operator</td>
</tr>
<tr>
<td>( 1_{M_1} )</td>
<td>indicator function of a subset ( M_1 ) of a set ( M_2 )</td>
</tr>
</tbody>
</table>
Probability Theory

\( (\Omega, \mathcal{F}, P) \) complete probability space

\( \mathbb{E}[X] \) expected value of a random variable \( X \)

\( \mathbb{E}[X|G] \) conditional expectation of a random variable \( X \) given a \( \sigma \)-field \( G \)

\( P(A) \) probability of an event \( A \in \mathcal{F} \)

\( (\Delta L(t))_{t \geq 0} \) jump process of a Lévy process \( (L(t))_{t \geq 0} \)

\( \sigma(M) \) smallest \( \sigma \)-field containing a set \( M \)

\( \sigma(X(s): 0 \leq s \leq t) \) smallest \( \sigma \)-field generated by a stochastic process \( (X(s))_{s \in I} \) up to a point of time \( t \in I \), where \( I = [0, T] \) or \( I = \mathbb{R}^+ \)

Spaces

\( C([t_0, t_1]; \mathcal{X}) \) continuous functions mapping \([t_0, t_1]\) into a Banach space \( \mathcal{X} \)

\( C(\mathcal{D}), C(\partial \mathcal{D}) \) continuous real functions on \( \mathcal{D} \) or \( \partial \mathcal{D} \)

\( C^\infty(\mathcal{D}) \) infinite differentiable functions in \( C(\mathcal{D}) \) or \( C(\partial \mathcal{D}) \) with continuous derivatives

\( C^\infty_0(\mathcal{D}) \) functions in \( C^\infty(\mathcal{D}) \) with compact support

\( H^s(\mathcal{D}), H^s(\partial \mathcal{D}) \) Sobolev space of square integrable real functions on \( \mathcal{D} \) or \( \partial \mathcal{D} \) in the sense of Bessel potential spaces with \( s \geq 0 \)

\( H^s_0(\mathcal{D}) \) functions in \( H^s(\mathcal{D}) \) with compact support and \( s > \frac{1}{2} \)

\( L^p([t_0, t_1]; \mathcal{X}) \) p-integrable functions for \( 1 \leq p < \infty \) mapping \([t_0, t_1]\) into a Banach space \( \mathcal{X} \)

\( L^\infty([t_0, t_1]; \mathcal{X}) \) measurable functions mapping \([t_0, t_1]\) into a Banach space \( \mathcal{X} \) such that the essential supremum is finite

\( L^p([t_0, t_1]; \mathbb{R}) \) \( L^p \)-functions

\( L^p(\mathcal{D}), L^p(\partial \mathcal{D}) \) p-integrable real functions on \( \mathcal{D} \) or \( \partial \mathcal{D} \)

\( L^p(\Omega; \mathcal{X}) \) functions mapping \( \Omega \) into a Banach space \( \mathcal{X} \), which are p-integrable with respect to a measure for \( 1 \leq p < \infty \)

\( L^p_\mathbb{F}(\Omega; L^q([t_0, t_1]; \mathcal{X})) \) stochastic processes in \( L^p(\Omega; L^q([t_0, t_1]; \mathcal{X})) \) adapted to a filtration \( (\mathcal{F}_t)_{t \geq 0} \)

\( \mathcal{L}(\mathcal{X}; \mathcal{Y}) \) linear and bounded operators mapping a Banach space \( \mathcal{X} \) into another Banach space \( \mathcal{Y} \)

\( \mathcal{L}(\mathcal{X}) \) \( \mathcal{L}(\mathcal{X}; \mathcal{X}) \)

\( \mathcal{L}_1(\mathcal{X}; \mathcal{Y}) \) nuclear operators mapping \( \mathcal{X} \) into \( \mathcal{Y} \)

\( \mathcal{L}_1(\mathcal{X}) \) \( \mathcal{L}_1(\mathcal{X}; \mathcal{X}) \)

\( \mathcal{L}^+_1(\mathcal{X}; \mathcal{Y}) \) self-adjoint and nonnegative operators in \( \mathcal{L}_1(\mathcal{X}; \mathcal{Y}) \)

\( \mathcal{L}^+_1(\mathcal{X}) \) \( \mathcal{L}^+_1(\mathcal{X}; \mathcal{X}) \)

\( \mathcal{L}_{HS}(\mathcal{X}; \mathcal{Y}) \) Hilbert-Schmidt operators mapping a Banach space \( \mathcal{X} \) into another Banach space \( \mathcal{Y} \)

\( \mathcal{L}_{HS}(\mathcal{X}) \) \( \mathcal{L}_{HS}(\mathcal{X}; \mathcal{X}) \)

\( Q^{1/2}(\mathcal{X}) \) subspace of a Hilbert space \( \mathcal{X} \) generated by a self-adjoint nonnegative operator \( Q^{1/2} \in \mathcal{L}(\mathcal{X}) \)

\( \mathcal{X} \times \mathcal{Y} \) product space of Banach spaces \( \mathcal{X} \) and \( \mathcal{Y} \)

\( \mathcal{X}' \) dual space of a Banach space \( \mathcal{X} \)
Chapter 1

Introduction

1.1. Stochastic Systems

Unsteady deterministic ordinary differential equations and unsteady deterministic partial differential equations arise as models for many systems in engineering, chemistry, biology and physics. To cover random environmental phenomena affecting these systems, it is often required to involve noise terms as stochastic processes leading to stochastic systems. Consequently, stochastic systems can always be motivated from the deterministic approach. Furthermore, the state described by such a system is not differentiable with respect to the time variable in general. A possibility to overcome this difficulty is given by reformulating the differential equations as integral equations. This leads us immediately to stochastic differential equations (SDEs) and stochastic partial differential equations (SPDEs), which are symbolic notions describing these integral equations. Basically, one can consider SDEs driven by a Wiener noise, see [54, 55, 69, 66] and the references therein. SPDEs with respect to Wiener noise can be considered as a generalization of SDEs in the sense that these equations are formulated as evolution equations on infinite dimensional spaces. Here, we will focus on infinite dimensional spaces given by separable Hilbert spaces. Thus, the solutions of SPDEs are defined in a generalized sense in various ways. As a direct ansatz, one can formulate a strong solution, see [23, 28, 42, 45]. This often requires too strong regularity properties of the solution to the SPDE and thus, one introduces weaker concepts to obtain an equation well defined on a larger space. In [23, 28, 42, 73], weak solutions are introduced, where the construction is mainly based on the inner product defined on a suitable Hilbert space. Using Gelfand triples, a similar approach is given by variational solutions, see [73, 80]. Mild solutions are often used for problems containing a linear (and possibly unbounded) operator as the generator of a semigroup, see [23, 28, 42]. All of these concepts are based on a given probability space and therefore, they are called (probabilistic) strong solutions. Solutions constructing the probability space are called (probabilistic) weak solutions or martingale solutions, see [23, 28]. For various reasons, a Wiener noise cannot cover all random environmental phenomena. Thus, it is often required to use more general noise terms. One may consider systems including jumps leading to Lévy noise. For SDEs, we refer to [2, 20, 82]. An approach for SPDEs is presented in [13, 15, 71]. In a different direction one can consider a noise term, where the increments are not necessarily independent. Such a noise term can be modeled using a fractional Brownian motion. SDEs driven by fractional Brownian motions are studied in [64]. For SPDEs, an approach is given in [29, 62].

In this thesis, we will mainly concentrate on systems described by SPDEs with Lévy noise. Here, we analyze the following classes in more detail:

(i) linear SPDEs with additive Lévy noise,

(ii) linear SPDEs with multiplicative Lévy noise,

(iii) nonlinear SPDEs with multiplicative Lévy noise.

Based on [71], we prove existence and uniqueness results of these equations, where we incorporate some additional difficulties. On the one hand, we treat a possibility to involve nonhomogeneous boundary conditions.
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appearing in linear SPDEs. As examples, the stochastic heat equation with Neumann boundary condition as well as the stochastic Stokes equations with Dirichlet boundary condition will be analyzed. On the other hand, we consider a nonlinear SPDE, where the nonlinearity does not satisfy the usual assumptions given by a growth condition and a Lipschitz condition. Here, the stochastic Navier-Stokes equations with homogeneous Dirichlet boundary condition will be treated as an example. These systems have in common that they contain a linear and closed operator generating an analytic semigroup such that fractional powers of these operators (possibly with a suitable perturbation) are well defined. We will figure out that the theory of fractional powers of closed operators is useful to overcome the difficulties mentioned above, where the solutions of the SPDEs are defined in a mild sense.

1.2. Stochastic Control

Due to the presence of a noise term, it might be the case that the state of the system reveals an undesired behavior. Thus, it is reasonable to control a system in a certain desired way, where we always assume that the state is completely observable. This immediately leads us to a stochastic control problem (in infinite dimensions), which we consider as an optimization problem for a given cost functional constrained by a SPDE. The minimizer of the cost functional is then called an optimal control. To solve this problem, there exist mainly two approaches:

(i) stochastic maximum principle;

(ii) dynamic programming.

Based on existence and uniqueness results for the solution to a SPDE, one can often reformulate the control problem as a minimization problem on a set of admissible controls given by a suitable Hilbert space or a suitable subset of this Hilbert space. For that reason, the main idea of the stochastic maximum principle is to state necessary and sufficient optimality conditions the optimal control has to satisfy. In general, the necessary optimality condition can be derived using the Gâteaux derivative of the cost functional. Using this necessary optimality condition, one can derive an explicit formula of the optimal control based on the adjoint equation, which is given by a backward stochastic partial differential equation (BSPDE). Sufficient optimality conditions are often stated based on the second order Fréchet derivative of the cost functional. If the control problem is additionally convex, then the necessary optimality condition is also sufficient. For general concepts of optimization problems on Hilbert spaces, we refer to [57, 93]. Closely related is Pontryagin’s maximum principle, where one minimizes the Hamiltonian instead of the original control problem. However, one still obtains an explicit formula of the optimal control based on the adjoint equation. As a consequence, it remains to solve the so called Hamiltonian system. For applications, we refer to [14, 33, 57, 67]. In this context, we may also note the general theory for finite dimensional control problems presented in [91]. In contrast to these methods, the dynamic programming principle considers the control problem at different initial times and initial states through the so called value function. This value function is the solution of a nonlinear partial differential equation given by the Hamilton-Jacobi-Bellman equation. If the equation is solvable, then one can obtain a feedback law of the optimal control, see [33]. For applications, we refer to [22, 26, 32, 61, 83, 92]. We also note the finite dimensional approach presented in [35, 91].

The scope of this thesis is to provide a theory for solutions to specific stochastic control problems such that they can be treated numerically. Since sufficient optimality conditions are useful to obtain the convergence to an optimal control, we use a stochastic maximum principle here. This fact is already known for deterministic problems, see [51]. As mentioned above, the design of the optimal controls is based on the adjoint equation given by a BSPDE. To obtain the existence and uniqueness of a solution to the adjoint equation, it is often required to apply a martingale representation theorem. Since a martingale representation theorem is not available for Hilbert space valued Lévy processes in general, we are forced to restrict ourself to the case of
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Q-Wiener processes. However, we will state some possibilities to expand the theory to systems governed by SPDEs with Lévy noise.

1.3. Outline of the Thesis

This thesis is divided into two main parts. In the first part, we provide foundations from functional analysis and a stochastic calculus in infinite dimensional spaces required for the second part, where we solve certain stochastic control problems via a stochastic maximum principle.

In Chapter 2, we introduce the class of linear (not necessary bounded) operators $A: D(A) \subset \mathcal{H} \rightarrow \mathcal{H}$ generating a $C_0$ semigroup $(S(t))_{t \geq 0}$ on an arbitrary Hilbert space $\mathcal{H}$. We state some basic properties and we introduce the resolvent operator $R(\lambda; A) = (\lambda I - A)^{-1}$ for appropriate $\lambda \in \mathbb{C}$, where the operator $I$ denotes the identity operator on $\mathcal{H}$. Here, we will use the resolvent operator to approximate mild solutions of SPDEs and BSPDEs by strong solutions, which is required to obtain a so called duality principle. Furthermore, we introduce fractional powers of the operator $A$ denoted by $A^\alpha$ with $\alpha \in \mathbb{R}$. If the $C_0$ semigroup $(S(t))_{t \geq 0}$ is analytic and the operator $A$ is invertible, then we get some additional properties, which enable us to incorporate nonhomogeneous boundary data to SPDEs. Moreover, we get a possible treatment of the convection term arising in the stochastic Navier-Stokes equations. Especially, we will use the following inequality frequently:

$$\|A^\alpha S(t)\|_{\mathcal{L}(\mathcal{H})} \leq M_\alpha t^{-\alpha} e^{-\delta t}$$

for all $\alpha > 0$ and all $t > 0$, where $M_\alpha, \delta > 0$ are constants. Thus, this inequality is the main result of this chapter. Finally, we consider the Laplace operator and the Stokes operator as typical examples for generators of analytic semigroups with their fractional powers (with a possible modification) being well defined.

Chapter 3 is devoted to the stochastic calculus used in the following chapters. We start with some basic definitions and we introduce Lévy processes $(L(t))_{t \geq 0}$ with values in an arbitrary Hilbert space $\mathcal{U}$. In general, a Lévy process has the following decomposition for all $t \geq 0$ and $P$-almost surely:

$$L(t) = at + W(t) + J(t),$$

where $a \in \mathcal{U}$ represents the drift, $(W(t))_{t \geq 0}$ is the continuous part given by an $\mathcal{U}$-valued Q-Wiener process and $(J(t))_{t \geq 0}$ illustrates the pure jump part characterized by a series of $\mathcal{U}$-valued compound Poisson process. When studying stochastic equations, it is necessary to define a stochastic integral of the form

$$\int_0^t \Psi(s) dL(s)$$

for all $t \in [0, T]$ with $T > 0$ and $P$-almost surely, where $(\Psi(t))_{t \in [0, T]}$ is a stochastic process taking values in a suitable space of Hilbert-Schmidt operators. Here, we assume that the Lévy process $(L(t))_{t \geq 0}$ is square integrable and a martingale with respect to a certain filtration. We will state basic properties of such a stochastic integral, which enables us to prove existence and uniqueness results of mild solutions to SPDEs driven by Lévy processes. For the existence and uniqueness of mild solutions to BSPDEs, a martingale representation theorem is often required. Since such a theorem is not available for Hilbert space valued Lévy processes in general, we will study BSPDEs for the special of Q-Wiener processes. The SPDEs and BSPDEs introduced here are motivated by systems arising in the following chapters. Moreover, we give a comparison of strong, weak and mild solutions to these equations.

In Chapter 4, we consider a control problem constrained by the stochastic heat equation with nonhomogeneous Neumann boundary conditions on a bounded domain $\mathcal{D} \subset \mathbb{R}^n$ with sufficiently smooth boundary...
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In fact, we will deal with the following SPDE in $L^2(D)$:

$$
\begin{cases}
   dy(t) = [Ay(t) + Bu(t) + (\lambda - A)Nv(t)] \, dt + G(t) \, dW(t) + (\lambda - A)N \, dW_b(t), \\
y(0) = \xi
\end{cases}
$$

for $t \in [0,T]$. Here, the operator $A: D(A) \subset L^2(D) \to L^2(D)$ is the Neumann realization of the Laplace operator generating an analytic semigroup of contractions $(e^{At})_{t \geq 0}$. The process $(u(t))_{t \in [0,T]}$ represents a distributed control with values in $L^2(D)$ and $B$ is a linear and bounded operator on $L^2(D)$. The process $(v(t))_{t \in [0,T]}$ describes a boundary control with values in $L^2(\partial D)$ and $N: L^2(\partial D) \to L^2(D)$ denotes the Neumann operator. The real number $\lambda$ is chosen such that fractional powers of the operator $\lambda - A$ are well defined. The noise terms $(W(t))_{t \geq 0}$ and $(W_b(t))_{t \geq 0}$ are given by Q-Wiener processes with values in $L^2(D)$ and $L^2(\partial D)$, respectively. We denote by $Q \in L^+_1(L^2(D))$ and $Q_b \in L^+_1(L^2(\partial D))$ the covariance operators of the processes $(W(t))_{t \geq 0}$ or $(W_b(t))_{t \geq 0}$, respectively. The process $(G(t))_{t \in [0,T]}$ takes values in $L(H_S)(Q^{1/2}(L^2(D)); L^2(D))$. As a consequence, controls and noise terms are defined inside the domain as well as on the boundary. The cost functional related to the control problem is formulated as follows:

$$
J(u,v) = \frac{1}{2}E\|y(T) - y_d\|^2_{L^2(D)} + \frac{\kappa_1}{2} \mathbb{E} \int_0^T \|u(t)\|^2_{L^2(D)} \, dt + \frac{\kappa_2}{2} \mathbb{E} \int_0^T \|v(t)\|^2_{L^2(\partial D)} \, dt,
$$

where $y_d \in L^2(D)$ is a given desired state and $\kappa_1, \kappa_2 > 0$ are weights. The task is to find optimal controls $\pi$ and $\tau$ minimizing this cost functional. The corresponding optimal state is denoted by $(\bar{y}(t))_{t \in [0,T]}$. Employing a stochastic maximum principle, we will show that the optimal controls satisfy the following feedback law for all $\alpha \in \left(\frac{1}{2}, \frac{3}{4}\right)$, almost all $t \in [0,T]$ and $\mathbb{P}$-almost surely:

$$
\Pi(t) = -\frac{1}{\kappa_1} B^* \mathcal{P}(t) \bar{y}(t) + a(t), \\
\tau(t) = -\frac{1}{\kappa_2} \mathcal{G}^*(\lambda - A)^{1-\alpha} \mathcal{P}(t) \bar{y}(t) + a(t),
$$

where $B^*$ and $\mathcal{G}^*$ denote the adjoint operators of $B$ and $\mathcal{G} = (\lambda - A)^\alpha \mathcal{N}$, respectively. The function $\mathcal{P}: [0,T] \to L(L^2(D))$ is the mild solution of the Riccati equation

$$
\begin{cases}
   \frac{d}{dt} \mathcal{P}(t) = A \mathcal{P}(t) + \mathcal{P}(t)A - \frac{1}{\kappa_1} \mathcal{P}(t)BB^* \mathcal{P}(t) - \frac{1}{\kappa_2} \mathcal{H}^*(t) \mathcal{G}^* \mathcal{G}^*(\lambda - A)^{1-\alpha} \mathcal{H}(t), \\
   \mathcal{P}(T) = I,
\end{cases}
$$

where $\mathcal{H}(t) = (\lambda - A)^{1-\alpha} \mathcal{P}(t)$ and $I$ is the identity operator on $L^2(D)$. The function $a: [0,T] \to D((\lambda - A)^{1-\alpha})$ is the unique solution of the deterministic backward integral equation

$$
a(t) = \int_t^T e^{A(s-t)} \left( -\frac{1}{\kappa_1} \mathcal{P}(s)BB^* - \frac{1}{\kappa_2} \mathcal{H}^*(s) \mathcal{G}^* (\lambda - A)^{1-\alpha} \right) a(s) \, ds - e^{A(T-t)} y_d.
$$

In Chapter 5, we study a control problem constrained by the stochastic Stokes equation with nonhomogeneous Dirichlet boundary conditions on a bounded domain $D \subset \mathbb{R}^n$ with sufficiently smooth boundary $\partial D$. In fact, we will deal with the following SPDE in $H = \{y \in (L^2(D))^n: \text{div } y = 0 \text{ in } D, y \cdot \eta = 0 \text{ on } \partial D\}$:

$$
\begin{cases}
   dy(t) = [-Ay(t) + Bu(t) + ADv(t)] \, dt + G(y(t)) \, dW(t), \\
y(0) = \xi.
\end{cases}
$$
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Above, the operator $A: D(A) \subset H \to H$ is the Stokes operator. Fractional powers of $A$ are well defined and denoted by $A^\alpha$ with $\alpha \in \mathbb{R}$. The process $(u(t))_{t \in [0,T]}$ represents a distributed control with values in $H$ and $B$ is a linear and bounded operator on $H$. The process $(v(t))_{t \in [0,T]}$ describes a boundary control with values in $V^0(\partial D) = \{ y \in L^2(\partial D)^n : y \cdot n = 0 \text{ on } \partial D \}$ and $D: V^0(\partial D) \to H$ denotes the Dirichlet operator. The noise term $(W(t))_{t \geq 0}$ is a Q-Wiener process with values in $H$ and covariance operator $Q \in \mathcal{L}_T^1(H)$. The operator $G: H \to \mathcal{L}_{(H)} Q^{1/2}(H); H)$ is linear and bounded. Here, we will consider the following cost functional:

$$J(u, v) = \frac{1}{2} \mathbb{E} \int_0^T \| y(t; u, v) - y_d(t) \|^2_H dt + \frac{\kappa_1}{2} \mathbb{E} \int_0^T \| u(t) \|^2_H dt + \frac{\kappa_2}{2} \mathbb{E} \int_0^T \| v(t) \|^2_{V^0(\partial D)} dt,$$

where $y_d \in L^2([0,T]; H)$ is a given desired velocity field and $\kappa_1, \kappa_2 > 0$ are weights. The task is to find optimal controls $\bar{u}$ and $\bar{v}$ as minimizers of this cost functional. Using a stochastic maximum principle, we will obtain that the optimal controls satisfy for all $\alpha \in (0, \frac{1}{4})$, almost all $t \in [0, T]$ and $\mathbb{P}$-a.s.

$$\bar{u}(t) = - \frac{1}{\kappa_1} B^* z^*(t),$$

$$\bar{v}(t) = - \frac{1}{\kappa_2} K^* A^{1-\alpha} z^*(t),$$

where $B^*$ and $K^*$ are the adjoint operators of $B$ and $K = A^\alpha D$, respectively. The process $(z^*(t))_{t \in [0,T]}$ is characterized by the adjoint equation given by the following BSPDE in $H$:

$$dz^*(t) = - [ - Az^*(t) + G^*(\Phi(t)) + y(t) - y_d(t) ] dt + \Phi(t) dW(t),$$

$$z^*(T) = 0,$$

where the operator $G^*$ is the adjoint operator of $G$ and the process $(\Phi(t))_{t \in [0,T]}$ takes values in the space $\mathcal{L}_{(H)} Q^{1/2}(H); H)$. As a consequence, it remains to solve a system of coupled forward and backward SPDEs.

In Chapter 6, we treat a control problem governed by the stochastic Navier-Stokes equations with homogeneous Dirichlet boundary conditions on a bounded domain $\mathcal{D} \subset \mathbb{R}^n$ with sufficiently smooth boundary $\partial \mathcal{D}$. Indeed, we will study the following SPDE in $D(A^\alpha)$ for suitable $\alpha > 0$:

$$\begin{cases}
dy(t) = - [ Ay(t) + B(y(t)) - Fu(t) ] dt + G(y(t)) dW(t), \\
y(0) = \xi.
\end{cases}$$

Again, the operator $A: D(A) \subset H \to H$ is the Stokes operator and $B$ is a bilinear operator related to the convection term arising in the Navier-Stokes equations. The operator $A^\beta B$ is well defined as a mapping from $D(A^\beta \delta)$ into $H$ for certain $\delta \geq 0$. The process $(u(t))_{t \in [0,T]}$ represents a distributed control with values in $D(A^\beta)$ with $\beta \in [0, \alpha]$ and $F$ is a linear and bounded operator on $D(A^\beta)$. The noise term $(W(t))_{t \geq 0}$ is a Q-Wiener process with values in $H$ and covariance operator $Q \in \mathcal{L}_T^1(H)$. The operator $G: H \to \mathcal{L}_{(H)} Q^{1/2}(H); D(A^\alpha))$ is linear and bounded. Due to the presence of the bilinear operator $B$, we cannot ensure the existence and uniqueness of a mild solution over an arbitrary time interval $[0, T]$. However, we will show that there exists a unique mild solution up to a stopping time $\tau_m$ for fixed $m \in \mathbb{N}$. Thus, the cost functional related to the control problem has to incorporate this stopping time. In fact, the cost functional is given by

$$J_m(u) = \frac{1}{2} \mathbb{E} \int_0^{\tau_m} \| A^\gamma (y(t) - y_d(t)) \|^2_H dt + \frac{1}{2} \mathbb{E} \int_0^{\tau_m} \| A^\beta u(t) \|^2_H dt$$
for fixed $m \in \mathbb{N}$, where $y_d \in L^2([0,T]; D(A^\gamma))$ with $\gamma \in [0,\alpha]$ is a given desired state. The task is to find an optimal control $\pi_m$ minimizing this cost functional. By a stochastic maximum principle, we will prove that the optimal control satisfies for almost all $t \in [0,T]$ and $\mathbb{P}$-a.s.

$$\pi_m(t) = -P_U (F^* A^{-2\gamma} z^*_m(t)),$$

where $P_U$ is a projection onto the set of admissible controls $U$ and $F^*$ is the adjoint operator of $F$. The process $(z^*_m(t))_{t \in [0,T]}$ is described by the BSPDE in $D(A^\delta)$:

$$dz^*_m(t) = -1_{[0,\tau_m]}(t)[-A z^*_m(t) - A^{2\alpha} B^*_\delta(y(t), A^\delta z^*_m(t)) + G^*(A^{-2\alpha} \Phi_m(t))$$
$$+ A^{2\gamma}(y(t) - y_d(t))\]dt + \Phi_m(t) dW(t),$$

$$z^*_m(T) = 0,$$

where the operator $B^*_\delta(y(t), \cdot)$ is the adjoint operator of $A^{-\delta} B(\cdot, y(t))$ for $t \in [0,\tau_m)$. Similarly, the operator $G^*$ is the adjoint operator of $G$ and the process $(\Phi_m(t))_{t \in [0,T]}$ takes values in $L_{(HS)}(Q^{1/2}(H); D(A^\alpha))$. Again, we can conclude that it remains to solve a system of coupled forward and backward SPDEs.

In the appendix, we provide some useful Gronwall-type inequalities. Moreover, we introduce Bochner integrals as well as nuclear and Hilbert-Schmidt operators. These are the basic foundations to define solutions to SPDEs. Finally, we treat optimization problems in infinite dimensional spaces, which enables us to solve control problems constrained by SPDEs. The results stated in this part are well known. However, we give a brief overview for the convenience of the reader.
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Infinitesimal Generators of Analytic Semigroups

In this chapter, we give some basic properties of strongly continuous semigroups and their infinitesimal

Infiniteral, see 

We mainly focus on infinitesimal generators as closed operators such that their fractional powers can be defined. If the strongly continuous semigroup is analytic, then further regularity results and estimates can be obtained, which we use frequently in the following chapters. Finally, we consider the Laplace operator and the Stokes operator defined on bounded domains with sufficiently smooth boundary. Here, we treat domains as open subsets and the characterization of the boundary as introduced in .

Throughout this chapter, let be a Hilbert space and let be the identity operator on . We note that most of the following results remain still true for Banach spaces.

2.1. Strongly Continuous Semigroups and the Resolvent Operator

In this section, we give basic definitions and basic properties of strongly continuous semigroups and their infinitesimal generators. We introduce the resolvent set and resolvent operator of a closed operator. An integral representation of the resolvent operator is provided and we state necessary and sufficient conditions such that the closed operator is the infinitesimal generator of a strongly continuous semigroup of contractions well known as the Hille-Yosida theorem. We start with a formal definition.

Definition 2.1. A family of linear and bounded operators mapping into itself is called a semigroup if

(i) \( S(0) = I \);

(ii) \( S(t + s) = S(t)S(s) \) for all \( s, t \geq 0 \).

The semigroup \((S(t))_{t \geq 0}\) mapping \( \mathcal{H} \) into itself is called a strongly continuous semigroup or a \( C_0 \) semigroup if for every \( x \in \mathcal{H} \)

\[
\lim_{t \downarrow 0} \|S(t)x - x\|_{\mathcal{H}} = 0.
\]

Theorem 2.2 (Chapter 1, Theorem 2.2, [70]). Let \((S(t))_{t \geq 0}\) be a \( C_0 \) semigroup. There exist constants \( \theta \in \mathbb{R} \) and \( M \geq 1 \) such that for all \( t \geq 0 \)

\[
\|S(t)\|_{L(\mathcal{H})} \leq Me^{\theta t}.
\] (2.1)

Remark 2.3. If \( \theta = 0 \) in inequality (2.1), then \((S(t))_{t \geq 0}\) is called a uniformly bounded \( C_0 \) semigroup. We call \((S(t))_{t \geq 0}\) a \( C_0 \) semigroup of contractions if additionally \( M = 1 \).

Corollary 2.4 (Chapter 1, Corollary 2.3, [70]). If \((S(t))_{t \geq 0}\) is a \( C_0 \) semigroup, then for every \( x \in \mathcal{H} \), the mapping \( t \mapsto S(t)x \) is a continuous function from \( \mathbb{R}^+ \) into \( \mathcal{H} \).
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Definition 2.5. An operator \( A: D(A) \subset H \rightarrow H \) is called the **infinitesimal generator** or simply **generator** of a \( C_0 \) semigroup \( (S(t))_{t \geq 0} \) if

\[
Ax = \lim_{t \downarrow 0} \frac{S(t)x - x}{t}
\]

for every \( x \in D(A) \) with

\[
D(A) = \left\{ x \in H : \lim_{t \downarrow 0} \frac{S(t)x - x}{t} \text{ exists} \right\}.
\]

The set \( D(A) \) is called the **domain** of the operator \( A \).

The generator of a \( C_0 \) semigroup is a linear and closed operator but not necessarily bounded. The domain is a dense subset of the underlying Hilbert space.

Theorem 2.6 ([31, 70, 89]). Let \( A: D(A) \subset H \rightarrow H \) be the generator of a \( C_0 \) semigroup \( (S(t))_{t \geq 0} \). Then the following properties hold:

- if \( x \in D(A) \), then \( S(t)x \in D(A) \) and
  \[
  \frac{d}{dt}S(t)x = AS(t)x = S(t)Ax
  \]
  for all \( t \geq 0 \);

- for all \( t \geq 0 \) and every \( x \in H \), we have
  \[
  \int_0^t S(s)x \, ds \in D(A) \quad \text{and} \quad S(t)x - x = A \int_0^t S(s)x \, ds;
  \]

- for all \( t \geq 0 \) and every \( x \in D(A) \), we have
  \[
  S(t)x - S(s)x = \int_s^t AS(r)x \, dr = \int_s^t S(r)Ax \, dr.
  \]

Using these properties and the closed graph theorem, we get a characterization of uniformly continuous semigroups. Let \( \mathcal{L}(H) \) contain all linear and bounded operators on \( H \).

Definition 2.7. A semigroup \( (S(t))_{t \geq 0} \) is called **uniformly continuous** if

\[
\lim_{t \downarrow 0} \|S(t) - I\|_{\mathcal{L}(H)} = 0
\]

Corollary 2.8 (Chapter 2, Corollary 1.5, [31]). Let \( A: D(A) \subset H \rightarrow H \) be the generator of a \( C_0 \) semigroup \( (S(t))_{t \geq 0} \). The following assertions are equivalent:

(a) The operator \( A \) is bounded.

(b) The domain of \( A \) satisfies \( D(A) = H \).

(c) The domain \( D(A) \) is closed in \( H \).

(d) The semigroup \( (S(t))_{t \geq 0} \) is uniformly continuous.
In each case, the semigroup is given by
\[ S(t) = \sum_{n=0}^{\infty} \frac{t^n A^n}{n!} \]
for all \( t \geq 0 \).

Let \( A: D(A) \subset H \to H \) be a linear (not necessarily bounded) operator. We introduce the resolvent set \( \rho(A) \) containing all complex numbers \( \lambda \) for which \( \lambda I - A \) is invertible, i.e.

\[ \rho(A) = \{ \lambda \in \mathbb{C} : (\lambda I - A)^{-1} \text{ exists and belongs to } \mathcal{L}(H) \}. \]

We write \( \lambda - A \) instead of \( \lambda I - A \) to simplify the notation. For all \( \lambda \in \rho(A) \), we define the resolvent operator \( R(\lambda; A) \in \mathcal{L}(H) \) by
\[ R(\lambda; A) = (\lambda - A)^{-1}. \]

We have the following characterization of elements of the resolvent set and an integral representation of the resolvent operator.

**Theorem 2.9** (Chapter 2, Theorem 1.10, [31]). Let \( A: D(A) \subset H \to H \) be the generator of a \( C_0 \) semigroup \( (S(t))_{t \geq 0} \) and take constants \( \theta \in \mathbb{R} \) and \( M \geq 1 \) such that for all \( t \geq 0 \)
\[ \| S(t) \|_{\mathcal{L}(H)} \leq Me^{\theta t}. \]

Then we have the following properties:

(i) If \( \lambda \in \mathbb{C} \) such that \( \int_0^\infty e^{-\lambda t} S(t) \, dt \) exists for every \( x \in H \), then \( \lambda \in \rho(A) \).

(ii) If \( \Re \lambda > \theta \), then \( \lambda \in \rho(A) \) and
\[ \| R(\lambda; A) \|_{\mathcal{L}(H)} \leq \frac{M}{\Re \lambda - \theta}. \]

In each case, the resolvent operator is given by
\[ R(\lambda; A) = \int_0^\infty e^{-\lambda t} S(t) \, dt. \]

**Corollary 2.10** (Chapter 2, Corollary 1.11, [31]). Let \( A: D(A) \subset H \to H \) be the generator of a \( C_0 \) semigroup \( (S(t))_{t \geq 0} \) and take constants \( \theta \in \mathbb{R} \) and \( M \geq 1 \) such that for all \( t \geq 0 \)
\[ \| S(t) \|_{\mathcal{L}(H)} \leq Me^{\theta t}. \]

For all \( \lambda \in \mathbb{C} \) with \( \Re \lambda > \theta \) and each \( n \in \mathbb{N} \), we have
\[ R(\lambda; A)^n = \sum_{k=0}^{\infty} \frac{(-1)^k}{(n-k)!} R(\lambda; A)^{n-k} \cdot \int_0^\infty t^{n-k-1} e^{-\lambda t} S(t) \, dt \]
and
\[ \| R(\lambda; A)^n \|_{\mathcal{L}(H)} \leq \frac{M}{(\Re \lambda - \theta)^n}. \]

Next, we state necessary and sufficient conditions such that the operator \( A \) is the generator of a \( C_0 \) semigroup of contractions well known as the Hille-Yosida theorem.

**Theorem 2.11** (Chapter 1, Theorem 3.1, [70]). An operator \( A: D(A) \subset H \to H \) is the generator of a \( C_0 \) semigroup of contractions \( (S(t))_{t \geq 0} \) if and only if
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(i) $A$ is closed and $D(A)$ is dense in $\mathcal{H}$;
(ii) the resolvent set $\rho(A)$ contains $\mathbb{R}_0^+$ and for all $\lambda > 0$
\[
\|R(\lambda; A)\|_{\mathcal{L}(\mathcal{H})} \leq \frac{1}{\lambda}.
\]

The previous theorem and its proof have some simple consequences on convergence results of the so called Yosida approximation.

**Corollary 2.12** (Section 1.3, [70]). Let $A : D(A) \subset \mathcal{H} \to \mathcal{H}$ be the generator of a $C_0$ semigroup of contractions $(S(t))_{t \geq 0}$ and let $A_\lambda$ be the Yosida approximation of $A$ given by $A_\lambda = \lambda AR(\lambda; A)$.

Then $A_\lambda$ is the generator of an uniformly continuous semigroup of contractions $(e^{A_\lambda t})_{t \geq 0}$ and we have

(i) $\lim_{\lambda \to \infty} \lambda R(\lambda; A)x = x$ for every $x \in \mathcal{H}$;
(ii) $\lim_{\lambda \to \infty} A_\lambda x = Ax$ for every $x \in D(A)$;
(iii) $\lim_{\lambda \to \infty} e^{A_\lambda t}x = S(t)x$ for every $x \in \mathcal{H}$ and all $t \geq 0$.

**Remark 2.13.** For general versions of Theorem 2.11 and Corollary 2.12 concerning arbitrary $C_0$ semigroups, we refer to [31, 70].

The following dilation theorem gives an important property of $C_0$ semigroups of contractions.

**Theorem 2.14.** Let $(S(t))_{t \geq 0}$ be a $C_0$ semigroup of contractions and set $S(-t) = S(t)^*$ for all $t > 0$. Then there exists a Hilbert space $\hat{\mathcal{H}}$ containing $\mathcal{H}$ and a group $(\hat{S}(t))_{t \in \mathbb{R}}$ on $\hat{\mathcal{H}}$ such that $S(t) = P_\mathcal{H}\hat{S}(t)$ for all $t \in \mathbb{R}$, where $P_\mathcal{H}$ is the orthogonal projection from $\hat{\mathcal{H}}$ onto $\mathcal{H}$.

**Proof.** The claim follows from Theorem 9.22 and Theorem 9.23 in [71].

2.2. Analytic Semigroups

In this section, we introduce analytic semigroups and we state conditions such that an operator is the generator of an analytic semigroup. We start with a formal definition. The main idea is to extend the domain of the semigroup operator to regions in the complex plane containing $\mathbb{R}^+$. For $\theta \in (0, \pi]$, we define the sector $\Sigma_\theta = \{z \in \mathbb{C} : |\arg z| < \theta\}$.

**Definition 2.15.** A $C_0$ semigroup $(S(t))_{t \geq 0}$ is called **analytic** if there exists $\theta \in (0, \pi]$ and a mapping $\hat{S} : \Sigma_\theta \to \mathcal{L}(\mathcal{H})$ such that

- $S(t) = \hat{S}(t)$ for all $t \geq 0$;
- $\hat{S}(z_1 + z_2) = \hat{S}(z_1)\hat{S}(z_2)$ for every $z_1, z_2 \in \Sigma_\theta$;
- the mapping $z \mapsto \hat{S}(z)$ is analytic in $\Sigma_\theta$;
- $\lim_{z \to 0, z \in \Sigma_\theta} \hat{S}(z)x = x$ for every $x \in \mathcal{H}$.

To state conditions on an operator to be the generator of an analytic semigroup, we need the concept of differentiable semigroups.
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Definition 2.16. A $C_0$ semigroup $(S(t))_{t \geq 0}$ is called **differentiable** for $t > t_0$ if for every $x \in \mathcal{H}$, the mapping $t \mapsto S(t)x$ is differentiable for $t > t_0$. The derivative of order $n \in \mathbb{N}$ is denoted by $S^{(n)}(t)$ for $t > t_0$.

The following lemma provides an useful presentation of the derivatives to a differentiable semigroup.

**Lemma 2.17** (Chapter 2, Lemma 4.2, [70]). Let $(S(t))_{t \geq 0}$ be a differentiable $C_0$ semigroup for $t > t_0$ and let $A : D(A) \subset \mathcal{H} \to \mathcal{H}$ be its generator. Then

- for $n \in \mathbb{N}$ and $t > nt_0$, we have $S(t) : \mathcal{H} \to D(A^n)$ and $S^{(n)}(t) = A^n S(t)$ is a bounded linear operator;
- for $n \in \mathbb{N}$ and $t > nt_0$, the operator $S^{(n-1)}(t)$ is continuous in the uniform operator topology.

We are now able to state basic properties of analytic semigroups.

**Theorem 2.18** ([70, 89]). Let $A : D(A) \subset \mathcal{H} \to \mathcal{H}$ be the generator of a $C_0$ semigroup $(S(t))_{t \geq 0}$. If $0 \in \rho(A)$, then the following statements are equivalent:

(a) The $C_0$ semigroup $(S(t))_{t \geq 0}$ is uniformly bounded and analytic.

(b) For all $\lambda \in \mathbb{C}$ with $\text{Re}\, \lambda > 0$ and $\text{Im}\, \lambda \neq 0$, there exists a constant $C > 0$ such that

$$\|R(\lambda; A)\|_{\mathcal{L}(\mathcal{H})} \leq \frac{C}{|\text{Im}\, \lambda|}.$$ 

(c) There exist $\theta \in (0, \frac{\pi}{2})$ and a constant $M > 0$ such that $\Sigma_{\frac{\pi}{2} + \theta} \cup \{0\} \subset \rho(A)$ and

$$\|R(\lambda; A)\|_{\mathcal{L}(\mathcal{H})} \leq \frac{M}{|\lambda|}$$

for $\lambda \in \Sigma_{\frac{\pi}{2} + \theta}$.

(d) The semigroup $(S(t))_{t \geq 0}$ is differentiable for $t > 0$ and there exists a constant $C > 0$ such that for all $t > 0$

$$\|AS(t)\|_{\mathcal{L}(\mathcal{H})} \leq \frac{C}{t}.$$ 

Under additional assumptions, we can state a further generation theorem of analytic semigroups resulting from the previous theorem. First, we define the adjoint operator of a linear operator. This requires the following preliminary result.

**Lemma 2.19** (Lemma 4.1.4, [85]). Let $A : D(A) \subset \mathcal{H} \to \mathcal{H}$ be linear and densely defined. Then for every $y \in \mathcal{H}$, there exists at most one element $z \in \mathcal{H}$ such that for every $x \in D(A)$

$$\langle Ax, y \rangle_{\mathcal{H}} = \langle x, z \rangle_{\mathcal{H}}.$$ 

**Definition 2.20.** Let $A : D(A) \subset \mathcal{H} \to \mathcal{H}$ be linear and densely defined. We set

$$D(A^*) = \{ y \in \mathcal{H} : \text{there exists } z \in \mathcal{H} \text{ such that } \langle Ax, y \rangle_{\mathcal{H}} = \langle x, z \rangle_{\mathcal{H}} \text{ for every } x \in D(A) \}.$$ 

The **adjoint operator** $A^* : D(A^*) \subset \mathcal{H} \to \mathcal{H}$ is defined by $A^* y = z$ for every $y \in D(A^*)$.

By Lemma 2.19, the element $z \in \mathcal{H}$ in the above definition is unique. This justifies the notation $A^* y = z$. 
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Definition 2.21. A linear and densely defined operator \( A : D(A) \subset \mathcal{H} \to \mathcal{H} \) is called **symmetric** if for every \( x, y \in D(A) \)
\[
( Ax, y )_{\mathcal{H}} = ( x, Ay )_{\mathcal{H}}.
\]
The operator \( A \) is called **self-adjoint** if \( A = A^* \) and \( D(A) = D(A^*) \).

Remark 2.22. Obviously, a self-adjoint operator is symmetric. The converse is generally not true.

The following corollary gives some simple requirements on a \( C_0 \) semigroup to be analytic.

Corollary 2.23 (Corollary 7.1.1, [89]). If the operator \( A : D(A) \subset \mathcal{H} \to \mathcal{H} \) is self-adjoint and the generator of a \( C_0 \) semigroup of contractions \( (S(t))_{t \geq 0} \), then \( (S(t))_{t \geq 0} \) analytic.

We will often use this corollary to obtain that a \( C_0 \) semigroup is analytic.

2.3. Fractional Powers of Closed Operators

In this section, we define fractional powers of closed operators. We give conditions such that these operators are well defined. Moreover, we state some basic properties, which are used frequently in the following chapters. First, we introduce the gamma function given by
\[
\Gamma(\alpha) = \int_0^\infty s^{\alpha-1} e^{-s} \, ds
\]
for all \( \alpha > 0 \). A change of variables with \( s = ct \) for \( c > 0 \) gives us
\[
e^{-\alpha} = \frac{1}{\Gamma(\alpha)} \int_0^\infty t^{\alpha-1} e^{-ct} \, dt. \tag{2.2}
\]
Let \( A : D(A) \subset \mathcal{H} \to \mathcal{H} \) be a linear (not necessarily bounded) operator such that \( -A \) is the generator of a \( C_0 \) semigroup \( (S(t))_{t \geq 0} \). It is quite natural to consider equation (2.2) by substituting \( c \) with \( A \) and \( e^{-ct} \) with \( S(t) \). Note that we can write at least formally \( S(t) = e^{-At} \). We then have the following definition.

Definition 2.24. For \( \alpha > 0 \), the operator \( A^{-\alpha} : D(A^{-\alpha}) \subset \mathcal{H} \to \mathcal{H} \) given by
\[
A^{-\alpha}x = \frac{1}{\Gamma(\alpha)} \int_0^\infty t^{\alpha-1} S(t)x \, dt
\]
for every \( x \in D(A^{-\alpha}) \) is called the fractional power of the operator \( A \) with exponent \( -\alpha \). The domain of \( A^{-\alpha} \) is given by
\[
D(A^{-\alpha}) = \left\{ x \in \mathcal{H} : \int_0^\infty t^{\alpha-1} S(t)x \, dt \text{ is convergent} \right\}.
\]
For \( \alpha = 0 \), we set \( A^0 = I \) and \( D(A^0) = \mathcal{H} \).

The space \( D(A^{-\alpha}) \) is a linear subspace of \( \mathcal{H} \) and \( A^{-\alpha} \) is a linear and closed operator for \( \alpha \geq 0 \). Moreover, we have for \( 0 \leq \alpha \leq \beta \)
\[
D(A^{-\beta}) \subset D(A^{-\alpha}).
\]
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Remark 2.25. If $-A$ is the generator of a $C_0$ semigroup $(S(t))_{t \geq 0}$ satisfying for all $t \geq 0$

$$\|S(t)\|_{L(H)} \leq Me^{-\theta t}$$

with $\theta > 0$ and $M \geq 1$, then $D(A^{-\alpha}) = H$ and $A^{-\alpha}$ is a linear and bounded operator. Indeed, one can easily obtain

$$\int_0^\infty t^{\alpha - 1}\|S(t)\|_{L(H)}dt < \infty.$$ 

The fact that $A^{-\alpha}$ is linear and bounded follows immediately from the closed graph theorem.

In the remaining part of this section, we assume that $-A$ satisfies the assumptions of Remark 2.25.

Remark 2.26. By definition of the resolvent operator and Corollary 2.10, we have for $\lambda = 0$ and each $n \in \mathbb{N}$

$$(A^{-1})^n = R(0; -A)^n = \frac{1}{(n-1)!} \int_0^\infty t^{n-1}S(t)dt.$$ 

Recall that $\Gamma(n) = (n-1)!$ for each $n \in \mathbb{N}$. Hence, the operator $A^{-\alpha}$ given by Definition 2.24 coincides with the classical representation of the operator $(A^{-1})^n$ for each $n \in \mathbb{N}$.

In the following lemma, we state some basic properties.

Lemma 2.27 (Section 7.6, [89]). We have

(i) $A^{-(\alpha+\beta)} = A^{-\alpha}A^{-\beta}$ for all $\alpha, \beta \geq 0$;

(ii) for all $\alpha \in (0, 1)$

$$A^{-\alpha} = \frac{\sin \pi \alpha}{\pi} \int_0^\infty \lambda^{-\alpha}(\lambda + A)^{-1}d\lambda;$$

(iii) $\lim_{\alpha \downarrow 0} A^{-\alpha}x = x$ for every $x \in H$;

(iv) the operator $A^{-\alpha}$ is injective for all $\alpha \geq 0$.

The fact that the operator $A^{-\alpha}$ is injective for all $\alpha \geq 0$ allows us to define fractional powers of the operator $A$ for any positive real number.

Definition 2.28. Let $A^{-\alpha}$ be the fractional power of the operator $A$ with $\alpha > 0$. We define

$$A^\alpha = (A^{-\alpha})^{-1}.$$ 

We get the following basic properties.

Theorem 2.29 (Chapter 2, Theorem 6.8, [70]). We have

(i) $A^\alpha : D(A^\alpha) \subset H \rightarrow H$ is a closed operator with $D(A^\alpha) = R(A^{-\alpha})$ for all $\alpha > 0$, where $R(A^{-\alpha})$ denotes the range of the operator $A^{-\alpha}$;

(ii) $D(A^\beta) \subset D(A^\alpha)$ for all $0 \leq \alpha \leq \beta$;

(iii) for all $\alpha > 0$, the domain $D(A^\alpha)$ is dense in $H$;

(iv) $A^{\alpha+\beta}x = A^\alpha A^\beta x$ for all $\alpha, \beta \in \mathbb{R}$ and every $x \in D(A^\gamma)$ with $\gamma = \max\{\alpha, \beta, \alpha + \beta\}$. 
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In general, one can not give an explicit formula for the operator \(A^\alpha\) with \(\alpha > 0\). Nevertheless, we get the following representation, which is an immediate consequence of Lemma 2.27

**Theorem 2.30** (Theorem 7.6.2, [89]). If \(\alpha \in (0, 1)\) and \(x \in D(A)\), then

\[
A^\alpha x = \frac{\sin \pi \alpha}{\pi} \int_0^\infty \lambda^{\alpha-1}(\lambda + A)^{-1}Ax \, d\lambda.
\]

Next, we state some useful estimates.

**Theorem 2.31** (Theorem 7.6.3, [89]). If \(\alpha \in (0, 1)\), then there exists a constant \(C > 0\) such that for every \(x \in D(A)\) and all \(\rho > 0\)

\[
\|A^\alpha x\|_H \leq C(\rho^\alpha\|x\|_H + \rho^{\alpha-1}\|Ax\|_H)
\]

and

\[
\|A^\alpha x\|_X \leq 2C\|x\|_H^{1-\alpha}\|Ax\|_H^\alpha.
\]

**Corollary 2.32.** Let \(\alpha \in (0, 1]\) and let \(B: D(B) \subset H \to H\) be a closed operator with \(D(A^\alpha) \subset D(B)\). There exists a constant \(C > 0\) such that for every \(x \in D(A^\alpha)\)

\[
\|Bx\|_H \leq C\|A^\alpha x\|_H
\]

and in particular

\[
\|A^\beta x\|_H \leq C\|A^\alpha x\|_H
\]

for \(0 \leq \beta < \alpha \leq 1\). Moreover, there exists a constant \(C_1 > 0\) such that for every \(x \in D(A)\) and all \(\rho > 0\)

\[
\|Bx\|_H \leq C_1(\rho^\alpha\|x\|_H + \rho^{\alpha-1}\|Ax\|_H).
\]

**Proof.** A proof of inequalities (2.3) and (2.5) can be found in [89, Corollary 7.6.2]. Inequality (2.4) follows from inequality (2.3) and Theorem 2.29 (ii). \(\square\)

**Theorem 2.33.** For \(\alpha \geq 0\), the space \(D(A^\alpha)\) equipped with the inner product

\[
(x, y)_{D(A^\alpha)} = (A^\alpha x, A^\alpha y)_H
\]

for every \(x, y \in D(A^\alpha)\) becomes a Hilbert space.

**Proof.** The norm on \(D(A^\alpha)\) is given by

\[
\|x\|_{D(A^\alpha)} = \sqrt{(x, x)_{D(A^\alpha)}}
\]

for every \(x \in D(A^\alpha)\). Let \((x_n)_{n \in \mathbb{N}}\) be a Cauchy sequence in \(D(A^\alpha)\). Then \((A^\alpha x_n)_{n \in \mathbb{N}}\) is a Cauchy sequence in \(H\). Since \(H\) is a Hilbert space, there exists \(y \in H\) such that \(\lim_{n \to \infty} \|y - A^\alpha x_n\|_H = 0\). Using inequality (2.4) with \(\beta = 0\), we have for each \(n, m \in \mathbb{N}\)

\[
\|x_n - x_m\|_H \leq C\|A^\alpha x_n - A^\alpha x_m\|_H.
\]

We conclude that the sequence \((x_n)_{n \in \mathbb{N}}\) is a Cauchy sequence in \(H\) and there exists \(x \in H\) such that \(\lim_{n \to \infty} \|x - x_n\|_H = 0\). Since \(A^\alpha\) is closed, we have \(x \in D(A^\alpha)\) and \(A^\alpha x = y\). Therefore, we obtain \(\lim_{n \to \infty} \|A^\alpha x_n - A^\alpha x\|_H = 0\). Therefore, the sequence \((x_n)_{n \in \mathbb{N}}\) converges in \(D(A^\alpha)\). \(\square\)

**Lemma 2.34.** If the operator \(-A\) is self-adjoint, then \(A^\alpha\) is self-adjoint for all \(\alpha \in \mathbb{R}\).
Next, we show the claim for positive exponents. Using Theorem 2.29 (iv) and equation (2.6), we obtain for Corollary 2.37.

number 0 has to be an element of the resolvent set. Hence, we will often require that an analytic semigroup satisfying Remark 2.25. Moreover, the previous theorem is the main result of this chapter and used frequently in the following chapters. Remark 2.36.

Let $-A$ be the generator of an analytic semigroup $(S(t))_{t \geq 0}$ satisfying the assumptions of Remark 2.25. If 0 $\notin \rho(A)$, then

(i) $S(t) : H \to D(A^\alpha)$ for all $t > 0$ and all $\alpha \in \mathbb{R}$;

(ii) for every $x \in D(A^\alpha)$ and all $\alpha \in \mathbb{R}$, we have $A^\alpha S(t)x = S(t)A^\alpha x$;

(iii) the operator $A^\alpha S(t)$ is linear and bounded for all $t > 0$ and all $\alpha \in \mathbb{R}$. In addition, there exist constants $M_\alpha, \delta > 0$ such that for all $t > 0$ and all $\alpha > 0$

$$||A^\alpha S(t)||_{\mathcal{L}(H)} \leq M_\alpha t^{-\alpha}e^{-\delta t};$$

(iv) for all $\alpha \in (0,1]$, there exists a constant $C_\alpha > 0$ such that for every $x \in D(A^\alpha)$

$$||S(t)x - x||_H \leq C_\alpha t^\alpha ||A^\alpha x||_H.$$

Proof. The proof can be found in [70, Chapter 2, Theorem 6.13] and [89, Theorem 7.7.2].

Remark 2.36. The previous theorem is the main result of this chapter and used frequently in the following chapters. Hence, we will often require that an analytic semigroup satisfying Remark 2.25. Moreover, the number 0 has to be an element of the resolvent set.

Corollary 2.37. Let $R(\lambda; -A)$ be the resolvent operator of $-A$ with a real number $\lambda \in \rho(-A)$ such that $\lambda > 0$. If the assumptions of Theorem 2.35 hold, then we have for every $y \in D(A^\alpha)$ with $\alpha < 1$

$$A^\alpha R(\lambda; -A)y = R(\lambda; -A)A^\alpha y.$$

Proof. Using Theorem 2.9 we get for every $y \in H$

$$R(\lambda; -A)y = \int_0^\infty e^{-\lambda t}S(t)y dt.$$
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First, we show the claim for \( \alpha \leq 0 \). By Remark 2.25, the operator \( A^\alpha \) is linear and bounded. Using Theorem 2.35, we obtain

\[
A^\alpha R(\lambda; -A)y = A^\alpha \int_0^\infty e^{-\lambda t} S(t)y \, dt = \int_0^\infty e^{-\lambda t} S(t)A^\alpha y \, dt = R(\lambda; -A)A^\alpha y.
\]

Next, let \( \alpha \in (0, 1) \). By Theorem 2.29 (i), the operator \( A^\alpha \) is linear and closed. Due to Theorem 2.35 (iii), we have

\[
\int_0^\infty e^{-\lambda t} \|A^\alpha S(t)y\|_H dt \leq M_\alpha \int_0^\infty e^{-\lambda t - \alpha t} dt \|y\|_H = M_\alpha \lambda^{\alpha - 1} \Gamma(1 - \alpha) \|y\|_H < \infty.
\]

Hence, the assumptions of Proposition 3.9 are fulfilled. Using additionally Theorem 2.35, we get for every \( y \in D(A^\alpha) \)

\[
A^\alpha R(\lambda; -A)y = A^\alpha \int_0^\infty e^{-\lambda t} S(t)y \, dt = \int_0^\infty e^{-\lambda t} S(t)A^\alpha y \, dt = R(\lambda; -A)A^\alpha y.
\]

\[ \square \]

2.4. Friedrichs Extension

To obtain that an operator is the generator of an analytic semigroup, we will frequently use Corollary 2.23. This requires a self-adjoint operator, which is not always given. However, one can often show that a self-adjoint extension exists, which is given by the so called Friedrichs extension. First, we introduce the energy space of a linear (not necessarily bounded) operator \( A : D(A) \subset H \to H \). We start with the definition of semi-bounded operators.

**Definition 2.38.** A linear and densely defined operator \( A : D(A) \subset H \to H \) is called semi-bounded if there exists a constant \( c \in \mathbb{R} \) such that for every \( x \in D(A) \)

\[
\langle Ax, x \rangle_H \geq c\|x\|_H^2.
\]

**Theorem 2.39.** A semi-bounded operator \( A : D(A) \subset H \to H \) is symmetric.

**Proof.** By definition, the domain \( D(A) \) is dense in \( H \) and \( \langle Ax, x \rangle_H \) is real. The claim follows immediately from [55] Theorem 4.1.5 (d)]. \[ \square \]

Let the operator \( A : D(A) \subset H \to H \) be semi-bounded with \( \langle Ax, x \rangle_H \geq c\|x\|_H^2 \) for every \( x \in D(A) \) and let \( \lambda \in \mathbb{R} \) such that \( \lambda + c > 0 \). We set for every \( x, y \in D(A) \)

\[
[x, y]_\lambda = \langle Ax, y \rangle_H + \lambda \langle x, y \rangle_H.
\]

(2.7)

One can easily verify that \([\cdot, \cdot]_\lambda\) is an inner product on \( D(A) \). Then the norm is defined by \( \|x\|_\lambda = \sqrt{[x, x]_\lambda} \) for every \( x \in D(A) \). Since the space \( D(A) \) is not complete with this norm, we need the following construction of the so called energy space.

**Definition 2.40.** Let the operator \( A : D(A) \subset H \to H \) be semi-bounded with \( \langle Ax, x \rangle_H \geq c\|x\|_H^2 \) for every \( x \in D(A) \) and let \( \lambda \in \mathbb{R} \) such that \( \lambda + c > 0 \). The energy space \( H_\lambda \) is defined by

\[
H_\lambda = \left\{ x \in H : \text{there exists a sequence } (x_n)_{n \in \mathbb{N}} \subset D(A) \text{ such that } \lim_{n \to \infty} \|x - x_n\|_H = 0 \right. \\
\left. \text{and } \lim_{n,m \to \infty} \|x_n - x_m\|_\lambda = 0 \right\}.
\]

The sequence \((x_n)_{n \in \mathbb{N}}\) is called an approximating sequence.
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Lemma 2.41 (Lemma 4.1.8, [85]). Let \( x, y \in H_\lambda \) with approximating sequences \( (x_n)_{n \in \mathbb{N}} \) and \( (y_n)_{n \in \mathbb{N}} \), respectively. Then the limit
\[
\lim_{n \to \infty} [x_n, y_n]_\lambda = [x, y]_\lambda
\]
eexists and is independent of the choice of the approximating sequences.

Due to the previous lemma, we can define the inner product \([\cdot, \cdot]_\lambda\) on the energy space \( H_\lambda \). Moreover, we get the following properties.

Theorem 2.42 (Theorem 4.1.8, [85], Lemma 4.1.8). Let the operator \( A: D(A) \subset \mathcal{H} \to \mathcal{H} \) be semi-bounded satisfying
\[
\langle Ax, x \rangle_\mathcal{H} \geq c\|x\|_\mathcal{H}^2
\]
for every \( x \in D(A) \) and let \( \lambda \in \mathbb{R} \) such that \( \lambda + c > 0 \). The space \( H_\lambda \) equipped with the inner product \([x, y]_\lambda\) for every \( x, y \in H_\lambda \) in the sense of Lemma 2.41 becomes a Hilbert space. The domain \( D(A) \) is a dense subset of \( H_\lambda \). If \( \mu \in \mathbb{R} \) satisfies \( \mu + c > 0 \), then \( H_\lambda = H_\mu \) and the corresponding norms \( \|\cdot\|_\lambda \) and \( \|\cdot\|_\mu \) are equivalent.

Due to the previous theorem, we can conclude that the energy space \( H_\lambda \) depends only on the operator \( A: D(A) \subset \mathcal{H} \to \mathcal{H} \) and not on \( \lambda \in \mathbb{R} \). Hence, we shall write \( H_A \) instead of \( H_\lambda \). We are now able to state Friedrichs extension theorem.

Theorem 2.43 (Theorem 4.1.9, [85], Theorem 4.1.8). Let the operator \( A: D(A) \subset \mathcal{H} \to \mathcal{H} \) be semi-bounded satisfying
\[
\langle Ax, x \rangle_\mathcal{H} \geq c\|x\|_\mathcal{H}^2
\]
for every \( x \in D(A) \). If \( H_A \) is the corresponding energy space, then the operator \( A_F: D(A_F) \subset \mathcal{H} \to \mathcal{H} \) given by
\[
D(A_F) = H_A \cap D(A^*), \quad A_F x = A^* x \text{ for every } x \in D(A_F)
\]
is a self-adjoint extension of the operator \( A \). Moreover, we have for every \( x \in D(A_F) \)
\[
\langle A_F x, x \rangle_\mathcal{H} \geq c\|x\|_\mathcal{H}^2.
\]

Remark 2.44. Let \( A: D(A) \subset \mathcal{H} \to \mathcal{H} \) be a semi-bounded operator. By Theorem 2.39, we get that \( A \) is symmetric and hence, we obtain \( D(A) \subset D(A^*) \) and \( Ax = A^* x \) for every \( x \in D(A) \). Also note that \( D(A) \subset H_A \) since for every \( x \in D(A) \) the sequence \( (x_n)_{n \in \mathbb{N}} \) given by \( x_n = x \) for each \( n \in \mathbb{N} \) is an approximating sequence. Therefore, we can conclude that the operator \( A_F: D(A_F) \subset \mathcal{H} \to \mathcal{H} \) constructed in the previous theorem is an extension of the operator \( A \).

2.5. Examples

In this section, we consider some important examples of closed operators generating analytic semigroups such that their fractional powers are well defined. Here, we introduce the Laplace operator as well as the Stokes operator defined on \( L^2 \) spaces.

2.5.1. The Laplace Operator

Here, we study the Dirichlet realization as well as the Neumann realization of the Laplace operator. Let 
\[
x = (x_1, \ldots, x_n) \in \mathbb{R}^n.
\]
For functions \( y: \mathbb{R}^n \to \mathbb{R} \), we introduce the nabla operator \( \nabla \) given by
\[
\nabla y(x) = \left( \frac{\partial y(x)}{\partial x_1}, \ldots, \frac{\partial y(x)}{\partial x_n} \right)
\]
and we introduce the Laplace operator \( \Delta \) defined by
\[
\Delta y(x) = \sum_{i=1}^{n} \frac{\partial^2 y(x)}{\partial x_i^2}.
\]
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Often, we will omit the dependence on $x$ for the sake of simplicity. Here, we analyze the Laplace operator as a closed operator on the Hilbert space $\mathcal{H} = L^2(D)$, where $D$ is a bounded domain with sufficiently smooth boundary $\partial D$.

The Dirichlet Realization of the Laplace Operator

We assume that $D \subset \mathbb{R}^n$ is a bounded domain with $C^2$ boundary $\partial D$. We set $D(A_0) = C_0^\infty(D)$ and we define the operator $A_0: D(A_0) \subset L^2(D) \to L^2(D)$ by

$$A_0 y = -\Delta y$$

(2.8)

for every $y \in D(A_0)$.

Lemma 2.45. The operator $A_0: D(A_0) \subset L^2(D) \to L^2(D)$ defined by equation (2.8) is semi-bounded with $\langle A_0 y, y \rangle_{L^2(D)} \geq c \|y\|^2_{L^2(D)}$ for every $y \in D(A_0)$, where $c > 0$ is a constant.

Proof. It is well known that $D(A_0)$ is dense in the space $L^2(D)$, see [85, Theorem 1.3.6/2]. Obviously, the operator $A_0$ is linear. By partial integration and the Poincaré inequality, there exists a constant $c > 0$ such that for every $y \in D(A_0)$

$$\langle A_0 y, y \rangle_{L^2(D)} = -\int_D \Delta y(x) y(x) \, dx = \int_D \nabla y(x) \nabla y(x) \, dx = \|\nabla y\|^2_{L^2(D)} \geq c \|y\|^2_{L^2(D)}.$$

Thus, the operator $A_0$ is semi-bounded. \hfill $\Box$

Let $A_0^\ast: D(A_0^\ast) \subset L^2(D) \to L^2(D)$ be the adjoint operator of $A_0$. By the previous lemma, we can apply Theorem 2.43 with the result that the Friedrichs extension of the operator $A_0$ exists. We denote the Friedrichs extension of the operator $A_0$ by $A: D(A) \subset L^2(D) \to L^2(D)$. Moreover, we get the following properties.

Lemma 2.46. The operator $A: D(A) \subset L^2(D) \to L^2(D)$ is self-adjoint and we have for every $y \in D(A)$

$$\langle Ay, y \rangle_{L^2(D)} \geq c \|y\|^2_{L^2(D)},$$

(2.9)

where the constant $c > 0$ arises from Lemma 2.45. Furthermore, we have

$$D(A) = H^1_0(D) \cap H^2(D), \quad Ay = -\Delta y$$

for every $y \in D(A)$.

Proof. By Theorem 2.43 we have

$$D(A) = H_{A_0} \cap D(A_0^\ast), \quad Ay = A_0^\ast y$$

for every $y \in D(A)$, where $H_{A_0}$ is the energy space of the operator $A_0$. The operator $A$ is the self-adjoint extension of $A_0$ and we have for every $y \in D(A)$

$$\langle Ay, y \rangle_{L^2(D)} \geq c \|y\|^2_{L^2(D)},$$

where the constant $c > 0$ arises from Lemma 2.45.

Next, we determine the domain $D(A)$ explicitly. We start with the space $H_{A_0}$. For every $y, z \in D(A_0)$, let $[y, z]_1$ be given by equation (2.7) with $\lambda = 1$ and $\|y\|_1 = \sqrt{[y, y]_1}$. By partial integration, we obtain for every $y \in D(A_0)$

$$\|y\|^2_1 = \langle A_0 y, y \rangle_{L^2(D)} + \|y\|^2_{L^2(D)} = \|\nabla y\|^2_{L^2(D)} + \|y\|^2_{L^2(D)}.$$
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Hence, the norm \( \| \cdot \|_1 \) is equal to the norm on \( H^1(D) \). It is well known that \( D(A_0) \) is dense in the space \( H^1_0(D) \), see [33, Theorem 1.5.5/1]. By definition of the energy space, we get \( H_{A_0} = H^1_0(D) \). To determine the set \( D(A^*_0) \), we first calculate the operator \( A^*_0 \). In the sense of distributions, we obtain for every \( y \in D(A_0) \) and \( z \in D(D^*_0) \)

\[
\langle A^*_0 z, y \rangle_{L^2(D)} = \langle z, A_0 y \rangle_{L^2(D)} = - \int_D z(x) \Delta y(x) \, dx = - \int_D \Delta z(x) y(x) \, dx = \langle -\Delta z, y \rangle_{L^2(D)}. \tag{2.10}
\]

Hence, we get for every \( z \in D(A^*_0) \)

\[
A^*_0 z = -\Delta z
\]

in the sense of distributions. Moreover, we have

\[
D(A^*_0) \subset \{ z \in L^2(D) : -\Delta z \in L^2(D) \}.
\]

Conversely, if \( z \in L^2(D) \) such that \(-\Delta z \in L^2(D)\) in the sense of distributions, then by equation (2.10), we get \( z \in D(A^*_0) \). Therefore, we obtain

\[
D(A^*_0) = \{ z \in L^2(D) : -\Delta z \in L^2(D) \}.
\]

By definition of the domain of the operator \( A \), we can conclude

\[
D(A) = H_{A_0} \cap D(A^*_0) = \{ z \in H^1_0(D) : -\Delta z \in L^2(D) \}.
\]

It is well known that we can write equivalently \( D(A) = H^1_0(D) \cap H^2(D) \), see [33, Remark 6.2.2/3] and the references therein.

\[\text{Remark 2.47. There exists another approach to introduce the Laplace operator with Dirichlet boundary condition. For more details, we refer to [33, Chapter 2, Section 3.3.A]. Let } \mathcal{D} \subset \mathbb{R}^n \text{ be a bounded domain with } C^\infty \text{ boundary } \partial \mathcal{D}. \text{ We consider the following Dirichlet boundary value problem:}
\]

\[
\begin{aligned}
-\Delta y(x) &= z(x) & x & \in \mathcal{D} , \\
y(x) &= 0 & x & \in \partial \mathcal{D}. 
\end{aligned} \tag{2.11}
\]

Here, the definition of a solution (often called weak solution) is in a generalized sense as follows: First, we assume that \( y \in C^\infty_0(\mathcal{D}) \). Multiplying both sides of the equation \(-\Delta y = z\) by a function \( \phi \in C^\infty_0(\mathcal{D}) \) and using partial integration, we get

\[
\int_{\mathcal{D}} \nabla y(x) \cdot \nabla \phi(x) \, dx = \int_{\mathcal{D}} z(x) \phi(x) \, dx. \tag{2.12}
\]

Obviously, the above equation remains valid for \( y, \phi \in H^1_0(\mathcal{D}) \) and \( z \in L^2(\mathcal{D}) \), which can be achieved using density results. We call \( y \in H^1_0(\mathcal{D}) \) a weak solution of (2.11) if equation (2.12) holds for every \( \phi \in H^1_0(\mathcal{D}) \). If \( z \in L^2(\mathcal{D}) \), then there exists a unique weak solution \( y \in H^1_0(\mathcal{D}) \) of (2.11). Moreover, we get \( y \in H^2(\mathcal{D}) \), see [13, Theorem 9.25]. Hence, we can introduce an operator \( A : D(A) \subset L^2(\mathcal{D}) \to L^2(\mathcal{D}) \) given by

\[
D(A) = H^1_0(\mathcal{D}) \cap H^2(\mathcal{D}), \quad Ay = -\Delta y
\]

for every \( y \in D(A) \). The operator \( A \) is self-adjoint and there exists a constant \( c > 0 \) such that the inequality

\[
\langle Ay, y \rangle_{L^2(\mathcal{D})} \geq c \| y \|_{L^2(\mathcal{D})}^2
\]

holds for every \( y \in D(A) \), see [33, Section 4.1].

We proceed with the Friedrichs extension \( A : D(A) \subset L^2(\mathcal{D}) \to L^2(\mathcal{D}) \).

\[\text{Corollary 2.48. The operator } A : D(A) \subset L^2(\mathcal{D}) \to L^2(\mathcal{D}) \text{ is closed and densely defined.}\]
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Proof. Recall that the operator $A$ is self-adjoint. Hence, we can conclude that the operator $A$ is closed, see [85, Theorem 4.1.5. (c)]. Since $D(A_0) \subset D(A)$ and $D(A_0)$ is dense in $L^2(D)$, the set $D(A)$ is also dense in $L^2(D)$. $\square$

Next, we show the existence of the resolvent operator.

Lemma 2.49. If $\lambda > 0$, then the resolvent operator $R(\lambda; -A) = (\lambda + A)^{-1}$ exists and we have

$$\| R(\lambda; -A) \|_{L^2(D)} \leq \frac{1}{\lambda}. \quad (2.13)$$

Proof. For the operator $\lambda + A$, we define the range by

$$R(\lambda + A) = \{ z \in L^2(D) : \text{there exists } y \in D(A) \text{ such that } (\lambda + A)y = z \}$$

and the null space by

$$N(\lambda + A) = \{ y \in D(A) : (\lambda + A)y = 0 \}.$$

Since the operator $A$ is self-adjoint, we have

$$L^2(D) = \overline{R(\lambda + A)} \oplus N(\lambda + A),$$

where $\oplus$ denotes the direct sum, see [85, Lemma 4.1.6]. First, we determine the set $N(\lambda + A)$. Using inequality (2.9), we get for every $y \in D(A)$

$$\| (\lambda + A)y \|^2_{L^2(D)} = \lambda^2 \| y \|^2_{L^2(D)} + 2\lambda \langle Ay, y \rangle_{L^2(D)} + \| Ay \|^2_{L^2(D)} \geq \lambda^2 \| y \|^2_{L^2(D)}.$$  \quad (2.14)

Hence, we have for every $y \in N(\lambda + A)$

$$0 = \| (\lambda + A)y \|^2_{L^2(D)} \geq \lambda^2 \| y \|^2_{L^2(D)}.$$

As a consequence, the null space $N(\lambda + A)$ contains only $0 \in D(A)$. Thus, we have $L^2(D) = \overline{R(\lambda + A)}$.

Next, we show that $L^2(D) = R(\lambda + A)$. If $z \in L^2(D)$, then there exists a sequence $(z_m)_{m \in \mathbb{N}} \subset R(\lambda + A)$ such that $\lim_{m \to \infty} z_m = z$ in $L^2(D)$. Moreover, there exists $y_m \in D(A)$ such that $(\lambda + A)y_m = z_m$ for each $m \in \mathbb{N}$. By inequality (2.14), we have for each $m_1, m_2 \in \mathbb{N}$

$$\| y_{m_1} - y_{m_2} \|^2_{L^2(D)} \leq \frac{1}{\lambda} \| (\lambda + A)(y_{m_1} - y_{m_2}) \|^2_{L^2(D)} = \frac{1}{\lambda} \| z_{m_1} - z_{m_2} \|^2_{L^2(D)}.$$

We obtain that the sequence $(y_m)_{m \in \mathbb{N}}$ is a Cauchy sequence in $L^2(D)$ and hence, there exists $y \in L^2(D)$ such that $\lim_{m \to \infty} y_m = y$ in $L^2(D)$. Moreover, we get

$$\lim_{m \to \infty} Ay_m = \lim_{m \to \infty} [(\lambda + A)y_m - \lambda y_m] = \lim_{m \to \infty} [z_m - \lambda y_m] = z - \lambda y,$$

where the convergence is in $L^2(D)$. Since the operator $A$ is closed, we can conclude that $y \in D(A)$ and $(\lambda + A)y = z$. Therefore, we have $L^2(D) = R(\lambda + A)$.

Next, we consider the operator $\lambda + A : D(A) \to L^2(D)$. Let $y_1, y_2 \in D(A)$ satisfy $(\lambda + A)y_1 = z$ and $(\lambda + A)y_2 = z$ for $z \in L^2(D)$. We obtain $y_1 - y_2 \in N(\lambda + A)$ and hence, we get $y_1 = y_2$. Therefore, the operator $\lambda + A$ is injective. Since $L^2(D) = R(\lambda + A)$, we infer that the inverse operator $(\lambda + A)^{-1} : L^2(D) \to D(A)$ exists. Due to inequality (2.14), we get for every $y \in L^2(D)$

$$\| R(\lambda; -A)y \|^2_{L^2(D)} \leq \frac{1}{\lambda} \| (\lambda + A) (\lambda + A)^{-1} y \|^2_{L^2(D)} = \frac{1}{\lambda} \| y \|^2_{L^2(D)}$$

and hence, inequality (2.13) holds. $\square$
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We are now able to show the main result.

**Theorem 2.50.** The operator \(-A\): \(D(A) \subset L^2(D) \to L^2(D)\) is the generator of an analytic semigroup of contractions \((e^{-At})_{t \geq 0}\).

**Proof.** Due to Corollary 2.48, the operator \(-A\): \(D(A) \subset L^2(D) \to L^2(D)\) is closed and densely defined. By Lemma 2.49, the resolvent set \(\rho(-A)\) contains \(\mathbb{R}^+_0\) and for \(\lambda > 0\)

\[\|R(\lambda; -A)\|_{L^2(D)} \leq \frac{1}{\lambda}.\]

Thus, we can apply Theorem 2.11 with the result that the operator \(-A\) is the generator of a \(C_0\) semigroup \((e^{-At})_{t \geq 0}\). Due to Lemma 2.46, the operator \(-A\) is self-adjoint and thus, the \(C_0\) semigroup \((e^{-At})_{t \geq 0}\) is analytic due to Corollary 2.23.

As a consequence of the previous theorem and the fact that the operator \(-A\) is self-adjoint, there exists a constant \(\theta > 0\) such that

\[\|e^{-At}\|_{L^2(D)} \leq e^{-\theta t}\]

for all \(t \geq 0\), see [89] Theorem 7.2.8. Hence, the assumptions of Remark 2.25 are satisfied with \(M = 1\). Therefore, we can define fractional powers of the operator \(A\) denoted by \(A^\alpha\) for \(\alpha \in \mathbb{R}\) according to Section 2.3. Furthermore, if \(\partial D\) is a \(C^\infty\) boundary, then we can determine the domain \(D(A^\alpha)\) for \(\alpha \in (0,1)\) explicitly.

**Theorem 2.51** (Theorem 1, [38]). The domain of fractional powers of the operator \(A\) is given by

(i) \(D(A^\alpha) = H^{2\alpha}(D)\) for \(\alpha \in (0,\frac{1}{2})\),

(ii) \(D(A^{1/4}) \subset H^{1/2}(D)\),

(iii) \(D(A^\alpha) = H_0^{2\alpha}(D)\) for \(\alpha \in (\frac{1}{4},\frac{3}{4})\),

(iv) \(D(A^{3/4}) \subset H_0^{3/2}(D)\),

(v) \(D(A^\alpha) = H_0^{2\alpha}(D)\) for \(\alpha \in (\frac{3}{4},1)\).

**Remark 2.52.** For general results on the Dirichlet realization of the Laplace operator defined on \(L^p\)-spaces, we refer to [32].

**The Neumann Realization of the Laplace Operator**

Let \(D \subset \mathbb{R}^n\) be a bounded domain with \(C^\infty\) boundary \(\partial D\). We set

\[D(A_0) = \left\{ y \in C^\infty(D) : \frac{\partial y}{\partial \eta} = 0 \text{ on } \partial D \right\},\]

where \(\eta\) is the \(C^\infty\) outward normal to \(\partial D\), i.e., the vector field \(\eta = (\eta_1, \ldots, \eta_n)\) is the outward normal to \(\partial D\) with \(\eta_1, \ldots, \eta_n \in C^\infty(\partial D)\). We define the operator \(A_0: D(A_0) \subset L^2(D) \to L^2(D)\) by

\[A_0 y = \Delta y\]  \hspace{1cm} (2.15)

for every \(y \in D(A_0)\).

**Lemma 2.53.** The operator \(A_0: D(A_0) \subset L^2(D) \to L^2(D)\) defined by equation (2.15) is linear, densely defined and \((A_0 y, y)_{L^2(D)} \leq 0\) for every \(y \in D(A_0)\).
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Proof. Since $C(\mathcal{D})$ is dense in $L^2(\mathcal{D})$ and $C(\mathcal{D}) \subseteq D(A_0)$, we have that $D(A_0)$ is dense in $L^2(\mathcal{D})$. Obviously, the operator $A_0$ is linear. By Green’s identity, we get for every $y \in D(A_0)$

$$\langle A_0 y, y \rangle_{L^2(\mathcal{D})} = \int_{\mathcal{D}} \Delta y(x) y(x) \, dx = - \int_{\mathcal{D}} \nabla y(x) \cdot \nabla y(x) \, dx = - \| \nabla y \|_{L^2(\mathcal{D})}^2 \leq 0.$$

As a consequence, we get that the operator $-A_0$ is semi-bounded with $\langle -A_0 y, y \rangle_{L^2(\mathcal{D})} \geq 0$ for every $y \in D(A_0)$. Let $A^*_0 : D(A^*_0) \subseteq L^2(\mathcal{D}) \to L^2(\mathcal{D})$ be the adjoint operator of $A_0$. Then we can apply Theorem 2.43 with the result that the Friedrichs extension of the operator $A_0$ exists. In the remaining part, we denote the Friedrichs extension of the operator $A_0$ by $A : D(A) \subseteq L^2(\mathcal{D}) \to L^2(\mathcal{D})$. We get the following properties, which can be derived similarly to Lemma 2.46.

Lemma 2.54 (Theorem 5.31 (ii), [53]). The operator $A : D(A) \subseteq L^2(\mathcal{D}) \to L^2(\mathcal{D})$ is self-adjoint and $\langle Ay, y \rangle_{L^2(\mathcal{D})} \leq 0$ for every $y \in D(A)$. Furthermore, we have

$$D(A) = \left\{ y \in H^2(\mathcal{D}) : \frac{\partial y}{\partial \eta} = 0 \text{ on } \partial \mathcal{D} \right\}, \quad Ay = \Delta y \text{ for every } y \in D(A).$$

Remark 2.55. For the Neumann realization of the Laplace operator, the number $0$ is an eigenvalue with constant functions as the related eigenfunctions, while $0$ is an element of the resolvent set of the Dirichlet realization of the Laplace operator, see [38, Theorem 5.31]. This is the main difference of these operators.

Remark 2.56. Similarly to Remark 2.47, there exists another approach to introduce the Laplace operator with Neumann boundary conditions. For more details, we refer to [30, Chapter 2, Section 3.3.C]. Let $\mathcal{D} \subseteq \mathbb{R}^n$ be a bounded domain with $C^\infty$ boundary $\partial \mathcal{D}$. We consider the following Neumann boundary value problem:

$$\begin{cases}
\Delta y(x) = z(x) & x \in \mathcal{D}, \\
\frac{\partial y(x)}{\partial \eta} = 0 & x \in \partial \mathcal{D},
\end{cases} \quad (2.16)$$

where $\eta$ is the outward normal to $\partial \mathcal{D}$. Here, the definition of a solution (often called weak solution) is in a generalized sense as follows: First, we assume that $y \in C^\infty(\overline{\mathcal{D}})$. Multiplying both sides of the equation $\Delta y = z$ by a function $\phi \in C^\infty(\overline{\mathcal{D}})$ and using Green’s identity, we get

$$\int_{\mathcal{D}} \nabla y(x) \cdot \nabla \phi(x) \, dx = \int_{\mathcal{D}} z(x) \phi(x) \, dx. \quad (2.17)$$

Obviously, the above equation remains valid for $y, \phi \in H^1(\mathcal{D})$ and $z \in L^2(\mathcal{D})$, which can be achieved using density results. We call $y \in H^1(\mathcal{D})$ a weak solution of (2.16) if equation (2.17) holds for every $\phi \in H^1(\mathcal{D})$. A weak solution $y \in H^1(\mathcal{D})$ of (2.16) exists and is unique up to a constant if and only if $z \in L^2(\mathcal{D})$ satisfies

$$\int_{\mathcal{D}} z(x) \, dx = 0.$$

Moreover, one can conclude that $y \in H^2(\mathcal{D})$, see [15, Theorem 9.26]. Hence, we can introduce an operator $A : D(A) \subseteq L^2(\mathcal{D}) \to L^2(\mathcal{D})$ given by

$$D(A) = \left\{ y \in H^2(\mathcal{D}) : \frac{\partial y}{\partial \eta} = 0 \text{ on } \partial \mathcal{D} \right\}, \quad Ay = \Delta y$$

for every $y \in D(A)$. The operator $A$ is self-adjoint and $\langle Ay, y \rangle_{L^2(\mathcal{D})} \leq 0$ for every $y \in D(A)$, see [53, Section 4.2 and Lemma 1.6.1].
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Similarly to the Dirichlet realization of the Laplace operator, we can show that the operator $A$ is closed and densely defined. Moreover, if $\lambda > 0$, then the resolvent operator $R(\lambda; A)$ exists and we have

$$\|R(\lambda; A)\|_{L^2(D)} \leq \frac{1}{\lambda}.$$

Therefore, we get the following generation theorem, which can be obtained similarly to Theorem 2.50.

**Theorem 2.57.** The operator $A$: $D(A) \subset L^2(D) \to L^2(D)$ is the generator of an analytic semigroup of contractions $(e^{tA})_{t \geq 0}$.

By Remark 2.55 the number 0 is an eigenvalue of the operator $A$ and hence, we have $0 \notin \rho(A)$. As a consequence, we cannot apply Theorem 2.35 directly. Here, we can easily overcome this problem as follows: Let $\lambda > 0$. Due to the previous theorem, the operator $A - \lambda$ is still the generator of an analytic semigroup given by $(e^{-\lambda t}e^{At})_{t \geq 0}$, see [38] p. Chapter 3, Corollary 2.2. Hence, the operator $A - \lambda$ satisfies the assumptions of Remark 2.55 with $M = 1$ and $\theta = \lambda$. Therefore, we can define fractional powers of the operator $\lambda - A$ denoted by $(\lambda - A)^\alpha$ with $\alpha \in \mathbb{R}$ according to Section 2.3. Also note that we can apply Theorem 2.35 since $0 \in \rho(A - \lambda)$. Furthermore, we can determine the domain $D((\lambda - A)^\alpha)$ for $\alpha \in (0, 1)$ explicitly.

**Theorem 2.58 (Theorem 2.35).** The domain of fractional powers of the operator $\lambda - A$ is given by

(i) $D((\lambda - A)^\alpha) = H^{2\alpha}(D)$ for $\alpha \in \left(0, \frac{2}{3}\right)$,

(ii) $D((\lambda - A)^{3/4}) \subset H^{3/2}(D)$,

(iii) $D((\lambda - A)^\alpha) = \left\{ y \in H^{2\alpha}(D) : \frac{\partial y}{\partial n} = 0 \text{ on } \partial D \right\}$ for $\alpha \in \left(\frac{3}{4}, 1\right)$.

2.5.2. The Stokes Operator

Let $D \subset \mathbb{R}^n$ be a bounded domain with $C^2$ boundary $\partial D$ and let

$$C_0^\infty = \{ y \in (C_0^\infty(D))^n : \text{div } y = 0 \text{ in } D \}.$$

We introduce the following common spaces:

$$H = \text{Completion of } C_0^\infty \text{ in } (L^2(D))^n$$
$$= \left\{ y \in (L^2(D))^n : \text{div } y = 0 \text{ in } D, y \cdot \eta = 0 \text{ on } \partial D \right\},$$

$$V = \text{Completion of } C_0^\infty \text{ in } (H^1(D))^n$$
$$= \left\{ y \in (H^1_0(D))^n : \text{div } y = 0 \text{ in } D \right\},$$

where $\eta$ denotes the unit outward normal to $\partial D$. The space $H$ equipped with the inner product

$$\langle y, z \rangle_H = \langle y, z \rangle_{(L^2(D))^n} = \sum_{i=1}^n y_i(x)z_i(x) \, dx$$

for every $y = (y_1, ..., y_n), z = (z_1, ..., z_n) \in H$ becomes a Hilbert space. For all $x = (x_1, ..., x_n) \in D$, we denote $D^j = \frac{\partial^{|j|}}{\partial x_1^{j_1} \cdots \partial x_n^{j_n}}$. With $|j| = \sum_{i=1}^n j_i$. We set $D^j y = (D^j y_1, ..., D^j y_n)$ with $|j| \leq 1$ for every $y = (y_1, ..., y_n) \in V$. Then the space $V$ equipped with the inner product

$$\langle y, z \rangle_V = \sum_{|j| \leq 1} \langle D^j y, D^j z \rangle_{(L^2(D))^n}$$
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for every y, z ∈ V becomes a Hilbert space. The norms in H and V are denoted by ∥·∥_H and ∥·∥_V, respectively. Moreover, we get the orthogonal Helmholtz decomposition

\[(L^2(\mathcal{D}))^n = H \oplus \{\nabla y : y \in H^1(\mathcal{D})\},\]

where \(\oplus\) denotes the direct sum. Then there exists an orthogonal projection \(\Pi: (L^2(\mathcal{D}))^n \to H\), see [39]. We set \(D(A_0) = C_{0,\sigma}^\infty\) and we define the operator \(A_0: D(A_0) \subset H \to H\) by

\[A_0y = -\Pi \Delta y\] (2.18)

for every \(y \in D(A_0)\), where \(\Delta\) is the Laplace operator defined for vector functions in the sense that \(\Delta y = (\Delta y_1, \ldots, \Delta y_n)\).

**Lemma 2.59.** The operator \(A_0: D(A_0) \subset H \to H\) given by (2.18) is semi-bounded with \(\langle A_0y, y \rangle_H \geq c\|y\|_H^2\) for every \(y \in D(A_0)\), where \(c > 0\) is a constant.

**Proof.** By definition of the space \(H\), we get that \(D(A_0)\) is dense in \(H\). Since the operator \(\Pi: (L^2(\mathcal{D}))^n \to H\) is an orthogonal projection, the operator \(\Pi\) is linear, self-adjoint and we have \(\Pi y = y\) for every \(y \in H\). Hence, the operator \(A_0\) is linear and we get for every \(y \in D(A_0)\)

\[\langle A_0y, y \rangle_H = -\langle \Pi \Delta y, y \rangle_H = -\langle \Delta y, y \rangle_H.

The remaining part of the proof can be obtained similarly to Lemma 2.45. \(\Box\)

Let \(A_0^* : D(A_0^*) \subset H \to H\) be the adjoint operator of \(A_0\). As a consequence of the previous lemma, we can apply Theorem 2.43 with the result that the Friedrichs extension of the operator \(A_0\) exists. In the remaining part, we denote the Friedrichs extension of the operator \(A_0\) by \(A : D(A) \subset H \to H\). We get the following properties, which can be derived similarly to Lemma 2.46.

**Lemma 2.60.** The operator \(A: D(A) \subset H \to H\) is self-adjoint and we have for every \(y \in D(A)\)

\[\langle Ay, y \rangle_H \geq c\|y\|_H^2,

where the constant \(c > 0\) arises from Lemma 2.59. Furthermore, we have

\[D(A) = (H^2(\mathcal{D}))^n \cap V,\quad Ay = -\Pi \Delta y\] for every \(y \in D(A)\).

Similarly to the Dirichlet realization of the Laplace operator, we can show that the operator \(A\) is closed and densely defined. Moreover, if \(\lambda > 0\), then the resolvent operator \(R(\lambda; -A)\) exists and we have

\[\|R(\lambda; -A)\|_{L(H)} \leq \frac{1}{\lambda}.

Therefore, we get the following generation theorem, which can be obtained similarly to Theorem 2.50.

**Theorem 2.61.** The operator \(-A: D(A) \subset H \to H\) is the generator of an analytic semigroup of contractions \((e^{-At})_{t \geq 0}\).

Due to the previous Theorem and the fact that the operator \(-A\) is self-adjoint, there exists a constant \(\theta > 0\) such that

\[\|e^{-At}\|_{L(H)} \leq e^{-\theta t}\]

for all \(t \geq 0\), see [39, Remark 7.2.1]. Hence, the assumptions of Remark 2.25 are satisfied with \(M = 1\). Therefore, we can define fractional powers of the operator \(A\) denoted by \(A_{\alpha}\) with \(\alpha \in \mathbb{R}\) according to Section 2.3. Furthermore, if the boundary \(\partial \mathcal{D}\) is a \(C^\infty\) boundary, then we can determine the domain \(D(A_{\alpha})\) for \(\alpha \in (0, 1)\) explicitly. Let the operator \(A_D : D(A_D) \subset (L^2(\mathcal{D}))^n \to (L^2(\mathcal{D}))^n\) be the Dirichlet realization of the Laplace operator, which we can introduce similarly to Section 2.5.1. Then, we get the following presentation.
Theorem 2.62 ([37] [38]). For all $\alpha \in (0, 1)$, we have
\[ D(A^{\alpha}) = D(A_D^{\alpha}) \cap H. \]

As a consequence of the previous theorem and Theorem 2.51, we can determine the domain $D(A^{\alpha})$ for $\alpha \in (0, 1)$ explicitly.

Corollary 2.63. The domain of fractional powers of the operator $A$ is given by

(i) $D(A^{\alpha}) = (H^{2\alpha}(\mathcal{D}))^n \cap H$ for $0 < \alpha < \frac{1}{4},$
(ii) $D(A^{1/4}) \subset (H^{1/2}(\mathcal{D}))^n \cap H,$
(iii) $D(A^{\alpha}) = (H^{2\alpha}_0(\mathcal{D}))^n \cap H$ for $\frac{1}{4} < \alpha < \frac{3}{4},$
(iv) $D(A^{3/4}) \subset (H^{3/2}_0(\mathcal{D}))^n \cap H,$
(v) $D(A^{\alpha}) = (H^{2\alpha}_0(\mathcal{D}))^n \cap H$ for $\frac{3}{4} < \alpha < 1.$

Remark 2.64. For general results on the Stokes operator defined on $L^p$-spaces, we refer to [43].
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Stochastic Calculus

This chapter is devoted to SPDEs both of forward and of backward type. Forward SPDEs driven by Lévy noise are often stated as stochastic evolution equations on infinite dimensional spaces, see [71]. The theory presented here extends results well known for the case of Wiener noise, see [23, 42, 73]. For stochastic ordinary differential equations with Lévy noise, we refer to [20, 74]. Similarly, backward SPDEs can also be stated as stochastic evolution equations, see [1, 52]. Existence and uniqueness results of these backward equations are mainly based on a martingale representation theorem. Since these representation formulas are not available for infinite dimensional Lévy processes, we have to restrict to the case of to backward SPDEs driven by Wiener noise.

We start with basic notions and definitions concerning random variables and stochastic processes on separable Hilbert spaces. Afterwards, we give an overview on properties of infinite dimensional Lévy processes. For a certain class of Lévy processes, we introduce the stochastic integral and we state basic results, which we use in the following chapters. For forward SPDEs, we will figure out that the mild solution is useful to involve nonhomogeneous boundary conditions. In control theory, backward SPDEs characterizes the dynamics of the adjoint equation, which is closely related to the corresponding forward equation. For that reason, we will also consider mild solutions of backward SPDEs. Finally, we state different concepts of solutions and we will give a relationship between these solutions, where we mainly use results shown in [1, 23, 53, 71].

Throughout this chapter, let $(\Omega, \mathcal{F}, \mathbb{P})$ be a given probability space. We always assume that $(\Omega, \mathcal{F}, \mathbb{P})$ is complete, i.e. $A \in \mathcal{F}$, $B \subset A$ and $\mathbb{P}(A) = 0$ imply $B \in \mathcal{F}$.

3.1. Preliminaries

Let $\mathcal{U}$ be a separable Hilbert space and let $\mathcal{B}(\mathcal{U})$ denote its Borel $\sigma$-field. An $\mathcal{U}$-valued random variable or a random variable with values in $\mathcal{U}$ is any measurable mapping $X : \Omega \to \mathcal{U}$, i.e. $X$ maps $\Omega$ into $\mathcal{U}$ such that $\{X \in A\} = \{\omega \in \Omega : X(\omega) \in A\} \in \mathcal{F}$ for arbitrary $A \in \mathcal{B}(\mathcal{U})$. We denote the law or the distribution of $X$ by $L(X)(A) = \mathbb{P}(\omega \in \Omega : X(\omega) \in A)$ for all $A \in \mathcal{B}(\mathcal{U})$. For an $\mathcal{U}$-valued random variable $X$, one can introduce its expected value

\[ \mathbb{E}[X] = \int_{\Omega} X(\omega) \mathbb{P}(d\omega) \]

in the sense of a Bochner integral as introduced in Section 3. The expected value is well defined if

\[ \mathbb{E} \|X\|_{\mathcal{U}} = \int_{\Omega} \|X(\omega)\|_{\mathcal{U}} \mathbb{P}(d\omega) < \infty. \]  \hspace{1cm} (3.1)

A random variable satisfying condition (3.1) is integrable. If $\mathbb{E} \|X\|_{\mathcal{U}}^p < \infty$ with $1 \leq p < \infty$, then $X$ is $p$-integrable. The space of $p$-integrable random variables with values in $\mathcal{U}$ is denoted by $L^p(\Omega; \mathcal{U})$.

Let $\mathcal{I}$ be a time interval given by all nonnegative real numbers $\mathbb{R}^+$ or a finite interval $[0,T]$ with $T > 0$. A family $(X(t))_{t \in \mathcal{I}}$ of $\mathcal{U}$-valued random variables is called $\mathcal{U}$-valued stochastic process or stochastic process.
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with values in \( \mathcal{U} \). The stochastic process \((X(t))_{t \in \mathcal{I}}\) is \( p \)-integrable if for all \( t \in \mathcal{I} \), the random variable \( X(t) \) is \( p \)-integrable. We set \( X(t)(\omega) = X(t, \omega) \) for all \( t \in \mathcal{I} \) and \( \omega \in \Omega \). The function \( X(\cdot, \omega) : \mathcal{I} \to \mathcal{U} \) is called trajectory of \((X(t))_{t \in \mathcal{I}}\).

**Definition 3.1.** Let \((X(t))_{t \in \mathcal{I}}\) be a stochastic process with values in \( \mathcal{U} \). An \( \mathcal{U} \)-valued stochastic process \((Y(t))_{t \in \mathcal{I}}\) is a modification of \((X(t))_{t \in \mathcal{I}}\) if for all \( t \in \mathcal{I} \)

\[ 
\mathbb{P}(X(t) = Y(t)) = 1. 
\]

Next, we introduce different continuity properties of stochastic processes.

**Definition 3.2.** An \( \mathcal{U} \)-valued stochastic process \((X(t))_{t \in \mathcal{I}}\) is

- **stochastically continuous** if for all \( t \in \mathcal{I} \) and \( \varepsilon > 0 \)

\[ 
\lim_{s \to t} \mathbb{P}(\|X(t) - X(s)\|_\mathcal{U} > \varepsilon) = 0; 
\]

- **continuous** (with probability 1) if its trajectories \( X(\cdot, \omega) \) are continuous \( \mathbb{P} \)-almost surely.

Under additional requirements, we can define the mean square continuity.

**Definition 3.3.** An \( \mathcal{U} \)-valued square integrable stochastic process \((X(t))_{t \in \mathcal{I}}\) is **mean square continuous** or **continuous in mean square** if for all \( t \in \mathcal{I} \)

\[ 
\lim_{s \to t} \mathbb{E}\|X(t) - X(s)\|_\mathcal{U}^2 = 0. 
\]

We have the following relationships between these various types of continuity, which are well known for real valued stochastic processes, see [55, 66]. One can easily adapt these results to Hilbert space valued stochastic processes.

**Proposition 3.4.** We have the following implications:

(i) Every continuous stochastic process is stochastically continuous.

(ii) Every mean square continuous stochastic process is stochastically continuous.

In general, there is no relation between the continuity with probability 1 and the continuity in mean square. Furthermore, we obtain that the stochastically continuity is the weakest notion among the continuity properties introduced above. However, to require the stochastically continuity is often sufficient. Obviously, stochastic processes with jumps occurring in the trajectories are not continuous. Therefore, we introduce the concept of càdlàg trajectories.

**Definition 3.5.** A stochastic process \((X(t))_{t \in \mathcal{I}}\) taking values in \( \mathcal{U} \) is **càdlàg** (continu à droite et limites à gauche) if \( \mathbb{P} \)-a.s.

- \((X(t))_{t \in \mathcal{I}}\) is right-continuous, i.e. \( X(t+) = \lim_{s \uparrow t} X(s) = X(t) \) for all \( t \in \mathcal{I} \) and

- \((X(t))_{t \in \mathcal{I}}\) has left limits, i.e. \( X(t-) = \lim_{s \uparrow t} X(s) \) exists for all \( t \in \mathcal{I} \).

Next, we introduce different properties of measurability for stochastic processes. Let the probability space \((\Omega, \mathcal{F}, \mathbb{P})\) be equipped with a filtration \((\mathcal{F}_t)_{t \in \mathcal{I}}\), i.e. \((\mathcal{F}_t)_{t \in \mathcal{I}}\) is a family of increasing \( \sigma \)-fields.

**Definition 3.6.** The filtration \((\mathcal{F}_t)_{t \in \mathcal{I}}\) is said to be **normal** if \( \mathcal{F}_0 \) contains all \( A \in \mathcal{F} \) such that \( \mathbb{P}(A) = 0 \) and we have \( \mathcal{F}_t = \bigcap_{s > t} \mathcal{F}_s \) for all \( t \in \mathcal{I} \).
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Definition 3.7. An \( U \)-valued stochastic process \( (X(t))_{t \in \mathcal{I}} \) is \( \mathcal{F}_t \)-adapted if for all \( t \in \mathcal{I} \), the random variable \( X(t) \) is \( \mathcal{F}_t \)-measurable.

Let \( \mathcal{P}_I \) denote the smallest \( \sigma \)-field of subsets of \( \mathcal{I} \times \Omega \) containing all sets of the form
\[
(s, t) \times A \text{ with } s, t \in \mathcal{I}, s < t, A \in \mathcal{F}_s \quad \text{and} \quad \{0\} \times A \text{ with } A \in \mathcal{F}_0.
\]

We have the following definition.

Definition 3.8. An \( U \)-valued stochastic process \( (X(t))_{t \in \mathcal{I}} \) is called predictable if it is a measurable mapping from \( (\mathcal{I} \times \Omega, \mathcal{P}_I) \) into \( (U, \mathcal{B}(U)) \).

Every predictable stochastic process is \( \mathcal{F}_t \)-adapted. The converse is in general not true. However, the following result is useful to conclude that a stochastic process has a predictable modification.

Proposition 3.9 (Proposition 3.7 (ii), [23]). Assume that the stochastic process \( (X(t))_{t \in [0, T]} \) is \( \mathcal{F}_t \)-adapted and stochastically continuous. Then the process \( (X(t))_{t \in [0, T]} \) has a predictable modification.

Next, we define stopping times, which are necessary for the definition of local solutions to SPDEs.

Definition 3.10. A random variable \( \tau: \Omega \to [0, \infty] \) is a stopping time (with respect to the filtration \( (\mathcal{F}_t)_{t \in \mathcal{I}} \)) if for all \( t \in \mathcal{I} \)
\[
\{\tau \leq t\} = \{\omega \in \Omega: \tau(\omega) \leq t\} \in \mathcal{F}_t.
\]

We have the following basic properties, which follow immediately from the previous definition.

Lemma 3.11 (Lemma 9, [82]). Let \( \tau \) and \( \rho \) be stopping times and let \( (\tau_m)_{m \in \mathbb{N}} \) be a sequence of stopping times. Then
\[
(i) \ \tau \wedge \rho = \min\{\tau, \rho\} \text{ and } \tau \vee \rho = \max\{\tau, \rho\} \text{ are stopping times;}

(ii) \text{the limit } \tau = \lim_{m \to \infty} \tau_m \text{ is a stopping time if } (\tau_m)_{m \in \mathbb{N}} \text{ is increasing or decreasing.}
\]

Lemma 3.12 ([84] [87] [82]). Let the filtration \( (\mathcal{F}_t)_{t \in \mathcal{I}} \) be normal and let \( (X(t))_{t \in \mathcal{I}} \) be an \( \mathcal{F}_t \)-adapted càdlàg process with values in \( \mathbb{R}^n \), \( n \in \mathbb{N} \). If \( \Gamma \in \mathcal{B}(\mathbb{R}^n) \) is open, then
\[
\tau = \inf\{t > 0: t \in \mathcal{I}, X(t) \in \Gamma\}
\]
is a stopping time. We employ the standard convention that \( \inf\{\emptyset\} = +\infty \).

Theorem 3.13. Let the filtration \( (\mathcal{F}_t)_{t \in \mathcal{I}} \) be normal and let \( (X(t))_{t \in \mathcal{I}} \) be an \( \mathcal{F}_t \)-adapted càdlàg process with values in \( \mathcal{U} \). If \( c \geq 0 \), then
\[
\tau = \inf\{t > 0: t \in \mathcal{I}, \|X(t)\|_\mathcal{U} > c\}
\]
is a stopping time. We employ the standard convention that \( \inf\{\emptyset\} = +\infty \).

Proof. Obviously, the stochastic process \( (\|X(t)\|_\mathcal{U})_{t \in \mathcal{I}} \) is \( \mathcal{F}_t \)-adapted, càdlàg and takes values in \( \mathbb{R} \). By Lemma 3.12 with \( n = 1 \), the claim follows immediately.

Remark 3.14. If \( \mathcal{I} = [0, T] \), then by Lemma 3.11 (i) and Theorem 3.13 the random variable
\[
\tau = \inf\{t \in (0, T): \|X(t)\|_\mathcal{U} > c\} \wedge T
\]
is a stopping time.

Finally, we introduce martingales on Hilbert spaces. Therefore, we need the concept of the conditional expectation. The existence and uniqueness is provided by the following result.
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**Proposition 3.15** (Proposition 3.13, [71]). Let $\mathcal{G}$ be a sub-$\sigma$-field of $\mathcal{F}$ and let $X$ be an $\mathcal{U}$-valued integrable random variable. Then, up to a set of $\mathbb{P}$-measure 0, there is a unique integrable $\mathcal{G}$-measurable random variable $\mathbb{E}[X|\mathcal{G}]$ with values in $\mathcal{U}$ such that for all $A \in \mathcal{G}$

$$\int_A X(\omega) \mathbb{P}(d\omega) = \int_A \mathbb{E}[X|\mathcal{G}](\omega) \mathbb{P}(d\omega).$$

In the previous proposition, we call $\mathbb{E}[X|\mathcal{G}]$ the conditional expectation of $X$ given $\mathcal{G}$. We have the following basic properties, which are well known for real-valued random variables, see [12].

**Proposition 3.16** (Proposition 3.15, [71]). Let $X, Y$ be $\mathcal{U}$-valued integrable random variable and let $a, b \in \mathbb{R}$. Assume that $\mathcal{G}$ is a sub-$\sigma$-field of $\mathcal{F}$. Then the following properties hold $\mathbb{P}$-almost surely:

(i) $\mathbb{E}[aX + bY|\mathcal{G}] = a\mathbb{E}[X|\mathcal{G}] + b\mathbb{E}[Y|\mathcal{G}]$;

(ii) if $K \in L(\mathcal{U}; \mathcal{H})$ where $\mathcal{H}$ is another separable Hilbert space, then $\mathbb{E}[KX|\mathcal{G}] = K\mathbb{E}[X|\mathcal{G}]$;

(iii) if $X$ is $\mathcal{G}$-measurable and $\xi$ is a real-valued integrable random variables such that $\xi X$ is integrable, then $\mathbb{E}[\xi X|\mathcal{G}] = \xi \mathbb{E}[X|\mathcal{G}]$;

(iv) if $V$ is a sub-$\sigma$-field of $\mathcal{G}$, then $\mathbb{E}[\mathbb{E}[X|\mathcal{G}]|V] = \mathbb{E}[X|V]$;

(v) if $X$ is independent of $\mathcal{G}$, then $\mathbb{E}[X|\mathcal{G}] = \mathbb{E}[X]$;

(vi) if $f: \mathbb{R} \rightarrow \mathbb{R}$ is a convex function such that the random variable $f(\|X\|_{\mathcal{U}})$ is integrable, then we get $f(\mathbb{E}[\|X\|_{\mathcal{U}}]) \leq \mathbb{E}[f(\|X\|_{\mathcal{U}})|\mathcal{G}]$;

(vii) if the $\sigma$-fields $(\mathcal{G}_m)_{m \in \mathbb{N}}$ is an increasing sequence satisfying $\mathcal{G} = \sigma(\mathcal{G}_m; m \in \mathbb{N})$, then we obtain $\mathbb{E}[X|\mathcal{G}] = \lim_{m \rightarrow \infty} \mathbb{E}[X|\mathcal{G}_m]$.

We proceed with the definition of Hilbert space valued martingales.

**Definition 3.17.** An $\mathcal{F}_t$-adapted integrable stochastic process $(M(t))_{t \in T}$ with values in $\mathcal{U}$ is a martingale (with respect to the filtration $\mathcal{F}_t$) if for all $s, t \in T$ with $s \leq t$ and $\mathbb{P}$-a.s.

$$\mathbb{E}[M(t)|\mathcal{F}_s] = M(s).$$

**Proposition 3.18** (Proposition 3.25, [71]). Let $(X(t))_{t \in T}$ be an $\mathcal{F}_t$-adapted integrable stochastic process with values in $\mathcal{U}$. Assume that $X(t) - X(s)$ is independent of $\mathcal{F}_s$ for all $s, t \in T$ with $t > s$. Then the process $(M(t))_{t \in T}$ given by $M(t) = X(t) - \mathbb{E}[X(t)|\mathcal{F}_s]$ for all $t \in T$ is $\mathcal{F}_t$-adapted and $\mathcal{F}_t$-martingale.

**Theorem 3.19** (Theorem 3.41, [71]). Let $(M(t))_{t \geq 0}$ be a stochastically continuous square integrable martingale with values in $\mathcal{U}$. Then $(M(t))_{t \geq 0}$ has a càdlàg modification (still denoted by $(M(t))_{t \geq 0}$) satisfying for all $T \geq 0$ and all $r > 0$

$$\mathbb{P} \left( \sup_{t \in [0,T]} \|M(t)\|_{\mathcal{U}} \geq r \right) \leq \frac{1}{r^2} \mathbb{E}\|M(T)\|_{\mathcal{U}}^2.$$

Moreover, we have for all $T > 0$ and all $k \in (0,2)$

$$\mathbb{E} \sup_{t \in [0,T]} \|M(t)\|_{\mathcal{U}}^k \leq \frac{2}{2-k} \left( \mathbb{E}\|M(T)\|_{\mathcal{U}}^2 \right)^{k/2}.$$

Let $\mathcal{M}^2(\mathcal{U})$ contain all stochastically continuous square integrable martingales $(M(t))_{t \geq 0}$ with values in $\mathcal{U}$. By Theorem 3.19, we can always assume that the elements of $\mathcal{M}^2(\mathcal{U})$ are càdlàg. Moreover, we have the following result.
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Theorem 3.20. If \( M \in \mathcal{M}^2(\mathcal{U}) \), then there exists a unique increasing predictable process \( (\langle M \rangle_t)_{t \geq 0} \) such that \( \langle M \rangle_0 = 0 \) and \( \|M(t)\|_\mathcal{U}^2 = \langle M \rangle_t \) is a real-valued martingale.

Proof. The claim follows by applying the Doob-Meyer decomposition theorem to the real valued process \( \|M(t)\|_\mathcal{U}^2 \). \( \square \)

In the previous theorem, the process \( (\langle M \rangle_t)_{t \geq 0} \) is called angle bracket or predictable variation process.

Theorem 3.21. Let \( M \in \mathcal{M}^2(\mathcal{U}) \) such that \( M(0) = 0 \). Then we have for all \( T \geq 0 \)

\[
\mathbb{E} \sup_{t \in [0,T]} \|M(t)\|_\mathcal{U}^2 \leq 4 \mathbb{E} \langle M \rangle_T = 4 \mathbb{E} \|M(T)\|_\mathcal{U}^2.
\]

Proof. One can deduce the assertion from [63 Theorem 20.6]. \( \square \)

Finally, for \( M \in \mathcal{M}^2(\mathcal{U}) \), we introduce the operator angle bracket process denoted by \( (\langle\langle M \rangle\rangle_t)_{t \geq 0} \). Let \( \mathcal{L}_1(\mathcal{U}) \) be the space of all nuclear operators on \( \mathcal{U} \) equipped with the nuclear norm and let \( \mathcal{L}^+_1(\mathcal{U}) \) denote the subspace of \( \mathcal{L}_1(\mathcal{U}) \) containing all self-adjoint nonnegative nuclear operators. For more details, see Appendix C. For \( x, y \in \mathcal{U} \), we define the operator \( x \otimes y: \mathcal{U} \to \mathcal{U} \) by \( x \otimes y(z) = \langle x, z \rangle y \) for every \( z \in \mathcal{U} \). Then, we have \( x \otimes y \in \mathcal{L}_1(\mathcal{U}) \) with \( \|x \otimes y\|_{\mathcal{L}_1(\mathcal{U})} = \|x\|_\mathcal{U}\|y\|_\mathcal{U} \). If \( M \in \mathcal{M}^2(\mathcal{U}) \), then the process \( (M(t) \otimes M(t))_{t \geq 0} \) is an \( \mathcal{L}_1(\mathcal{U}) \)-valued right-continuous process such that for all \( t \geq 0 \)

\[
\mathbb{E} \|M(t) \otimes M(t)\|_{\mathcal{L}_1(\mathcal{U})} = \mathbb{E} \|M(t)\|_\mathcal{U}^2.
\]

We have the following result.

Theorem 3.22 (Theorem 8.2, [71]). Let \( M \in \mathcal{M}^2(\mathcal{U}) \). Then there exists a unique right-continuous increasing predictable process \( (\langle\langle M \rangle\rangle_t)_{t \geq 0} \) with values in \( \mathcal{L}^+_1(\mathcal{U}) \) such that \( \langle\langle M \rangle\rangle_0 = 0 \) and \( (M(t) \otimes M(t))_{t \geq 0} \) is an \( \mathcal{L}_1(\mathcal{U}) \)-valued martingale. Moreover, there exists a predictable process \( (Q(t))_{t \geq 0} \) with values in \( \mathcal{L}^+_1(\mathcal{U}) \) such that for all \( t \geq 0 \) and \( \mathbb{P} \)-a.s.

\[
\langle\langle M \rangle\rangle_t = \int_0^t Q(s) d\langle M \rangle_s.
\]

3.2. Lévy Processes

In this section, we give an introduction to Lévy processes with values in a separable Hilbert space \( \mathcal{U} \). For a comparison with finite dimensional Lévy processes, we refer to [2]. We assume that the probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) is equipped with a normal filtration \( (\mathcal{F}_t)_{t \in \mathbb{R}} \). Let us start with a formal definition.

Definition 3.23. A stochastic process \( (L(t))_{t \geq 0} \) taking values in \( \mathcal{U} \) is called a Lévy process if

- \( \mathbb{P} \)-a.s. \( L(0) = 0 \);
- \( (L(t))_{t \geq 0} \) has independent and time-homogeneous increments, i.e. for \( 0 \leq t_0 < t_1 < ... < t_m \), the random variables \( L(t_1) - L(t_0), L(t_2) - L(t_1), ..., L(t_m) - L(t_{m-1}) \) are independent and for any \( s, t \geq 0 \) with \( s < t \), the law \( \mathcal{L}(L(t) - L(s)) \) depends only on the difference \( t - s \);
- \( (L(t))_{t \geq 0} \) is stochastically continuous.

For an \( \mathcal{U} \)-valued Lévy process \( (L(t))_{t \geq 0} \), let \( \mu_t \) be the law of the random variable \( L(t) \) for \( t \geq 0 \). Then

(i) \( \mu_0 = \delta_0 \) and \( \mu_{t+s} = \mu_t \ast \mu_s \) for all \( s, t \geq 0 \);
(ii) \( \lim_{t \to 0} \mu_t(\{ x \in \mathcal{U} : \|x\|_U < r \}) = 1 \) for every \( r > 0 \).

Here, the measure \( \delta_0 \) is the unit measure concentrated at \( \{0\} \) and \( \mu_t * \mu_s \) denotes the convolution of the measures \( \mu_t \) and \( \mu_s \). The family of measures \( (\mu_t)_{t \geq 0} \) is called the convolution semigroup of measures. For more details, see [71].

**Theorem 3.24** (Theorem 4.3, [71]). Every Lévy process \( (L(t))_{t \geq 0} \) has a càdlàg modification.

Given a càdlàg process \( (L(t))_{t \geq 0} \), the process of jumps \( (\Delta L(t))_{t \geq 0} \) is defined by \( \Delta L(t) = L(t) - L(t-) \) for all \( t \geq 0 \) and \( \mathbb{P} \)-almost surely.

**Theorem 3.25** (Theorem 4.4, [71]). Assume that \( (L(t))_{t \geq 0} \) is an \( \mathcal{U} \)-valued càdlàg Lévy process with bounded jumps, i.e. there exists \( c > 0 \) such that \( \|\Delta L(t)\|_\mathcal{U} \leq c \) for all \( t \geq 0 \) and \( \mathbb{P} \)-almost surely. Then we have for all \( \beta > 0 \) and all \( t \geq 0 \)

\[
\mathbb{E} e^{\beta \|L(t)\|_\mathcal{U}} < \infty.
\]

For every \( \mathcal{U} \)-valued càdlàg Lévy process \( (L(t))_{t \geq 0} \) with bounded jumps, we have \( \mathbb{E} \|L(t)\|_\mathcal{U}^n < \infty \) for each \( n \in \mathbb{N} \) and all \( t \geq 0 \) resulting from the previous theorem.

### 3.2.1. Examples

**Compound Poisson Processes**

We start with a definition of a Poisson process, which is an increasing Lévy process taking values in \( \mathbb{Z}^+ \) with jumps of size 1.

**Definition 3.26.** A **Poisson process** \( (N(t))_{t \geq 0} \) with intensity \( a \in (0, \infty) \) is a Lévy process with values in \( \mathbb{Z}^+ \) such that the random variable \( N(t) \) has a Poisson distribution with parameter \( a t \), i.e. for all \( t \geq 0 \) and each \( k \in \mathbb{Z}^+ \)

\[
\mathbb{P}(N(t) = k) = \frac{(at)^k}{k!} e^{-at}.
\]

Recall that a random variable \( Z \) with values in \( \mathbb{R}^+ \) is exponentially distributed with parameter \( a \in (0, \infty) \) if \( \mathbb{P}(Z > t) = e^{-at} \) for all \( t \geq 0 \). The following proposition provides the construction of a Poisson process based on a sequence of independent exponentially distributed random variables.

**Proposition 3.27** (Proposition 4.9 (i) and (ii), [42]). The process \( (N(t))_{t \geq 0} \) is a Poisson process with intensity \( a \) if and only if there exists a sequence \( \{Z_m\}_{m \in \mathbb{N}} \) of independent exponentially distributed random variables with parameter \( a \) such that for all \( t \geq 0 \) and \( \mathbb{P} \)-a.s.

\[
N(t) = \begin{cases} 
0 & \text{if } t < Z_1 \\
1 & \text{if } t \geq Z_1 + \ldots + Z_k, Z_1 + \ldots + Z_{k+1} 
\end{cases}
\]

As a consequence, a Poisson process takes values in \( \mathbb{Z}^+ \) with a finite number of jumps on a finite time interval. Due to the following proposition, we get that each jump is of size 1.

**Proposition 3.28** (Proposition 4.9 (iv), [42]). An \( \mathbb{Z}^+ \)-valued Lévy process \( (N(t))_{t \geq 0} \) is a Poisson process if and only if for all \( t \geq 0 \)

\[
\mathbb{P}(\Delta N(t) = N(t) - N(t-) = 1) = 1.
\]

Next, we use Poisson processes for the construction of compound Poisson processes with values in the separable Hilbert space \( \mathcal{U} \). Let \( \nu \) be a finite measure on \( \mathcal{U} \) such that \( \nu(\{0\}) = 0 \). Moreover, let \( \nu^*k \) denote the \( k \)-th convolution of the measure \( \nu \) and let \( \nu^0 = \delta_0 \), i.e. \( \nu^0 \) is the unit measure concentrated at \( \{0\} \). Then we have the following definition.
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**Definition 3.29.** A càdlàg Lévy process \((L(t))_{t \geq 0}\) with values in \(\mathcal{U}\) is a **compound Poisson process** with Lévy measure \(\nu\) if for all \(t \geq 0\) and all \(\Gamma \in \mathcal{B}(\mathcal{U})\)

\[
\mathbb{P}(L(t) \in \Gamma) = e^{-\nu(\mathcal{U})t} \sum_{k=0}^{\infty} \frac{t^k}{k!} \nu^k(\Gamma).
\]

We get the following construction of a compound Poisson process given a Lévy measure \(\nu\).

**Proposition 3.30.** (Theorem 4.15 (i) and (ii), [12]). Let \(\nu\) be a finite measure supported on \(\mathcal{U}\setminus\{0\}\) and let \(a = \nu(\mathcal{U})\). An \(\mathcal{U}\)-valued stochastic process \((L(t))_{t \geq 0}\) is a compound Poisson process with Lévy measure \(\nu\) if and only if there exists a sequence \((Z_m)_{m \in \mathbb{N}}\) of independent \(\mathcal{U}\)-valued random variables with identical laws equal to \(a^{-1}\nu\) and a Poisson process \((N(t))_{t \geq 0}\) with intensity \(a\) and independent of \((Z_m)_{m \in \mathbb{N}}\) such that for all \(t \geq 0\) and \(\mathbb{P}\)-a.s.

\[
L(t) = \sum_{k=1}^{N(t)} Z_k.
\]

Next, we state important properties of compound Poisson processes. We start with a condition for integrability.

**Proposition 3.31.** (Proposition 4.18 (i), [12]). An \(\mathcal{U}\)-valued compound Poisson process \((L(t))_{t \geq 0}\) with Lévy measure \(\nu\) is integrable if and only if

\[
\int_{\mathcal{U}} \|y\|^2 \nu(dy) < \infty. \tag{3.2}
\]

If the condition (3.2) holds, then we have for all \(t \geq 0\)

\[
\mathbb{E}[L(t)] = t \int_{\mathcal{U}} y \nu(dy).
\]

If \((L(t))_{t \geq 0}\) is an integrable compound Poisson process with values in \(\mathcal{U}\), then one can introduce the compensated compound Poisson process \((\hat{L}(t))_{t \geq 0}\) given by \(\hat{L}(t) = L(t) - \mathbb{E}[L(t)]\) for all \(t \geq 0\) and \(\mathbb{P}\)-almost surely. We get the following result.

**Proposition 3.32.** Let \((\mathcal{F}_t)_{t \geq 0}\) be a normal filtration. If \((L(t))_{t \geq 0}\) is an integrable \(\mathcal{F}_t\)-adapted compound Poisson process, then the compensated compound Poisson process \((\hat{L}(t))_{t \geq 0}\) is a martingale.

**Proof.** Due to the fact that \((L(t))_{t \geq 0}\) is an \(\mathcal{F}_t\)-adapted Lévy process, the increment \(\hat{L}(t) - \hat{L}(s)\) is independent of \(\mathcal{F}_s\) for all \(t \geq s \geq 0\). By Proposition 3.16 (i) and (iv), we get for all \(t \geq s \geq 0\) and \(\mathbb{P}\)-a.s.

\[
\mathbb{E} \left[ \hat{L}(t) \big| \mathcal{F}_s \right] = \mathbb{E} \left[ \hat{L}(t) - \hat{L}(s) \big| \mathcal{F}_s \right] + \mathbb{E} \left[ \hat{L}(s) \big| \mathcal{F}_s \right] = \mathbb{E} \left[ \hat{L}(t) - \hat{L}(s) \right] + \mathbb{E} \left[ \hat{L}(s) \right].
\]

Obviously, the process \((\hat{L}(t))_{t \geq 0}\) is \(\mathcal{F}_t\)-adapted and \(\mathbb{E} \left[ \hat{L}(t) \right] = 0\) for all \(t \geq 0\). Since the filtration \((\mathcal{F}_t)_{t \geq 0}\) is normal, we can conclude that the process \((\hat{L}(t))_{t \geq 0}\) is a martingale.

We proceed with a condition on (compensated) compound Poisson process to be square integrable.

**Proposition 3.33.** (Proposition 4.18 (iii), [12]). An \(\mathcal{U}\)-valued compound Poisson process \((L(t))_{t \geq 0}\) with Lévy measure \(\nu\) is square integrable if and only if

\[
\int_{\mathcal{U}} \|y\|^2 \nu(dy) < \infty. \tag{3.3}
\]
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If the condition \ref{condition} holds, then we have for all \( t \geq 0 \)
\[ \mathbb{E} \| L(t) \|_{\mathcal{U}}^2 = t \int_{\mathcal{U}} \| y \|_{\mathcal{U}}^2 \nu(dy) + t^2 \int_{\mathcal{U}} y \nu(dy) \] and \( \mathbb{E} \| \hat{L}(t) \|_{\mathcal{U}}^2 = t \int_{\mathcal{U}} \| y \|_{\mathcal{U}}^2 \nu(dy) \).

Moreover, we get for all \( t \geq 0 \) and every \( x, \tilde{x} \in \mathcal{U} \)
\[ \mathbb{E} \left[ \left\langle \hat{L}(t), x \right\rangle_{\mathcal{U}} \left\langle \hat{L}(t), \tilde{x} \right\rangle_{\mathcal{U}} \right] = t \int_{\mathcal{U}} \langle x, y \rangle_{\mathcal{U}} \nu(dy). \]

Finally, we state the characteristic function of a (compensated) compound Poisson process.

**Proposition 3.34** (\cite{U}). Let \((L(t))_{t \geq 0}\) be an \( \mathcal{U} \)-valued compound Poisson process with Lévy measure \( \nu \). We have for every \( x \in \mathcal{U} \), all \( z \in \mathbb{C} \) and all \( t \geq 0 \)
\[ \mathbb{E} \exp \left\{ z \langle x, L(t) \rangle_{\mathcal{U}} \right\} = \exp \left\{ -t \int_{\mathcal{U}} \left( 1 - e^{z \langle x, y \rangle_{\mathcal{U}}} \right) \nu(dy) \right\}. \]

For the compensated process \((\hat{L}(t))_{t \geq 0}\), we have for every \( x \in \mathcal{U} \), all \( z \in \mathbb{C} \) and all \( t \geq 0 \)
\[ \mathbb{E} \exp \left\{ z \left\langle x, \hat{L}(t) \right\rangle_{\mathcal{U}} \right\} = \exp \left\{ -t \int_{\mathcal{U}} \left( 1 - e^{z \langle x, y \rangle_{\mathcal{U}}} + z \langle x, y \rangle_{\mathcal{U}} \right) \nu(dy) \right\}. \]

**Q-Wiener Processes**

A Q-Wiener process is a typical example of a continuous Lévy process. The definition of a Q-Wiener process requires to introduce Gaussian measures on \((\mathcal{U}, \mathcal{B}(\mathcal{U}))\). First, we recall some basic properties of Gaussian measures on finite dimensional spaces. A Gaussian measure \( \mu \) on \((\mathbb{R}^n, \mathcal{B}(\mathbb{R}^n))\) with \( n \in \mathbb{N} \) is either concentrated at one point \( \mu = \delta_m \) with \( m \in \mathbb{R}^n \) or has the density \( f : \mathbb{R}^n \to \mathbb{R} \) given by
\[ f(x) = \frac{1}{\sqrt{(2\pi)^n \det(Q)}} e^{-\frac{1}{2} \langle Q^{-1}(x-m), x-m \rangle_{\mathbb{R}^n}} \]
for all \( x \in \mathbb{R}^n \), where \( m = (m_1, \ldots, m_n) \in \mathbb{R}^n \) and \( Q = (q_{j,k})_{j,k=1,\ldots,n} \in \mathbb{R}^{n \times n} \) is a positive symmetric matrix. The characteristic functional \( \hat{\mu} : \mathbb{R}^n \to \mathbb{R} \) of a Gaussian measure \( \mu \) is given by
\[ \hat{\mu}(\lambda) = \int_{\mathbb{R}^n} e^{i\langle \lambda, x \rangle_{\mathbb{R}^n}} \mu(dx) = e^{i\langle \lambda, m \rangle_{\mathbb{R}^n} - \frac{1}{2} \langle Q\lambda, \lambda \rangle_{\mathbb{R}^n}} \]
for all \( \lambda \in \mathbb{R}^n \). As a consequence, a Gaussian measure on \((\mathbb{R}^n, \mathcal{B}(\mathbb{R}^n))\) is uniquely determined by the values of \( m \) and \( Q \) and hence, we denoted this measure by \( \mathcal{N}(m, Q) \). Moreover, we have for each \( j, k = 1, \ldots, n \)
\[ \int_{\mathbb{R}^n} x_j \mathcal{N}(m, Q)(dx) = m_j \quad \text{and} \quad \int_{\mathbb{R}^n} (x_j - m_j)(x_k - m_k) \mathcal{N}(m, Q)(dx) = q_{j,k}. \]

Thus, we call \( m \) the mean and \( Q \) is the covariance matrix. Based on the finite dimensional setting, we can introduce Gaussian measures on Hilbert spaces.

**Definition 3.35.** A measure \( \mu \) on the space \((\mathcal{U}, \mathcal{B}(\mathcal{U}))\) is called **Gaussian** if for every \( h \in \mathcal{U} \), there exist \( m = m(h) \in \mathbb{R} \) and \( q = q(h) \geq 0 \) such that for all \( A \in \mathcal{B}(\mathbb{R}) \)
\[ \mu(\{ x \in \mathcal{U} : \langle h, x \rangle_{\mathcal{U}} \in A \}) = \mathcal{N}(m, q)(A). \]
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Proposition 3.36 (Theorem 2.1.2, [73]). A measure $\mu$ on $(U, B(U))$ is Gaussian if and only if
\[
\hat{\mu}(\lambda) = \int_{U} e^{i\langle \lambda, x \rangle_U} \mu(dx) = e^{i\langle \lambda, m \rangle_U - \frac{1}{2} \langle Q\lambda, \lambda \rangle_U}
\]
for every $\lambda \in U$, where $m \in U$ and $Q \in L^+_1(U)$. Moreover, we have for every $g, h \in U$
\[
\int_{U} (x, h)_U \mu(dx) = (m, h)_U,
\]
\[
\int_{U} (x - m, h)_U (x - m, g)U \mu(dx) = (Qh, g)_U,
\]
\[
\int_{U} \|x - m\|^2_U \mu(dx) = \text{Tr}(Q).
\]

In the previous proposition, the element $m \in U$ is called the mean and $Q \in L^+_1(U)$ is called the covariance operator, which uniquely determine the Gaussian measure on $(U, B(U))$. Hence, we denote the Gaussian measure on $(U, B(U))$ by $\mathcal{N}(m, Q)$.

Definition 3.37. A random variable $X$ with values in $U$ is Gaussian if there exist $m \in U$ and $Q \in L^+_1(U)$ such that $\mathcal{L}(X) = \mathcal{N}(m, Q)$. A stochastic process $(X(t))_{t \geq 0}$ with values in $U$ is Gaussian if for each $n \in \mathbb{N}$ and arbitrary $t_1, ..., t_n \geq 0$, the $U^n$-valued random variable $(X(t_1), ..., X(t_n))$ is Gaussian.

Proposition 3.38 (Proposition 2.1.4, [73]). Let $X$ be an $U$-valued Gaussian random variable. Then $(X, h)_U$ is a real valued Gaussian random variable for every $h \in U$ and the following statements holds:

- $\mathbb{E}(X, h)_U = (m, h)_U$ for every $h \in U$;
- $\mathbb{E}(X - m, h)_U (X - m, g)_U = (Qh, g)_U$ for every $g, h \in U$;
- $\mathbb{E}\|X - m\|^2_U = \text{Tr}(Q)$.

We proceed with the definition and basic properties of a Q-Wiener process.

Definition 3.39. An $U$-valued continuous Lévy process $(W(t))_{t \geq 0}$ with mean $0$ is called a Q-Wiener process.

Proposition 3.40 (Theorem 4.20, [12]). Let $(W(t))_{t \geq 0}$ be a Q-Wiener process with values in $U$. Then $(W(t))_{t \geq 0}$ is a Gaussian process such that $\mathbb{E}\|W(t)\|^2_U < \infty$ for all $t \geq 0$.

Remark 3.41. In [23, 73], it is assumed that a Q-Wiener process $(W(t))_{t \geq 0}$ has Gaussian increments, i.e. $\mathcal{L}(W(t) - W(s)) = \mathcal{N}(0, (t - s)Q)$ for all $t \geq s \geq 0$. Here, one can obtain this property as follows: By Proposition 3.38, the process $(W(t))_{t \geq 0}$ is a Gaussian process. Hence, the distribution $\mathcal{L}(W(t))$ is Gaussian with mean $0$ for all $t \geq 0$. Moreover, we have for every $g, h \in U$ and all $s \geq 0$
\[
\mathbb{E}(W(t), h)_U (W(s), g)_U = t \wedge s \mathbb{E}(W(1), h)_U (W(1), g)_U = t \wedge s (Qh, g)_U,
\]
where $Q \in L^+_1(U)$ is the covariance operator of the Gaussian measure $\mathcal{L}(W(1))$ arising from Proposition 3.38. This implies for every $h \in U$ and all $t \geq s \geq 0$
\[
\mathbb{E}(W(t) - W(s), h)_U^2 = (t - s)(Qh, h)_U.
\]
Thus, we get $\mathcal{L}(W(t) - W(s)) = \mathcal{N}(0, (t - s)Q)$ for all $t \geq s \geq 0$. 
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As a consequence of the previous remark, the covariance operator \( Q \in L_1^+(U) \) completely characterizes the distribution of a \( Q \)-Wiener process. By Proposition [C.5] there exist an orthonormal basis \((u_n)_{n \in \mathbb{N}}\) of \( U \) and a sequence \((\lambda_n)_{n \in \mathbb{N}}\) of nonnegative real numbers such that \( Qu_n = \lambda_n u_n \) for each \( n \in \mathbb{N} \). In the following proposition, we provide a series presentation of a \( Q \)-Wiener process in term of mutually independent real valued Brownian motions.

**Proposition 3.42** (Proposition 4.3, [23]). Assume that \((W(t))_{t \geq 0}\) is a \( Q \)-Wiener process with values in \( U \) and covariance operator \( Q \in L_1^+(U) \). Let \((u_n)_{n \in \mathbb{N}}\) be an orthonormal basis of \( U \) and let \((\lambda_n)_{n \in \mathbb{N}}\) be a sequence of nonnegative real numbers such that \( Qu_n = \lambda_n u_n \) for each \( n \in \mathbb{N} \). Then for all \( t \geq 0 \) and \( \mathbb{P} \)-a.s.

\[
W(t) = \sum_{n=1}^{\infty} \sqrt{\lambda_n} w_n(t) u_n, \quad (3.4)
\]

where for each \( n \in \mathbb{N} \), the processes \((w_n(t))_{t \geq 0}\) are mutually independent real valued Brownian motions given by

\[
w_n(t) = \frac{1}{\sqrt{\lambda_n}} (W(t), u_n)_U
\]

for all \( t \geq 0 \) and \( \mathbb{P} \)-almost surely. The series in (3.4) converges in \( L^2(\Omega; U) \).

Finally, we state the characteristic function of a \( Q \)-Wiener process.

**Proposition 3.43.** Let \((W(t))_{t \geq 0}\) be an \( U \)-valued \( Q \)-Wiener process with covariance operator \( Q \in L_1^+(U) \). We have for every \( x \in U \) and all \( t \geq 0 \)

\[
\mathbb{E} e^{i(x,W(t))_U} = e^{-\frac{1}{2} (Qx,x)_U},
\]

**Proof.** Due to Remark [3.41] we have that the distribution \( \mathcal{L}(W(t)) \) is Gaussian with mean 0 and covariance operator \( tQ \). Using Proposition [3.36] the claim follows.

\[\square\]

### 3.2.2. Lévy-Khinchin Decomposition

Let \((L(t))_{t \geq 0}\) be a càdlàg Lévy process with values in \( U \). The Lévy-Khinchin decomposition provides an representation of the process \((L(t))_{t \geq 0}\) as the sum of its continuous part and its pure jump part. First, we consider the pure jump part. Let \( A \in \mathcal{B}(U) \) be separated from 0, i.e. the set \( A \in \mathcal{B}(U) \) satisfies \( A \cap \{ y \in U : \|y\|_U \leq r \} = \emptyset \) for sufficiently small \( r > 0 \). Then the process \((L_A(t))_{t \geq 0}\) given by

\[
L_A(t) = \sum_{0 \leq s \leq t} 1_A(\Delta L(s)) \Delta L(s),
\]

for all \( t \geq 0 \) and \( \mathbb{P} \)-almost surely, is a well defined Lévy process with values in \( U \). We get the following results.

**Lemma 3.44.** Let \( A \in \mathcal{B}(U) \) be separated from 0. Then the processes \((L_A(t))_{t \geq 0}\) and \((L(t) - L_A(t))_{t \geq 0}\) are independent Lévy processes.

**Proof.** A proof can be found in [71] Appendix F.

\[\square\]

**Corollary 3.45.** Let \( A, B \in \mathcal{B}(U) \) be disjoint sets that are separated from 0. Then the processes \((L_A(t))_{t \geq 0}\) and \((L_B(t))_{t \geq 0}\) are independent Lévy processes.

**Proof.** Obviously, the set \( A \cup B \in \mathcal{B}(U) \) is separated from 0. Thus, the process \((L_{A \cup B}(t))_{t \geq 0}\) is a well defined Lévy process with values in \( U \). Since \( A \) and \( B \) are disjoint, we get for all \( t \geq 0 \) and \( \mathbb{P} \)-a.s.

\[
L_{A \cup B}(t) = L_A(t) + L_B(t).
\]

The claim follows by Lemma [3.44].

\[\square\]
Lemma 3.46 (Lemma 4.25, [71]). For all $A \in \mathcal{B}(\mathcal{U})$ separated from 0 and all $x \in \mathcal{U}$, we have

$$
\mathbb{E} \exp \left\{ i \langle x, L_A(t) \rangle_{\mathcal{U}} \right\} = \exp \left\{ -t \int_A \left( 1 - e^{i\langle x, y \rangle_{\mathcal{U}}} \right) \nu(dy) \right\}.
$$

By Proposition 3.34, we can conclude that $(L_A(t))_{t \geq 0}$ is an $\mathcal{U}$-valued compound Poisson process with Lévy measure $\mathbf{1}_A(y)\nu(dy)$. This process is fundamental by constructing the pure jump part of $(L(t))_{t \geq 0}$. Let $(r_n)_{n \in \mathbb{Z}^+}$ be a strictly decreasing null sequence. Then the Lévy process $(L(t))_{t \geq 0}$ has finite many jumps on the set $A_0 = \{ y \in \mathcal{U} : \|y\|_\mathcal{U} \geq r_0 \}$ on a finite time interval. The process $(L_{A_0}(t))_{t \geq 0}$ given by

$$
L_{A_0}(t) = \sum_{0 \leq s \leq t} \mathbf{1}_{A_0}(\Delta L(s)) \Delta L(s),
$$

for all $t \geq 0$ and $\mathbb{P}$-almost surely, is a well defined $\mathcal{U}$-valued Lévy process containing all jumps larger or equal to $r_0$ with respect to the norm in $\mathcal{U}$. Due to Lemma 3.46, the process $(L_{A_0}(t))_{t \geq 0}$ is a compound Poisson process with Lévy measure $\mathbf{1}_{\{\|y\|_\mathcal{U} \geq r_0\}}(y)\nu(dy)$. To cover the remaining jumps we introduce the sets $A_n = \{ y \in \mathcal{U} : r_n \leq \|y\|_\mathcal{U} < r_{n-1} \}$ for each $n \in \mathbb{N}$. Note that these sets are still separated from 0. Hence, for each $n \in \mathbb{N}$, the processes $(L_{A_n}(t))_{t \geq 0}$ given by

$$
L_{A_n}(t) = \sum_{0 \leq s \leq t} \mathbf{1}_{A_n}(\Delta L(s)) \Delta L(s),
$$

for all $t \geq 0$ and $\mathbb{P}$-almost surely, are well defined $\mathcal{U}$-valued Lévy process. By Lemma 3.36, the processes $(L_{A_n}(t))_{t \geq 0}$, $n \in \mathbb{N}$, are compound Poisson processes with Lévy measure $\mathbf{1}_{\{r_{n-1} \leq \|y\|_\mathcal{U} < r_n \}}(y)\nu(dy)$. In general, we can not ensure that the series of small jumps $\sum_{n=1}^{\infty} L_{A_n}(t)$ converges on a bounded time interval $[0,T]$. Therefore, for each $n \in \mathbb{N}$, we have to consider the compensated processes of $(L_{A_n}(t))_{t \geq 0}$. Note that the jumps of $(L_{A_n}(t))_{t \geq 0}$ are bounded by $r_{n-1}$ for each $n \in \mathbb{N}$. Hence, we can apply Theorem 3.25 with the result that the processes $(L_{A_n}(t))_{t \geq 0}$ are integrable for each $n \in \mathbb{N}$. Using Proposition 3.31, we have for each $n \in \mathbb{N}$ and all $t \geq 0$

$$
\mathbb{E}[L_{A_n}(t)] = t \int_{A_n} y \nu(dy).
$$

Thus, we can introduce the compensated compound Poisson processes $(L_n(t))_{t \geq 0}$, $n \in \mathbb{N}$, given by

$$
L_n(t) = L_{A_n}(t) - \mathbb{E}[L_{A_n}(t)] = L_{A_n}(t) - t \int_{A_n} y \nu(dy)
$$

for all $t \geq 0$ and $\mathbb{P}$-almost surely. To get a convergence result of the series $\sum_{n=1}^{\infty} L_n(t)$ on a bounded interval $[0,T]$, we need the following preliminary result.

Proposition 3.47 (Theorem 4.23 (i), [71]). If $\nu$ is a jump intensity measure corresponding to an $\mathcal{U}$-valued Lévy process $(L(t))_{t \geq 0}$, then

$$
\int_{\mathcal{U}} (\|y\|_\mathcal{U}^2 \wedge 1) \nu(dy) < \infty.
$$

(3.5)

Lemma 3.48 (Lemma 4.26, [71]). If assumption (3.5) is satisfied, then the series $\sum_{n=1}^{\infty} L_n(t)$ converges $\mathbb{P}$-a.s. uniformly on each bounded interval $[0,T]$.

Now, we are able to state the Lévy-Khinchin decomposition, where we also characterize the continuous part of a Lévy process.
Then we have the following representation for all \( t \geq 0 \) and \( \mathbb{P} \)-almost surely:

\[
L(t) = at + W(t) + \sum_{n=1}^{\infty} \left( L_{A_n}(t) - t \int_{A_n} y \nu(dy) \right) + L_{A_0}(t),
\]

where \( a \in \mathcal{U}, \ (W(t))_{t \geq 0} \) is an \( \mathcal{U} \)-valued \( Q \)-Wiener process, \( (L_{A_n}(t))_{t \geq 0} \) is an \( \mathcal{U} \)-valued compound Poisson process with Lévy measure \( \mathbb{1}_{\{\|u\|_{\mathcal{U}} \geq r_n\}}(y) \nu(dy) \) and \( (L_{A_n}(t))_{t \geq 0} \) is an \( \mathcal{U} \)-valued compound Poisson processes with Lévy measure \( \mathbb{1}_{\{r_n \leq \|u\|_{\mathcal{U}} < r_{n+1}\}}(y) \nu(dy) \) for each \( n \in \mathbb{N} \). Moreover, all members of the representation are independent processes and the series converges \( \mathbb{P} \)-a.s. uniformly on each bounded subinterval of \([0, \infty)\).

As a consequence of the previous theorem, we get the following Lévy-Khinchin formula.

**Theorem 3.50** (Theorem 4.27, [12]). Let \((L(t))_{t \geq 0}\) be an \( \mathcal{U} \)-valued Lévy process with Lévy measure \( \nu \) and let \( \mu_t \) be the distribution of \( L(t) \) for all \( t \geq 0 \). We have for every \( x \in \mathcal{U} \) and all \( t \geq 0 \)

\[
\mathbb{E} e^{i(x, L(t))_U} = \int_{\mathcal{U}} e^{i(x, y)_U} \mu_t(dy) = e^{-\psi(x)},
\]

where

\[
\psi(x) = -i\langle a, x \rangle_U + \frac{1}{2} \langle Qx, x \rangle_U + \int_{\mathcal{U}} \left( 1 - e^{i(x, y)_U} + \mathbb{1}_{\{\|y\|_U < 1\}}(y) i\langle x, y \rangle_U \right) \nu(dy).
\]

Here, the value \( a \in \mathcal{U} \) and the covariance operator \( Q \in \mathcal{L}^+_1(\mathcal{U}) \) corresponding to the \( Q \)-Wiener process \((W(t))_{t \geq 0}\) arise from Theorem 3.49.

In the previous theorem, the triple \((a, Q, \nu)\) is called the characteristics of the Lévy process \((L(t))_{t \geq 0}\), which describes the distribution \( \mu_t \) for all \( t \geq 0 \) completely.

### 3.2.3. Square Integrable Lévy Processes

Let \((L(t))_{t \geq 0}\) be a square integrable Lévy process with values in \( \mathcal{U} \). We assume that \((L(t))_{t \geq 0}\) is \( \mathcal{F}_t \)-adapted such that \( L(t) - L(s) \) is independent of \( \mathcal{F}_s \) for all \( t > s \geq 0 \).

**Proposition 3.51** (Theorem 4.44, [11]). There exist \( m \in \mathcal{U} \) and \( Q \in \mathcal{L}^+_1(\mathcal{U}) \) such that

\[
\mathbb{E}(L(t), x)_U = t \langle m, x \rangle_U,
\]

\[
\mathbb{E}(L(t) - mt, x)_U(L(s) - ms, y)_U = t \wedge s <\rangle Qx, y>>_U,
\]

\[
\mathbb{E}\|L(t) - mt\|_U^2 = t TR(Q)
\]

for all \( t, s \geq 0 \) and every \( x, y \in \mathcal{U} \).

In the previous proposition, the element \( m \in \mathcal{U} \) is called the mean and the operator \( Q \in \mathcal{L}^+_1(\mathcal{U}) \) is called the covariance operator of \((L(t))_{t \geq 0}\). Next, we consider the Lévy-Khinchin decomposition for square integrable Lévy processes. We need the following preliminary result, which is an immediate consequence of Proposition 3.33 and Theorem 3.49.

**Corollary 3.52** (Theorem 4.47 (i), [11]). An \( \mathcal{U} \)-valued Lévy process with Lévy measure \( \nu \) is square integrable if and only if

\[
\int_{\mathcal{U}} \|y\|_U^2 \nu(dy).
\]
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Using Theorem 3.49, the process \((L(t))_{t \geq 0}\) has the representation (3.6). Recall that \((L_{A_u}(t))_{t \geq 0}\) is a \(U\)-valued compound Poisson process with Lévy measure \(1_{\{\|u\| \geq r_0\}}(y)\nu(dy)\). By Proposition 3.33 and Corollary 3.52, the process \((L_{A_u}(t))_{t \geq 0}\) is square integrable. Hence, the mean exists and due to Proposition 3.31 we get for all \(t \geq 0\)

\[
E[L_{A_u}(t)] = t \int_{\{\|u\| \geq r_0\}} y \nu(dy) = t \int_{A_u} y \nu(dy).
\]

We get the following result.

**Theorem 3.53.** A square integrable Lévy process \((L(t))_{t \geq 0}\) with values in \(U\) has the following decomposition for all \(t \geq 0\) and \(\mathbb{P}\)-almost surely:

\[
L(t) = tb + W(t) + M_J(t),
\]

where \(b \in U\), \((W(t))_{t \geq 0}\) is an \(U\)-valued \(Q\)-Wiener process and \((M_J(t))_{t \geq 0}\) is an \(U\)-valued square integrable Lévy process containing all jumps of \((L(t))_{t \geq 0}\). Moreover, the processes \((W(t))_{t \geq 0}\) and \((M_J(t))_{t \geq 0}\) are independent martingales with mean 0.

**Proof.** Using Theorem 3.49 we have for all \(t \geq 0\) and \(\mathbb{P}\)-almost surely

\[
L(t) = ta + t \int_{A_u} y \nu(dy) + W(t) + \sum_{n=1}^{\infty} \left( L_{A_n}(t) - t \int_{A_n} y \nu(dy) \right) + L_{A_0}(t) - t \int_{A_0} y \nu(dy).
\]

We set \(b = a + \int_{A_u} y \nu(dy)\) and

\[
M_J(t) = \sum_{n=1}^{\infty} \left( L_{A_n}(t) - t \int_{A_n} y \nu(dy) \right) + L_{A_0}(t) - t \int_{A_0} y \nu(dy)
\]

for all \(t \geq 0\) and \(\mathbb{P}\)-almost surely. By Theorem 3.49 the processes \((W(t))_{t \geq 0}\) and \((M_J(t))_{t \geq 0}\) are independent. Since \((L(t))_{t \geq 0}\) is \(\mathcal{F}_t\)-adapted such that \(L(t) - L(s)\) is independent of \(\mathcal{F}_s\) for all \(t > s > 0\), we can conclude that this property holds for \((W(t))_{t \geq 0}\) as well as for \((M_J(t))_{t \geq 0}\). Hence, the processes \((W(t))_{t \geq 0}\) and \((M_J(t))_{t \geq 0}\) are martingales. By definition, the \(Q\)-Wiener process \((W(t))_{t \geq 0}\) has mean 0. Since \((M_J(t))_{t \geq 0}\) is a series of compensated compound Poisson processes, it has mean 0 as well.

**Remark 3.54.** It follows from the proof of the previous theorem that for all \(t \geq 0\)

\[
E[L(t)] = tb = ta + t \int_{A_u} y \nu(dy),
\]

where \(a \in U\) arises from Theorem 3.49 and \(\nu\) is the Lévy measure corresponding to \((L(t))_{t \geq 0}\).

Assume that \((L(t))_{t \geq 0}\) has the representation (3.7). Let \(Q_0 \in \mathcal{L}^+_1(U)\) be the covariance operator of \((W(t))_{t \geq 0}\) and let \(Q_1 \in \mathcal{L}^+_1(U)\) be the covariance operator of \((M_J(t))_{t \geq 0}\). Since \((W(t))_{t \geq 0}\) and \((M_J(t))_{t \geq 0}\) are independent, the process \((L(t))_{t \geq 0}\) has the covariance operator \(Q = Q_0 + Q_1\). The following theorem provides a characterization of \(Q_1\).

**Theorem 3.55** (Theorem 4.47 (ii), [71]). Assume that the process \((L(t))_{t \geq 0}\) has the representation (3.7). Let \(Q_1 \in \mathcal{L}^+_1(U)\) be the covariance operator of \((M_J(t))_{t \geq 0}\). Then we have for every \(x, z \in U\)

\[
\langle Q_1 x,z \rangle_U = \int_U \langle x,y \rangle_U \langle z, y \rangle_U \nu(dy).
\]

Another important representation of a Lévy process is the expansion as a series of real-valued Lévy processes. For the remaining part of this section, we assume that the \(U\)-valued square integrable Lévy process \((L(t))_{t \geq 0}\) has mean 0 and covariance operator \(Q \in \mathcal{L}^+_1(U)\). By Proposition C.5 there exist an orthonormal basis \(\{u_n\}_{n \in \mathbb{N}}\) of \(U\) and a sequence \(\{\lambda_n\}_{n \in \mathbb{N}}\) of nonnegative real numbers such that \(\langle Q u_n, u_n \rangle_U = \lambda_n u_n\) for each \(n \in \mathbb{N}\). We get the following convergence results, which generalizes Proposition 3.42.
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Theorem 3.56. We have for all \( t \geq 0 \) and \( \mathbb{P} \)-a.s.

\[
L(t) = \sum_{n=1}^{\infty} L_n(t) u_n, \tag{3.8}
\]

where for each \( n \in \mathbb{N} \), the processes \((L_n(t))_{t \geq 0}\) are uncorrelated square integrable Lévy processes with values in \( \mathbb{R} \) and mean 0 given by

\[
L_n(t) = \langle L(t), u_n \rangle_U
\]

for all \( t \geq 0 \) and \( \mathbb{P} \)-almost surely. The series in (3.8) converges in probability uniformly in \( t \) on any compact interval \([0,T]\) and in \( L^2(\Omega; \mathcal{U}) \) for all \( t \geq 0 \).

Proof. Since \( Q \in \mathcal{L}^+_1(\mathcal{U}) \), we have

\[
\sum_{n=1}^{\infty} \lambda_n = Tr(Q) < \infty.
\]

Obviously, the processes \((L_n(t))_{t \geq 0}\) are real valued Lévy processes for each \( n \in \mathbb{N} \). By Proposition 3.51 we get for each \( n \in \mathbb{N} \) and all \( t \geq 0 \)

\[
\mathbb{E}[L_n(t)] = \mathbb{E}(L(t), u_n)_U = 0
\]

and

\[
\mathbb{E} [ L_n(t)^2 ] = \mathbb{E}(L(t), u_n)_U^2 = t \langle Qu_n, u_n \rangle_U = \lambda_n t.
\]

Similarly, we obtain for each \( n, m \in \mathbb{N} \) and all \( t, s \geq 0 \)

\[
\mathbb{E}[L_n(t)L_m(s)] = \mathbb{E}(L(t), u_n)_U(L(s), u_m)_U = t \wedge s \langle Qu_n, u_m \rangle_U = (t \wedge s)\lambda_n \delta_{n,m},
\]

where \( \delta_{n,m} \) denotes the Kronecker delta. Hence, the processes \((L_n(t))_{t \geq 0}\) are square integrable and uncorrelated with mean 0 for each \( n \in \mathbb{N} \).

Next, we show the convergence of the series (3.8) in \( L^2(\Omega; \mathcal{U}) \) for all \( t \geq 0 \). We set for each \( k \in \mathbb{N} \), all \( t \geq 0 \) and \( \mathbb{P} \)-a.s.

\[
S_k(t) = \sum_{n=1}^{k} L_n(t) u_n.
\]

Then it follows that for all \( t \geq 0 \) and each \( j, k \in \mathbb{N} \) with \( j < k \)

\[
\mathbb{E} ||S_k(t) - S_j(t)||_U^2 \leq \mathbb{E} \left( \sum_{n=j+1}^{k} L_n(t) u_n \right)_U^2 = \sum_{n=j+1}^{k} \mathbb{E} [L_n(t)L_n(t)] (u_n)_U = t \sum_{n=j+1}^{k} \lambda_n.
\]

Since \( \sum_{n=1}^{\infty} \lambda_n < \infty \), we can conclude that \((S_k(t))_{k \in \mathbb{N}}\) is a Cauchy sequence in \( L^2(\Omega; \mathcal{U}) \) for all \( t \geq 0 \). Hence, the series (3.8) converges in \( L^2(\Omega; \mathcal{U}) \) for all \( t \geq 0 \).

Finally, we prove the convergence of the series (3.8) in probability uniformly in \( t \) on any compact interval \([0,T]\). Recall that \((L(t))_{t \geq 0}\) is a square integrable Lévy process with mean 0 such that \( L(t) - L(s) \) is independent of \( \mathcal{F}_s \) for all \( t > s \geq 0 \). Due to Proposition 3.18, the process \((L(t))_{t \geq 0}\) is a martingale. Hence, we can conclude that the process \((S_k(t))_{t \geq 0}\) is a stochastically continuous square integrable martingale with values in \( \mathcal{U} \). Applying Theorem 3.19, we get for all \( r > 0 \) and each \( j, k \in \mathbb{N} \)

\[
\mathbb{P} \left( \sup_{t \in [0,T]} ||S_k(t) - S_j(t)||_U \geq r \right) \leq \frac{1}{r^2} \mathbb{E} ||S_k(T) - S_j(T)||_U^2
\]

and the claim follows. \( \square \)
Remark 3.57. (i) The series (3.8) converges for all \( t \geq 0 \) and \( \mathbb{P} \)-a.s. if and only if
\[
\sum_{n=1}^{\infty} |L_n(t)|^2 < \infty
\]
for all \( t \geq 0 \) and \( \mathbb{P} \)-almost surely.

(ii) For a general Lévy process, the series (3.8) converges in probability, uniformly on any compact interval \([0,T]\), see [71, Theorem 4.39].

By Proposition 3.18, we can conclude that the Lévy process \((L(t))_{t \geq 0}\) is a martingale. Moreover, we get the following martingale properties.

Proposition 3.58 (Theorem 4.49 (ii), [71]). The processes \( (\|L(t)\|^2_t - t\gamma(Q))_{t \geq 0} \) and \( (L(t) \otimes L(t) - tQ)_{t \geq 0} \) are martingales with values in \( \mathbb{R} \) and \( \mathcal{L}_1(\mathcal{U}) \), respectively. Moreover, the process \((\langle L(t), x \rangle_{\mathcal{U}})_{t \geq 0}\) is a square integrable real valued martingale for every \( x \in \mathcal{U} \) and the process \((\langle L(t), x \rangle_{\mathcal{U}} \langle L(t), y \rangle_{\mathcal{U}} - t\langle Qx, y \rangle_{\mathcal{U}})_{t \geq 0}\) is a real valued martingale for every \( x, y \in \mathcal{U} \).

3.3. A Stochastic Integral

In this section, we introduce infinite dimensional stochastic integrals with respect to a square integrable Lévy martingale. The construction is similar to the case of a stochastic integral with respect to a Q-Wiener process, see [23, 42, 73]. Let the complete probability space \((\Omega, \mathcal{F}, \mathbb{P})\) be equipped with a normal filtration \((\mathcal{F}_t)_{t \geq 0}\). We start with a formal definition of elementary processes. Let \( T > 0 \) be a fixed terminal point of time and let \( \mathcal{U} \) and \( \mathcal{H} \) be separable Hilbert spaces.

Definition 3.59. An \( \mathcal{L}(\mathcal{U}; \mathcal{H}) \)-valued stochastic process \((\Psi(t))_{t \in [0,T]}\) is called elementary if there exists \( m \in \mathbb{N} \) such that for all \( t \in [0,T] \) and \( \mathbb{P} \)-a.s.
\[
\Psi(t) = \sum_{j=0}^{m-1} \Psi_j \mathbb{1}_{(t_j, t_{j+1}]}(t)
\]
where \( 0 = t_0 < t_1 < ... < t_m = T \) and \( \Psi_j \) are \( \mathcal{F}_{t_j} \)-measurable \( \mathcal{L}(\mathcal{U}; \mathcal{H}) \)-valued random variables for \( j = 0, 1, ..., m - 1 \).

The space of all \( \mathcal{L}(\mathcal{U}; \mathcal{H}) \)-valued elementary processes is denoted by \( \mathcal{E}_T \). Moreover, let \((L(t))_{t \geq 0}\) be a square integrable Lévy martingale with values in \( \mathcal{U} \), i.e. \((L(t))_{t \geq 0}\) is an \( \mathcal{U} \)-valued square integrable Lévy process and a martingale with respect to \((\mathcal{F}_t)_{t \geq 0}\). For \( \Psi \in \mathcal{E}_T \) with representation (3.9), we define the stochastic integral by
\[
I_T^\Psi(\Psi) = \int_0^t \Psi(s) dL(s) = \sum_{j=0}^{m-1} \Psi_j (L(t_{j+1} \wedge t) - L(t_j \wedge t))
\]
for all \( t \in [0,T] \) and \( \mathbb{P} \)-almost surely. Obviously, the operator \( I_T^\Psi \) is linear on \( \mathcal{E}_T \) for all \( t \in [0,T] \) and \( \mathbb{P} \)-almost surely. Next, we extend the definition of the stochastic integral to a larger class of stochastic processes. As a consequence of Theorem 3.53, the process \((L(t))_{t \geq 0}\) is a square integrable Lévy martingale if and only if
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\[ \mathbb{E}[L(t)] = 0 \] for all \( t \geq 0 \). By Proposition 3.51, there exists an covariance operator \( Q \in \mathcal{L}^1_T(\mathcal{U}) \) of \( (L(t))_{t \geq 0} \) such that

\[ \mathbb{E}(L(t), x)_\mathcal{U}(L(s), y)_\mathcal{U} = t \wedge s \langle Q x, y \rangle_\mathcal{U} \]

for all \( s, t \geq 0 \) and every \( x, y \in \mathcal{U} \). Let us denote by \( \mathcal{L}_{(HS)}(\mathcal{U}; \mathcal{H}) \) the space of Hilbert-Schmidt operators from \( \mathcal{U} \) to \( \mathcal{H} \) as introduced in Appendix \( \mathcal{C} \). Using Proposition \( \mathcal{C}.9 \) and Remark \( \mathcal{C}.10 \) there exists an operator \( Q^{1/2} \in \mathcal{L}^1_T(\mathcal{U}) \) such that \( Q^{1/2}Q^{1/2} = Q \) and we get \( \mathcal{L}(\mathcal{U}; \mathcal{H}) \subset \mathcal{L}_{(HS)}(Q^{1/2}(\mathcal{U}); \mathcal{H}) \). Therefore, we can conclude that elementary processes takes values in \( \mathcal{L}_{(HS)}(Q^{1/2}(\mathcal{U}); \mathcal{H}) \). For the remaining part of this section, we assume that every \( \Psi \in \mathcal{E}_T \) satisfies

\[ \mathbb{E} \int_0^T \| \Psi(t) \|_{\mathcal{L}_{(HS)}(Q^{1/2}(\mathcal{U}); \mathcal{H})}^2 \, dt < \infty. \]

We equip the space \( \mathcal{E}_T \) with the inner product

\[ \langle \Psi, \Phi \rangle_{\mathcal{E}_T} = \mathbb{E} \int_0^T \langle \Psi(t), \Phi(t) \rangle_{\mathcal{L}_{(HS)}(Q^{1/2}(\mathcal{U}); \mathcal{H})} \, dt \]

for every \( \Psi, \Phi \in \mathcal{E}_T \). We get the following result.

**Theorem 3.60.** Let \( (L(t))_{t \geq 0} \) be a square integrable Lévy martingale with values in a separable Hilbert space \( \mathcal{U} \) and covariance operator \( Q \in \mathcal{L}^1_T(\mathcal{U}) \). If \( \Psi \in \mathcal{E}_T \), then we have for all \( t \in [0, T] \)

\[ \mathbb{E} \left\| \int_0^t \Psi(s) \, dL(s) \right\|_{\mathcal{H}}^2 = \mathbb{E} \int_0^t \| \Psi(s) \|_{\mathcal{L}_{(HS)}(Q^{1/2}(\mathcal{U}); \mathcal{H})}^2 \, ds. \]

**Proof.** The claim results from [71, Proposition 8.6] and Proposition 3.58. □

As a consequence of the previous theorem, we get that the mapping \( I_L^L : \mathcal{E}_T \to L^2(\Omega; \mathcal{H}) \) is linear and bounded for all \( t \in [0, T] \) and especially, the mapping \( I_L^L : \mathcal{E}_T \to L^2(\Omega; \mathcal{H}) \) is an isometric transformation. Hence, we can uniquely extend the definition of the stochastic integral to integrands taking values in the completion of \( \mathcal{E}_T \) denoted by \( \mathcal{L}^2_T \). We still denote the extension from \( \mathcal{L}^2_T \) into \( L^2(\Omega; \mathcal{H}) \) by \( I_L^L \) and we write formally

\[ I_L^L(\Psi) = \int_0^t \Psi(s) \, dL(s) \]

for all \( t \in [0, T] \) and \( \mathbb{P} \)-almost surely. Moreover, we set

\[ \int_r^t \Psi(s) \, dL(s) = \int_0^t \Psi(s) \, dL(s) - \int_0^r \Psi(s) \, dL(s) \]

for all \( 0 \leq r \leq t \leq T \) and \( \mathbb{P} \)-almost surely. The following proposition characterizes the space of integrands \( \mathcal{L}^2_T \) explicitly.

**Proposition 3.61** (Proposition 4.22, [23]). The following statements hold:

(i) If \( (\Psi(t))_{t \in [0, T]} \) is an \( \mathcal{L}(\mathcal{U}; \mathcal{H}) \)-valued predictable process, then \( (\Psi(t))_{t \in [0, T]} \) is an \( \mathcal{L}_{(HS)}(Q^{1/2}(\mathcal{U}); \mathcal{H}) \)-valued predictable process. In particular, elementary processes are \( \mathcal{L}_{(HS)}(Q^{1/2}(\mathcal{U}); \mathcal{H}) \)-valued predictable processes.
(ii) If \((\Psi(t))_{t \in [0,T]}\) is an \(L(H_S)(Q^{1/2}(U);\mathcal{H})\)-valued predictable processes such that
\[
\mathbb{E} \int_0^T \|\Psi(t)\|^2_{L(H_S)(Q^{1/2}(U);\mathcal{H})} \, dt < \infty,
\]
then there exists a sequence \((\Psi_n)_{n \in \mathbb{N}} \subset \mathcal{E}_T\) such that
\[
\lim_{n \to \infty} \mathbb{E} \int_0^T \|\Psi(t) - \Psi_n(t)\|^2_{L(H_S)(Q^{1/2}(U);\mathcal{H})} \, dt = 0.
\]

Hence, the space \(L^2_T\) contains all predictable processes \((\Psi(t))_{t \in [0,T]}\) with values in \(L(H_S)(Q^{1/2}(U);\mathcal{H})\) such that
\[
\mathbb{E} \int_0^T \|\Psi(t)\|^2_{L(H_S)(Q^{1/2}(U);\mathcal{H})} \, dt < \infty.
\]
The space \(L^2_T\), equipped with the inner product of \(\mathcal{E}_T\) becomes a Hilbert space. Next, we provide some basic properties of the stochastic integral.

**Theorem 3.62.** Let \((L(t))_{t \geq 0}\) be a square integrable Lévy martingale with values in a separable Hilbert space \(U\) and covariance operator \(Q \in L_1^+(U)\) and let \(\Psi \in L^2_T\). Then the following statements hold:

(i) If \(0 \leq r < t \leq T\), then \(1_{(r,t]}(s)\Psi(s) \in L^2_T\) and we have \(\mathbb{P}\)-a.s.
\[
\int_r^t \Psi(s) \, dL(s) = \int_0^T 1_{(r,t]}(s)\Psi(s) \, dL(s).
\]

(ii) We get for all \(t \in [0,T]\)
\[
\mathbb{E} \left[ \int_0^t \Psi(s) \, dL(s) \right] = 0.
\]

(iii) We have for all \(t \in [0,T]\)
\[
\mathbb{E} \left\| \int_0^t \Psi(s) \, dL(s) \right\|^2_{\mathcal{H}} = \mathbb{E} \int_0^t \|\Psi(s)\|^2_{L(H_S)(Q^{1/2}(U);\mathcal{H})} \, ds.
\]

(iv) The process \((I^L_t(\Psi))_{t \in [0,T]}\) given by
\[
I^L_t(\Psi) = \int_0^t \Psi(s) \, dL(s)
\]
for all \(t \in [0,T]\) and \(\mathbb{P}\)-a.s. is a mean square continuous \(\mathcal{H}\)-valued martingale.
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Proof. It suffices to show the assertions (i), (ii) and (iii) for elementary processes. The generalization for elements in $\mathcal{L}_r^T$ can be obtained using standard density arguments.

First, we show that (i) holds. If $\Psi \in \mathcal{E}_T$, then the process $(\mathbb{1}_{(r,t]}(s)\Psi(s))_{s \in [0,T]}$ is an elementary process with values in $\mathcal{L}(\mathcal{U}; \mathcal{H})$ and

$$
\mathbb{E} \int_0^T \|\mathbb{1}_{(r,t]}(s)\Psi(s)\|^2_{\mathcal{L}(H;\mathcal{Q}^{1/2}(\mathcal{U};\mathcal{H}))} \, ds \leq \mathbb{E} \int_0^T \|\Psi(s)\|^2_{\mathcal{L}(H;\mathcal{Q}^{1/2}(\mathcal{U};\mathcal{H}))} \, ds < \infty.
$$

Hence, we get $\mathbb{1}_{(r,t]}\Psi \in \mathcal{E}_T$. To obtain equation (3.11), we use the operator notation introduced by equation (3.10). We show some useful preliminary identities. Let $\Phi \in \mathcal{E}_T$ have the following representation for all $s \in [0,T]$ and $\mathbb{P}$-almost surely:

$$
\Phi(s) = \sum_{j=0}^{m-1} \Phi_j \mathbb{1}_{(t_j,t_{j+1})}(s),
$$

where $0 = t_0 < t_1 < ... < t_m = T$ and $\Phi_j$ are $\mathcal{F}_{t_j}$-measurable $\mathcal{L}(\mathcal{U}; \mathcal{H})$-valued random variables for $j = 0, 1, ..., m - 1$. Let $(u_n)_{n \in \mathbb{N}}$ be an orthonormal basis of $\mathcal{U}$. Using Proposition 3.7 we get

$$
\mathbb{E} \langle I_T^L(\Phi), I_T^L(\Phi) \rangle_{\mathcal{H}} = \sum_{j=k=0}^{m-1} \mathbb{E} \langle \Phi_j (L(t_{j+1}) - L(t_j)), \Phi_k (L(t_{k+1}) - L(t_k)) \rangle_{\mathcal{U}}
$$

$$
= \sum_{j,k=0}^{m-1} \sum_{n=1}^{\infty} \mathbb{E} \langle \Phi_j^* \Phi_j (L(t_{j+1}) - L(t_j)), u_n \rangle_{\mathcal{U}} \langle u_n, L(t_{k+1}) - L(t_k) \rangle_{\mathcal{U}}
$$

$$
= \sum_{j,k=0}^{m-1} \sum_{n=1}^{\infty} \sum_{l=1}^{\infty} \mathbb{E} \langle \Phi_l \Phi_j (L(t_{j+1}) - L(t_j)), u_n \rangle_{\mathcal{U}} \langle u_n, L(t_{k+1}) - L(t_k) \rangle_{\mathcal{U}}.
$$

Note that there exists $j_0 \in \{0, 1, ..., m - 1\}$ such that $t \in (t_{j_0}, t_{j_0+1}]$. Using Proposition 3.16 and the fact that the process $(L(t))_{t \geq 0}$ is $\mathcal{F}_t$-adapted, we obtain for each $k = 0, 1, ..., j_0$

$$
\mathbb{E} \langle L(t_{j_0+1}) - L(t_{j_0}), u_l \rangle_{\mathcal{U}} \langle u_l, \Phi_{j_0}^* \Phi_k u_n \rangle_{\mathcal{U}} \langle u_n, L(t_{k+1}) - L(t_k) \rangle_{\mathcal{U}}
$$

$$
= \mathbb{E} \mathbb{E} \langle L(t_{j_0+1}) - L(t_{j_0}), u_l \rangle_{\mathcal{U}} \mathbb{E} \langle u_l, \Phi_{j_0}^* \Phi_k u_n \rangle_{\mathcal{U}} \langle u_n, L(t_{k+1}) - L(t_k) \rangle_{\mathcal{U}}
$$

$$
= \mathbb{E} \langle L(t_{j_0+1}) - L(t_{j_0}), u_l \rangle_{\mathcal{U}} \langle u_l, \Phi_{j_0}^* \Phi_k u_n \rangle_{\mathcal{U}} \langle u_n, L(t_{k+1}) - L(t_k) \rangle_{\mathcal{U}}.
$$

If $j_0 < m - 1$, then $L(t_{k+1}) - L(t_k) = 0$ for $k > j_0$. We can conclude

$$
\mathbb{E} \langle I_T^L(\Phi), I_T^L(\Phi) \rangle_{\mathcal{H}}
$$

$$
= \sum_{j,k=0}^{m-1} \sum_{n=1}^{\infty} \sum_{l=1}^{\infty} \mathbb{E} \langle L(t_{j+1} - t_j), u_l \rangle_{\mathcal{U}} \langle u_l, \Phi_j^* \Phi_k u_n \rangle_{\mathcal{U}} \langle u_n, L(t_{k+1}) - L(t_k) \rangle_{\mathcal{U}}
$$

$$
= \sum_{j,k=0}^{m-1} \sum_{n=1}^{\infty} \sum_{l=1}^{\infty} \mathbb{E} \langle \Phi_j^* \Phi_j (L(t_{j+1} - t_j)), u_n \rangle_{\mathcal{U}} \langle u_n, L(t_{k+1} - t_k) \rangle_{\mathcal{U}}
$$

$$
= \sum_{j,k=0}^{m-1} \mathbb{E} \|I_T^L(\Phi)\|^2_{\mathcal{H}}.
$$

44
Chapter 3. Stochastic Calculus

Using additionally Theorem 3.60 we obtain
\[ E \left\| I_T^r (\mathbb{1}_{[0,t]} \Psi) - I_T^r (\Psi) \right\|^2_{\mathcal{H}} \]
\[ \leq 2 E \left\| I_T^r (\mathbb{1}_{[0,t]} \Psi) - I_T^r (\mathbb{1}_{[0,t]} \Psi) \right\|^2_{\mathcal{H}} + 2 E \left\| I_T^r (\mathbb{1}_{[0,t]} \Psi) - I_T^r (\Psi) \right\|^2_{\mathcal{H}} \]
\[ \leq 2 E \left\| I_T^r (\mathbb{1}_{[0,t]} \Psi) \right\|^2_{\mathcal{H}} + 4 E \left\langle I_T^r (\mathbb{1}_{[0,t]} \Psi), I_T^r (\mathbb{1}_{[0,t]} \Psi) \right\rangle_{\mathcal{H}} + 2 E \left\| I_T^r (\mathbb{1}_{[0,t]} \Psi) \right\|^2_{\mathcal{H}} + 2 E \left\| I_T^r (\mathbb{1}_{[0,t]} \Psi - \Psi) \right\|^2_{\mathcal{H}} \]
\[ \leq 2 E \int_0^t \left\| \mathbb{1}_{[0,t]}(s) \Psi(s) \right\|^2_{\mathcal{L}(\mathbb{H}, \mathbb{H}, \mathbb{Q}^{1/2}(\mathcal{U})))} ds - 2 E \int_0^t \left\| \mathbb{1}_{[0,t]}(s) \Psi(s) \right\|^2_{\mathcal{L}(\mathbb{H}, \mathbb{H}, \mathbb{Q}^{1/2}(\mathcal{U})))} ds \]
\[ + 2 E \int_0^t \left\| \mathbb{1}_{[0,t]}(s) \Psi(s) - \Psi(s) \right\|^2_{\mathcal{L}(\mathbb{H}, \mathbb{H}, \mathbb{Q}^{1/2}(\mathcal{U})))} ds \]
\[ = 0. \]

Thus, we obtain P-a.s.
\[ \int_0^r \Psi(s) dL(s) = \int_0^r \Psi(s) dL(s) - \int_0^r \Psi(s) dL(s) = I_T^r (\Psi) - I_T^r (\Psi) = I_T^r (\mathbb{1}_{[r,t]} \Psi) = \int_0^T \mathbb{1}_{[r,t]}(s) \Psi(s) dL(s). \]

Next, we prove (ii). Due to (i), it suffices to show the result for \( t = T \). We assume that \( \Psi \in \mathcal{E}_T \) has the representation (3.9). By definition of the stochastic integral, we get
\[ E \left[ \int_0^T \Psi(s) dL(s) \right] = \sum_{j=0}^{m-1} E \left[ \Psi_j (L(t_{j+1}) - L(t_j)) \right]. \]

Let \((h_n)_{n \in \mathbb{N}}\) and \((u_n)_{n \in \mathbb{N}}\) be orthonormal basis of \( \mathcal{H} \) and \( \mathcal{U} \), respectively. By Proposition 3.7 and Proposition 3.16 we get for \( j = 0, 1, \ldots, m - 1 \)
\[ E [\Psi_j (L(t_{j+1}) - L(t_j))] = E \left[ \sum_{n=1}^{\infty} \langle \Psi_j (L(t_{j+1}) - L(t_j)), h_n \rangle_{\mathcal{H}} h_n \right] \]
\[ = \sum_{n=1}^{\infty} E \left[ \langle (L(t_{j+1}) - L(t_j)), \Psi_j h_n \rangle_{\mathcal{H}} h_n \right] \]
\[ = \sum_{n=1}^{\infty} \sum_{k=1}^{\infty} E \left[ \langle \Psi_j h_n, u_k \rangle_{\mathcal{U}} \langle (L(t_{j+1}) - L(t_j)), u_k \rangle_{\mathcal{U}} \right] h_n \]
\[ = \sum_{n=1}^{\infty} \sum_{k=1}^{\infty} E \left[ \langle \Psi_j h_n, u_k \rangle_{\mathcal{U}} E \left[ \langle (L(t_{j+1}) - L(t_j)), u_k \rangle_{\mathcal{U}} \right] \right] h_n. \]

Since the Lévy process \((L(t))_{t \in [0,T]}\) in an \( \mathcal{U} \)-valued martingale, we obtain for \( j = 0, 1, \ldots, m - 1 \)
\[ E \left[ \langle (L(t_{j+1}) - L(t_j)), u_k \rangle_{\mathcal{U}} \right] = 0 \]
and thus, the claim (ii) holds. Note that (iii) is already stated in Theorem 3.60. A proof of (iv) can be found in [41 Theorem 8.7 (iii)].

\[ \square \]
Proof. One obtains the result similarly to the case of Q-Wiener processes, see \[23, \text{Proposition 4.30}\].

**Proposition 3.63.** Let $\Psi \in L^2_T$. If $\Psi(t)y \in D(A)$ for every $y \in U$, all $t \in [0, T]$ and $\mathbb{P}$-almost surely,
\[
\mathbb{E} \int_0^T \|\Psi(t)\|^2_{L(HS)(Q^{1/2}(U); H)} \, dt < \infty \quad \text{and} \quad \mathbb{E} \int_0^T \|A\Psi(t)\|^2_{L(HS)(Q^{1/2}(U); H)} \, dt < \infty,
\]
then we have $\mathbb{P}$-a.s. $\int_0^T \Psi(t) dL(t) \in D(A)$ and
\[
A \int_0^T \Psi(t) \, dL(t) = \int_0^T A\Psi(t) \, dL(t).
\]

**Proof.** One obtains the result similarly to the case of Q-Wiener processes, see \[23, \text{Proposition 4.30}\]. $\square$

Next, we state a stochastic Fubini theorem. Let $\lambda$ be a finite measure on a measurable space $(E, \mathcal{E})$, Recall that $\mathcal{P}_T$ denotes the smallest $\sigma$-field of subsets of $\Omega_T = [0, T] \times \Omega$ containing all sets of the form
\[(s, t] \times A \text{ with } 0 \leq s < t \leq T, s < t, A \in \mathcal{F}_s \quad \text{and} \quad \{0\} \times A \text{ with } A \in \mathcal{F}_0.
\]
Then we get the following result.

**Proposition 3.64** (Theorem 8.14, \[71\]). Assume that the mapping $(t, \omega, x) \mapsto \Psi(t, \omega, x)$ is measurable from $(\Omega_T \times \mathbb{F}, \mathcal{P}_T \times \mathcal{B}(E))$ into $(L(HS)(Q^{1/2}(U); H), \mathcal{B}(L(HS)(Q^{1/2}(U); H)))$ and
\[
\int \mathbb{E} \int_0^T \|\Psi(t, \omega, x)\|^2_{L(HS)(Q^{1/2}(U); H)} \, dt \, d\lambda(x) < \infty.
\]
Then $\mathbb{P}$-a.s.
\[
\int \mathbb{E} \left( \int_0^T \Psi(t, \omega, x) \, dL(t) \right) \, d\lambda(x) = \int \mathbb{E} \left( \int_0^T \Psi(t, \omega, x) \, d\lambda(x) \right) \, dL(t)
\]
Next, we introduce stochastic convolutions. Let $(S(t))_{t \geq 0}$ be a $C_0$-semigroup on $H$ and let $\Psi \in L^2_T$. Then the stochastic convolution $(I(t))_{t \in [0, T]}$ given by
\[
I(t) = \int_0^t S(t-s)\Psi(s) \, dL(s)
\]
is well defined for all $t \in [0, T]$ and $\mathbb{P}$-almost surely. Under additional assumptions, we get the following maximal inequality.

**Proposition 3.65** (cf. Proposition 1.3, \[49\]). Let $(S(t))_{t \geq 0}$ be a contraction semigroup on $H$ and assume that $\Psi \in L^2_T$. Then the following statements hold:

(i) If $k \in (0, 2]$, then
\[
\mathbb{E} \sup_{t \in [0, T]} \left\| \int_0^t S(t-s)\Psi(s) \, dL(s) \right\|^k_H \leq \widetilde{C}_k \mathbb{E} \left( \int_0^T \|\Psi(t)\|^2_{L(HS)(Q^{1/2}(U); H)} \, dt \right)^{k/2},
\]
where $\widetilde{C}_k > 0$ is a constant.
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(ii) Assume that \((L(t))_{t \geq 0}\) has continuous trajectories. If \(k \in (0, \infty)\), then

\[
\mathbb{E} \sup_{t \in [0,T]} \left\| \int_0^t S(t - s) \Psi(s) \, dL(s) \right\|_\mathcal{H}^k \leq c_k^k \mathbb{E} \left( \int_0^T \|\Psi(t)\|_{L_{(\mathcal{H}S)}(Q^{1/2}(\mathcal{U}),\mathcal{H})}^2 \, dt \right)^{k/2},
\]

where \(c_k > 0\) is a constant.

In order to define local mild solutions to SPDEs, we need to introduce a stopped stochastic convolution. Here, we can argue as in [16, Appendix]. Let \(\tau\) be a stopping time with values in \([0,T]\). We consider the stopped process \((I(t \wedge \tau))_{t \in [0,T]}\). Unfortunately, the formula

\[
I(t \wedge \tau) = \int_0^{t \wedge \tau} S(t \wedge \tau - s) \Psi(s) \, dL(s)
\]

is not well defined due to the fact that we integrate a process, which is not even \(\mathcal{F}_t\)-adapted. To overcome this problem, we introduce a process \((I_\tau(t))_{t \in [0,T]}\) given by

\[
I_\tau(t) = \int_0^t 1_{[0,\tau]}(s) S(t - s) \Phi(s \wedge \tau) \, dL(s)
\]

(3.13)

for all \(t \in [0,T]\) and \(\mathbb{P}\)-almost surely. We get the following result.

**Lemma 3.66.** Let \((S(t))_{t \geq 0}\) be a \(C_0\)-semigroup on \(\mathcal{H}\) and let \(\tau\) be a stopping time with values in \([0,T]\). Assume that the processes \((I(t))_{t \in [0,T]}\) and \((I_\tau(t))_{t \in [0,T]}\) are given by (3.12) and (3.13), respectively. Then, we have for all \(t \in [0,T]\) and \(\mathbb{P}\)-almost surely

\[
S(t) - t \wedge \tau I(t \wedge \tau) = I_\tau(t)
\]

and in particular

\[
I(t \wedge \tau) = I_\tau(t \wedge \tau).
\]

**Proof.** The processes \((I(t))_{t \in [0,T]}\) and \((I_\tau(t))_{t \in [0,T]}\) have càdlàg modifications by [71 Theorem 9.24]. The remaining part of the proof can be obtained similarly to [16 Lemma A.1]. \(\square\)

Finally, we state a product formula for infinite dimensional stochastic processes. Here, we assume that the Lévy process \((L(t))_{t \geq 0}\) is given by a Q-Wiener process. To be consistent with the notation introduced in Section 3.2.1, we denote this process by \((W(t))_{t \geq 0}\). We have the following Itô formula.

**Proposition 3.67** (Theorem 4.32, [23]). Assume that \(X^0\) is an \(\mathcal{F}_0\)-measurable \(\mathcal{H}\)-valued random variable, \((f(t))_{t \in [0,T]}\) is an \(\mathcal{H}\)-valued \(\mathcal{F}_t\)-adapted process such that \(\mathbb{E} \int_0^T \|f(t)\|_{\mathcal{H}} \, dt < \infty\) and \(\Psi \in L_\mathcal{H}^2\). Let the process \((X(t))_{t \in [0,T]}\) be given by

\[
X(t) = X^0 + \int_0^t f(s) \, ds + \int_0^t \Psi(s) \, dW(s)
\]

for all \(t \in [0,T]\) and \(\mathbb{P}\)-almost surely. Assume that the function \(J\colon [0,T] \times \mathcal{H} \to \mathbb{R}\) is continuous and its partial Fréchet derivatives denoted by \(J_t, J_x, J_{xx}\) are uniformly continuous on bounded subsets of \([0,T] \times \mathcal{H}\).
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Then we have for all \( t \in [0, T] \) and \( \mathbb{P} \)-a.s.

\[
J(t, X(t)) = J(0, X^0) + \int_0^t \langle J_x(s, X(s)), \Psi(s) \rangle_{\mathcal{H}} \, ds + \int_0^t \left[ J_t(s, X(s)) + \langle J_x(s, X(s)), f(s) \rangle_{\mathcal{H}} + \frac{1}{2} \text{Tr} \left( J_{xx}(s, X(s)) (\Psi(s)Q^{1/2})(\Psi(s)Q^{1/2})^* \right) \right] ds.
\]

Remark 3.68. For further versions of the Itô formula for infinite dimensional stochastic processes, we refer to [53, Section 2.5].

Corollary 3.69. For \( i = 1, 2 \), assume that \( X_0^i \) are \( \mathcal{F}_0 \)-measurable \( \mathcal{H} \)-valued random variables, \( (f_i(t))_{t \in [0, T]} \) are \( \mathcal{H} \)-valued \( \mathcal{F}_t \)-adapted process such that \( \mathbb{E} \int_0^T \|f_i(t)\|_\mathcal{H} \, dt < \infty \) and \( \Psi_i \in \mathcal{L}_2^2 \). For \( i = 1, 2 \), assume that the processes \( (X_i(t))_{t \in [0, T]} \) satisfy for all \( t \in [0, T] \) and \( \mathbb{P} \)-a.s.

\[
X_i(t) = X_0^i + \int_0^t f_i(s) \, ds + \int_0^t \Psi_i(s) \, dW(s).
\]

Then we have for all \( t \in [0, T] \) and \( \mathbb{P} \)-a.s.

\[
\langle X_1(t), X_2(t) \rangle_{\mathcal{H}} = \langle X_1^0, X_2^0 \rangle_{\mathcal{H}} + \int_0^t \left[ \langle X_1(s), f_2(s) \rangle_{\mathcal{H}} + \langle X_2(s), f_1(s) \rangle_{\mathcal{H}} + \langle \Psi_1(s), \Psi_2(s) \rangle_{L_{(H^1)(Q^{1/2}(H); H)}} \right] ds \]

\[
+ \int_0^t \langle X_1(s), \Psi_2(s) \, dW(s) \rangle_{\mathcal{H}} + \int_0^t \langle X_2(s), \Psi_1(s) \, dW(s) \rangle_{\mathcal{H}}.
\]

Proof. The claim follows from Proposition 3.67 with \( J: \mathcal{H} \times \mathcal{H} \to \mathbb{R} \) given by \( J(x_1, x_2) = \langle x_1, x_2 \rangle_{\mathcal{H}} \).

3.4. Stochastic Partial Differential Equations

In this section, we prove existence and uniqueness results for SPDEs both of forward and backward type, which we deal with in the following chapters. Here, we will mainly concentrate on mild solutions to SPDEs. For forward equations, the proof of the existence and uniqueness of mild solutions is based on the Banach fixed point theorem, see [23, 42, 71, 73]. Mild solutions of backward equations require a martingale representation theorem, see [22]. Furthermore, we will also show the relationship to different concepts of solutions. Throughout this section, we assume that the complete probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) is equipped with a normal filtration \( (\mathcal{F}_t)_{t \geq 0} \).

3.4.1. Forward Stochastic Partial Differential Equations

Here, we prove existence and uniqueness results of forward SPDEs motivated by systems arising in stochastic control problems. We study systems on bounded domain with sufficiently smooth boundary, where we also involve nonhomogeneous boundary data. Therefore, we introduce two separable Hilbert spaces \( \mathcal{H} \) and \( \mathcal{H}_b \), where \( \mathcal{H} \) refers to data defined inside the domain and \( \mathcal{H}_b \) refers to data defined on the boundary. We start with the following linear system in \( \mathcal{H} \):

\[
\begin{aligned}
\begin{cases}
   dy(t) = [Ay(t) + Bu(t) + (\lambda - A)N_1 v(t)] \, dt + G(t) \, dL(t) + (\lambda - A)N_2 \, dL_b(t), \\
y(0) = \xi.
\end{cases}
\end{aligned}
\]

(3.14)
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We assume that

- the operator $A: D(A) \subset \mathcal{H} \to \mathcal{H}$ is the generator of an analytic semigroup of contractions $(e^{At})_{t \geq 0}$ and $\lambda > 0$ is an element of the resolvent set $\rho(A)$;

- the process $(u(t))_{t \in [0,T]}$ is $\mathcal{F}_t$-adapted and takes values in $\mathcal{H}$ such that

$$E \int_0^T \|u(t)\|^2_{\mathcal{H}} dt < \infty;$$

- $B \in \mathcal{L}(\mathcal{H})$;

- $(L(t))_{t \geq 0}$ is an $\mathcal{H}$-valued square integrable Lévy martingale with covariance operator $Q \in \mathcal{L}^+_1(\mathcal{H})$;

- $(G(t))_{t \in [0,T]}$ is a predictable process with values in $\mathcal{L}(H_S)^1(Q^{1/2}(\mathcal{H}); \mathcal{H})$ such that

$$E \int_0^T \|G(t)\|^2_{\mathcal{L}(H_S)^1(Q^{1/2}(\mathcal{H}); \mathcal{H})} dt < \infty;$$

- the process $(v(t))_{t \in [0,T]}$ is $\mathcal{F}_t$-adapted and takes values in $\mathcal{H}_b$ such that

$$E \int_0^T \|v(t)\|^2_{\mathcal{H}_b} dt < \infty;$$

- $(L_b(t))_{t \geq 0}$ is an $\mathcal{H}_b$-valued square integrable Lévy martingale with covariance operator $Q_b \in \mathcal{L}^+_1(\mathcal{H}_b)$;

- $N_1, N_2 \in \mathcal{L}(\mathcal{H}_b; D((\lambda - A)^\alpha))$ for $\alpha \in (0, \frac{1}{4})$;

- $\xi$ is an $\mathcal{F}_0$-measurable random variable with values in $\mathcal{H}$.

Note that the operator $A - \lambda$ is still generator of an analytic semigroup given by $(e^{-\lambda t}e^{At})_{t \geq 0}$, see [70, Chapter 3, Corollary 2.2]. Hence, the operator $A - \lambda$ satisfies the assumptions of Remark 2.25 with $M = 1$ and $\theta = \lambda$. Therefore, we can define fractional powers of the operator $\lambda - A$ denoted by $(\lambda - A)^\alpha$ with $\alpha \in \mathbb{R}$ according to Section 2.3, respectively. Moreover, we have $0 \in \rho(A - \lambda)$. Thus, we get the following properties.

**Corollary 3.70.** We have

- $(\lambda - A)^{\alpha + \beta} y = (\lambda - A)^\alpha (\lambda - A)^\beta y$ for all $\alpha, \beta \in \mathbb{R}$ and every $y \in D(A^\gamma)$ with $\gamma = \max\{\alpha, \beta, \alpha + \beta\}$;

- $e^{At}: \mathcal{H} \to D((\lambda - A)^\alpha)$ for all $t > 0$ and all $\alpha \in \mathbb{R}$;

- $(\lambda - A)^\alpha e^{At} y = e^{At}(\lambda - A)^\alpha y$ for every $y \in D((\lambda - A)^\alpha)$ and all $\alpha \in \mathbb{R}$;

- the operator $(\lambda - A)^\alpha e^{At}$ is linear and bounded for all $t > 0$ and all $\alpha \in \mathbb{R}$. In addition, there exist constants $M_\alpha, \delta > 0$ such that for all $t > 0$ and all $\alpha > 0$

$$\|e^{At}\|_{\mathcal{H}} \leq M_\alpha e^{-\delta t}. $$

**Proof.** The assertions follow immediately from Theorem 2.29 (iv) and Theorem 2.35. 
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Remark 3.71. In control theory, system (3.14) arises for the controlled stochastic heat equation with nonhomogeneous Neumann boundary conditions. Then the operator $A$ refers to the Neumann realization of the Laplace operator introduced in Section 2.5.1. Moreover, the term $u(t)$ is a distributed control and $L(t)$ is a Lévy noise defined inside the domain. Typically, we have $N_1 = N_2$.

Definition 3.72. A predictable process $(y(t))_{t \in [0,T]}$ with values in $\mathcal{H}$ is called a mild solution of system (3.14) if

$$
\sup_{t \in [0,T]} \mathbb{E}\|y(t)\|^2_{\mathcal{H}} < \infty
$$

and for all $t \in [0,T]$ and $\mathbb{P}$-a.s.

$$
y(t) = e^{At}\xi + \int_0^t e^{A(t-s)}Bu(s)\,ds + \int_0^t (\lambda - A)e^{A(t-s)}N_1v(s)\,ds + \int_0^t e^{A(t-s)}G(s)\,dL(s)
+ \int_0^t (\lambda - A)e^{A(t-s)}N_2dL_b(s).
$$

Theorem 3.73. Let $(u(t))_{t \in [0,T]}$ and $(v(t))_{t \in [0,T]}$ be fixed. For any $\xi \in L^2(\Omega; \mathcal{H})$, there exists a unique mild solution $(y(t))_{t \in [0,T]}$ of system (3.14). Moreover, the process $(y(t))_{t \in [0,T]}$ is mean square continuous.

Proof. By definition, the mild solution of system (3.14) is unique. Next, we show that $(y(t))_{t \in [0,T]}$ takes values in $\mathcal{H}$ such that $\sup_{t \in [0,T]} \mathbb{E}\|y(t)\|^2_{\mathcal{H}} < \infty$. We define for all $t \in [0,T]$ and $\mathbb{P}$-a.s.

$$
\psi_1(t) = e^{At}\xi + \int_0^t e^{A(t-s)}Bu(s)\,ds,
\psi_2(t) = \int_0^t (\lambda - A)e^{A(t-s)}N_1v(s)\,ds + \int_0^t (\lambda - A)e^{A(t-s)}N_2dL_b(s),
\psi_3(t) = \int_0^t e^{A(t-s)}G(s)\,dL(s).
$$

Recall that $\|e^{-At}\|_{L(\mathcal{H})} \leq 1$ for all $t \geq 0$ and $B \in L(\mathcal{H})$. Hence, the process $(\psi_1(t))_{t \in [0,T]}$ takes values in $\mathcal{H}$ and there exists a constant $C_1 > 0$ such that

$$
\sup_{t \in [0,T]} \mathbb{E}\|\psi_1(t)\|^2_{\mathcal{H}} \leq 2 \sup_{t \in [0,T]} \mathbb{E}\|e^{At}\xi\|^2_{\mathcal{H}} + 2 \sup_{t \in [0,T]} \mathbb{E}\int_0^t \|e^{A(t-s)}Bu(s)\|^2_{\mathcal{H}}\,ds
\leq C_1 \left[ \mathbb{E}\|\xi\|^2_{\mathcal{H}} + \mathbb{E}\int_0^T \|u(t)\|^2_{\mathcal{H}}\,dt \right].
$$

Since $N_1, N_2 \in L(\mathcal{H}; D((\lambda - A)^\alpha))$ for $\alpha \in (0, \frac{3}{2})$, we get $(\lambda - A)^\alpha N_1, (\lambda - A)^\alpha N_2 \in L(\mathcal{H}; \mathcal{H})$ by the closed graph theorem. By Theorem 3.62 (iii), Corollary 3.70 and the Cauchy-Schwarz inequality, the process
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\((\psi_2(t))_{t \in [0,T]}\) takes values in \(\mathcal{H}\) and there exists a constant \(C_2 > 0\) such that for all \(\alpha \in \left(\frac{1}{2}, \frac{3}{4}\right)\)

\[
\sup_{t \in [0,T]} \mathbb{E} \|\psi_2(t)\|_{\mathcal{H}}^2 \leq 2 \sup_{t \in [0,T]} \mathbb{E} \left( \int_0^t \left\| (\lambda - A)^{1-\alpha} e^{A(t-s)} (\lambda - A)^\alpha N_1 v(s) \right\|_{\mathcal{H}}^2 \right) ds \\
+ 2 \sup_{t \in [0,T]} \mathbb{E} \left( \int_0^t \left\| (\lambda - A)^{1-\alpha} e^{A(t-s)} (\lambda - A)^\alpha N_2 dL_0(s) \right\|_{\mathcal{H}}^2 \right) \\
\leq 2M_1^{2-\alpha} \sup_{t \in [0,T]} \mathbb{E} \left( \int_0^t (t-s)^{\alpha-1} \| (\lambda - A)^\alpha N_1 v(s) \|_{\mathcal{H}} ds \right)^2 \\
+ 2M_2^{2-\alpha} \| (\lambda - A)^\alpha N_2 \|_{L(\mathcal{H};Q^{1/2}(\mathcal{H});\mathcal{H})}^2 \sup_{t \in [0,T]} \int_0^t (t-s)^{2\alpha-2} ds \\
\leq C_2 \left[ 1 + \mathbb{E} T \int_0^T \|v(t)\|_{\mathcal{H}_s}^2 dt \right].
\]

Using Theorem 3.62 (iii) and Fubini’s theorem, the process \((\psi_3(t))_{t \in [0,T]}\) takes values in \(\mathcal{H}\) such that

\[
\sup_{t \in [0,T]} \mathbb{E} \|\psi_3(t)\|_{\mathcal{H}}^2 \leq \sup_{t \in [0,T]} \mathbb{E} \left( \int_0^t \|e^{A(t-s)} G(s)\|_{L(\mathcal{H};Q^{1/2}(\mathcal{H});\mathcal{H})}^2 ds \right) \leq \mathbb{E} \left( \int_0^T \|G(t)\|_{L(\mathcal{H};Q^{1/2}(\mathcal{H});\mathcal{H})}^2 dt \right).
\]

Next, we prove that the process \((y(t))_{t \in [0,T]}\) is mean square continuous. We assume w.l.o.g. \(0 \leq t_0 \leq t \leq T\). Let \(I\) be the identity operator on \(\mathcal{H}\). By the Cauchy-Schwarz inequality, there exists a constant \(c_1 > 0\) such that

\[
\mathbb{E}\|\psi_1(t) - \psi_1(t_0)\|_{\mathcal{H}}^2 \leq 3 \mathbb{E} \left\| e^{A(t-t_0)} - I \right\|_{\mathcal{H}}^2 + 3 \mathbb{E} \left\| \int_{t_0}^t e^{A(t-t_0)} B u(s) ds \right\|_{\mathcal{H}}^2 \\
+ 3 \mathbb{E} \left\| \int_{t_0}^t e^{A(t-t_0)} B u(s) ds \right\|_{\mathcal{H}}^2 \\
\leq 3 \mathbb{E} \left\| e^{A(t-t_0)} - I \right\|_{\mathcal{H}}^2 + 3 \mathbb{E} \left\| \int_{t_0}^t e^{A(t-t_0)} B u(s) ds \right\|_{\mathcal{H}}^2 \\
+ c_1 (t - t_0) \mathbb{E} \int_0^T \|u(t)\|_{\mathcal{H}}^2 dt.
\]

Due to Corollary 3.70 Theorem 3.62 (i) and (iii) and the Cauchy-Schwarz inequality, there exists a constant
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c_2 > 0 such that
\[ E\|\psi_2(t) - \psi_2(t_0)\|_\mathcal{H}^2 \]
\[ \leq 4E \int_0^{t_0} \left( e^{A(t-t_0)} - I \right) (\lambda - A) e^{A(t_0-s)} N_1 v(s) \, ds \|_\mathcal{H}^2 + 4E \int_{t_0}^{t} \left( (\lambda - A) e^{A(t-s)} N_1 v(s) \right) \, ds \|_\mathcal{H}^2 \]
\[ + 4E \int_0^{t_0} \left( e^{A(t-t_0)} - I \right) (\lambda - A) e^{A(t_0-s)} N_2 dL_6(s) \|_\mathcal{H}^2 + 4E \int_{t_0}^{t} \left( (\lambda - A) e^{A(t-s)} N_2 dL_6(s) \right) \|_\mathcal{H}^2 \]
\[ \leq 4E \left( e^{A(t-t_0)} - I \right) \int_0^{t_0} \left( (\lambda - A) e^{A(t_0-s)} N_1 v(s) \right) \, ds \|_\mathcal{H}^2 + c_2(t - t_0)^{2\alpha - 1}E \int_0^{T} ||v(t)||_{\mathcal{H}_0}^2 \, dt \]
\[ + 4E \left( e^{A(t-t_0)} - I \right) \int_0^{t_0} \left( (\lambda - A) e^{A(t_0-s)} N_2 dL_6(s) \right) \|_\mathcal{H}^2 + c_2(t - t_0)^{2\alpha - 1}. \]

Let \((h_n)_{n \in \mathbb{N}}\) be an orthonormal basis in \(\mathcal{H}\). Using Theorem 3.62 (i) and (iii), we obtain
\[ E\|\psi_3(\tilde{y})(t) - \psi_3(\tilde{y})(t_0)\|_\mathcal{H}^2 \]
\[ \leq 2E \left| \int_0^{t_0} \left( e^{A(t-t_0)} - I \right) e^{A(t_0-s)} G(s) \, ds \|_\mathcal{H}^2 + 2E \left| \int_{t_0}^{t} e^{A(t-s)} G(s) \, ds \|_\mathcal{H}^2 \right| \]
\[ \leq 2E \left| \int_0^{t_0} \left( e^{A(t-t_0)} - I \right) \int_0^{t_0} e^{A(t_0-s)} G(s) \, ds \, ds \|_\mathcal{H}^2 + 2E \int_{t_0}^{t} \left| G(s) \right|^2 \|_{\mathcal{L}(\mathcal{H}\mathcal{S}(Q^{1/2}(\mathcal{H});\mathcal{H}))} \, ds. \]

Note that \(\lim_{t \to t_0} \|e^{-A(t-t_0)} h - h\|_{\mathcal{H}} = 0\) holds for every \(h \in \mathcal{H}\). Using Corollary 3.6 and Proposition 3.7 we can infer that the process \((y(t))_{t \in [0,T]}\) is mean square continuous. Moreover, the process \((y(t))_{t \in [0,T]}\) is obviously \(\mathcal{F}_t\)-adapted. Hence, the process \((y(t))_{t \in [0,T]}\) has a predictable modification resulting from Proposition 3.9. \qed

**Remark 3.74.** Let the process \((G(t))_{t \in [0,T]}\) be time independent, i.e. \(G(t) = G\) for all \(t \in [0,T]\) and \(\mathbb{P}\)-almost surely, where \(G\) is a square integrable random variable with values in \(\mathcal{L}(\mathcal{H}\mathcal{S})(Q^{1/2}(\mathcal{H});\mathcal{H})\). If \(\alpha \in (\frac{1}{2}, \frac{3}{2})\), then the mild solution \((y(t))_{t \in [0,T]}\) of system (3.14) takes values in \(D((\lambda - A)^{\beta})\) with \(\beta \in [0, \frac{3}{4} - \alpha]\) such that
\[ \sup_{t \in [0,T]} E\|y(t)\|_{D((\lambda - A)^{\beta})}^2 < \infty. \]

**Remark 3.75.** The mild solution \((y(t))_{t \in [0,T]}\) of system (3.14) has also a càdlàg modification. One can argue as in [22, Theorem 9.24]. Since \(e^{At}\) is a \(C_0\) semigroup of contractions, we can apply Theorem 2.14. Thus, there exists a Hilbert space \(\tilde{\mathcal{H}}\) containing \(\mathcal{H}\) and a group \((\tilde{S}(t))_{t \in \mathbb{R}}\) on \(\tilde{\mathcal{H}}\) such that \(e^{At} = P_{\mathcal{H}} \tilde{S}(t)\) for all \(t \in \mathbb{R}\), where \(P_{\mathcal{H}}\) is the orthogonal projection from \(\tilde{\mathcal{H}}\) onto \(\mathcal{H}\). Note that \(P_{\mathcal{H}} \tilde{S}(t) : \mathcal{H} \to D((\lambda - A)^{\alpha})\)
for all \( t > 0 \) and all \( \alpha \in \mathbb{R} \) due to Corollary 3.70. Using Proposition 3.63, we get for all \( t \in [0, T] \) and \( \mathbb{P} \)-a.s.

\[
\int_0^t e^{A(t-s)}G(s)\,dL(s) = P_H\hat{S}(t) \int_0^t \hat{S}(-s)G(s)\,dL(s),
\]

\[
\int_0^t (\lambda - A)e^{A(t-s)}N_2\,dL_b(s) = (\lambda - A)^{1-\alpha}P_H\hat{S}(t) \int_0^t \hat{S}(-s)(\lambda - A)^\alpha N_2\,dL_b(s).
\]

We set \( X(t) = \int_0^t \hat{S}(-s)G(s)\,dL(s) \) and \( X_b(t) = \int_0^t \hat{S}(-s)(\lambda - A)^\alpha N_2\,dL_b(s) \) for all \( t \in [0, T] \) and \( \mathbb{P} \)-almost surely. By Theorem 3.62 (iv), the processes \( (X(t))_{t \in [0, T]} \) and \( (X_b(t))_{t \in [0, T]} \) are square continuous \( \hat{H} \)-valued martingales. Therefore, the processes \( (X(t))_{t \in [0, T]} \) and \( (X_b(t))_{t \in [0, T]} \) have càdlàg modifications as a consequence of Theorem 3.19. Since the mapping \( t \mapsto \hat{S}(t)x \) is continuous from \( \mathbb{R} \backslash \{0\} \) into \( \hat{H} \) for every \( x \in \hat{H} \), we can conclude that the processes \( (P_H\hat{S}(t)X(t))_{t \in [0, T]} \) and \( (\lambda - A)^{1-\alpha}P_H\hat{S}(t)X_b(t))_{t \in [0, T]} \) have càdlàg modifications.

**Remark 3.76.** Let \( (W(t))_{t \geq 0} \) be a \( Q \)-Wiener process and let \( \Psi \in \mathcal{L}_1^2 \). Then it is well known that the process \( (X(t))_{t \in [0, T]} \) given by

\[
X(t) = \int_0^t \Psi(s)\,dW(s)
\]

for all \( t \in [0, T] \) and \( \mathbb{P} \)-a.s. is continuous, see [22, Section 4.2]. Therefore, the mild solution \( (y(t))_{t \in [0, T]} \) of system (3.14) has a continuous modification if \( (L(t))_{t \geq 0} \) and \( (L_b(t))_{t \geq 0} \) are \( Q \)-Wiener processes. The assertion can be obtained similarly to the previous Remark.

Next, we consider the following linear system on \( D(A^\alpha) \):

\[
\begin{cases}
  dy(t) = [-Ay(t) + Bu(t) + AD_v(t)]\,dt + G(y(t))\,dL(t), \\
  y(0) = \xi.
\end{cases}
\]

(3.15)

We assume that

- the operator \( A : D(A) \subset \mathcal{H} \rightarrow \mathcal{H} \) is linear and closed such that \(-A\) is the generator of an analytic semigroup of contractions \( e^{-At}) \geq 0 \) and 0 is an element of the resolvent set \( \rho(A) \);
- the process \( (u(t))_{t \in [0, T]} \) is predictable and takes values in \( \mathcal{H} \) such that

\[
\mathbb{E} \int_0^T \|u(t)\|_{\mathcal{H}}^2\,dt < \infty;
\]

- \( B \in \mathcal{L}(\mathcal{H}) \);
- \( (L(t))_{t \geq 0} \) is an \( \mathcal{H} \)-valued square integrable Lévy martingale with covariance operator \( Q \in \mathcal{L}_1^+(\mathcal{H}) \);
- \( G : \mathcal{H} \rightarrow \mathcal{L}_{(\mathcal{H},\mathcal{S})}(Q^{1/2}(\mathcal{H}); \mathcal{H}) \) is linear and bounded;
- the process \( (v(t))_{t \in [0, T]} \) is predictable and takes values in \( \mathcal{H}_b \) such that

\[
\mathbb{E} \int_0^T \|v(t)\|_{\mathcal{H}_b}^2\,dt < \infty;
\]
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- \( D \in \mathcal{L}(\mathcal{H}; D(A^\beta)) \) for \( \beta \in (0, \frac{1}{4}) \);
- \( \xi \) is an \( \mathcal{F}_0 \)-measurable random variable with values in \( \mathcal{H} \).

**Remark 3.77.** In control theory, system (3.15) arises for the controlled stochastic Stokes equations with nonhomogeneous Dirichlet boundary conditions. Then the operator \( A \) refers to the Stokes operator introduced in Section 2.5.2. Moreover, the term \( u(t) \) is a distributed control and \( L(t) \) is a Lévy noise defined inside the domain. The term \( v(t) \) is a boundary control and \( D \) denotes the Dirichlet operator mapping the boundary data inside the domain.

**Definition 3.78.** A predictable process \( (y(t))_{t \in [0,T]} \) with values in \( D(A^\alpha) \) is called a **mild solution of system (3.15)** if

\[
\mathbb{E} \int_0^T \|y(t)\|^2_{D(A^\alpha)} dt < \infty
\]

and for \( t \in [0,T] \) and \( \mathbb{P} \)-a.s.

\[
y(t) = e^{-At} \xi + \int_0^t e^{-A(t-s)} Bu(s) \, ds + \int_0^t A e^{-A(t-s)} D v(s) \, ds + \int_0^t e^{-A(t-s)} G(y(s)) \, dL(s).
\]

**Theorem 3.79.** Let \( (u(t))_{t \in [0,T]} \) and \( (v(t))_{t \in [0,T]} \) be fixed. If \( \alpha \in [0, \frac{1}{4}) \) and \( \beta \in (0, \frac{1}{4} - \alpha) \), then for any \( \xi \in L^2(\Omega; D(A^\alpha)) \), there exists a unique mild solution \( (y(t))_{t \in [0,T]} \) of system (3.15).

**Proof.** For all \( t_0, t_1 \in [0,T] \) with \( t_0 < t_1 \), let the space \( Z_{[t_0,t_1]} \) contain all predictable processes \( (\tilde{y}(t))_{t \in [t_0,t_1]} \) with values in \( D(A^\alpha) \) such that \( \mathbb{E} \int_{t_0}^{t_1} \|\tilde{y}(t)\|^2_{D(A^\alpha)} dt < \infty \). The space \( Z_{[t_0,t_1]} \) equipped with the inner product

\[
\langle \tilde{y}_1, \tilde{y}_2 \rangle_{Z_{[t_0,t_1]}} = \mathbb{E} \int_{t_0}^{t_1} \langle \tilde{y}_1(t), \tilde{y}_2(t) \rangle_{D(A^\alpha)} dt
\]

for every \( \tilde{y}_1, \tilde{y}_2 \in Z_{[t_0,t_1]} \) becomes a Hilbert space. We define for \( t \in [0,T] \) and \( \mathbb{P} \)-a.s.

\[
\mathcal{J}(\tilde{y})(t) = e^{-At} \xi + \int_0^t e^{-A(t-s)} Bu(s) \, ds + \int_0^t A e^{-A(t-s)} D v(s) \, ds + \int_0^t e^{-A(t-s)} G(\tilde{y}(s)) \, dL(s).
\]

Let \( T_1 \in (0,T] \) and let us denote by \( Z_{T_1} \) the space \( Z_{[0,T_1]} \). First, we prove that \( \mathcal{J} \) maps \( Z_{T_1} \) into itself. We define for \( t \in [0,T_1] \) and \( \mathbb{P} \)-a.s.

\[
\psi_1(t) = e^{-At} \xi + \int_0^t e^{-A(t-s)} Bu(s) \, ds, \quad \psi_2(t) = \int_0^t A e^{-A(t-s)} D v(s) \, ds,
\]

\[
\psi_3(\tilde{y})(t) = \int_0^t e^{-A(t-s)} G(\tilde{y}(s)) \, dL(s).
\]

Recall that \( \|e^{-At}\|_{\mathcal{L}(\mathcal{H})} \leq 1 \) for all \( t \geq 0 \) and \( B \in \mathcal{L}(\mathcal{H}) \). Using Theorem 2.35 Proposition B.9 and the Cauchy-Schwarz inequality, the process \( (\psi_1(t))_{t \in [0,T_1]} \) takes values in \( D(A^\beta) \) and there exists a constant
By Theorem 2.29 (iv), Theorem 2.35, Proposition B.9 and Young’s inequality for convolutions, the process \( C \) exists a constant \( D \).
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\( C_1 > 0 \) such that
\[
\mathbb{E} \int_0^{T_1} \| \psi_1(t) \|_{D(A^\alpha)}^2 dt \leq 2 \mathbb{E} \int_0^{T_1} \| e^{-At} A^\alpha \xi \|_{\mathcal{H}}^2 dt + 2 \mathbb{E} \int_0^{T_1} \left( \int_0^t \| A^\alpha e^{-A(t-s)} Bu(s) \|_{\mathcal{H}} ds \right)^2 dt
\]
\[
\leq 2T_1 \mathbb{E} \| \xi \|_{D(A^\alpha)}^2 + 2M_2^2 \mathbb{E} \int_0^{T_1} \left( \int_0^t (t-s)^{-\alpha} \| Bu(s) \|_{\mathcal{H}} ds \right)^2 dt
\]
\[
\leq C_1 \left[ \mathbb{E} \| \xi \|_{D(A^\alpha)}^2 + \mathbb{E} \int_0^{T_1} \| u(t) \|_{\mathcal{H}}^2 dt \right].
\]

Since \( D \in \mathcal{L}(\mathcal{H}_0; D(A^{\alpha+\beta})) \) for \( \alpha + \beta \in (0, \frac{1}{2}) \), we get \( A^{\alpha+\beta} D \in \mathcal{L}(\mathcal{H}_0; \mathcal{H}) \) by the closed graph theorem. By Theorem 2.29 (iv), Theorem 2.35 Proposition B.9 and Young’s inequality for convolutions, the process \((\psi_2(t))_{t \in [0,T_1]}\) takes values in \( D(A^\alpha) \) and there exists a constant \( C_2 > 0 \) such that
\[
\mathbb{E} \int_0^{T_1} \| \psi_2(t) \|_{D(A^\alpha)}^2 dt \leq 2 \mathbb{E} \int_0^{T_1} \left( \int_0^t \| A^{1-\beta} e^{-A(t-s)} A^{\alpha+\beta} D v(s) \|_{\mathcal{H}} ds \right)^2 dt
\]
\[
\leq M_2^2 \beta \mathbb{E} \int_0^{T_1} \left( \int_0^t (t-s)^{\beta-1} \| A^{\alpha+\beta} D v(s) \|_{\mathcal{H}} ds \right)^2 dt
\]
\[
\leq M_2^2 \beta \left( \int_0^t (t-s)^{\beta-1} ds \right)^2 \mathbb{E} \int_0^{T_1} \| A^{\alpha+\beta} D v(t) \|_{\mathcal{H}}^2 dt
\]
\[
\leq C_2 \mathbb{E} \int_0^{T_1} \| v(t) \|_{\mathcal{H}_0}^2 dt.
\]

Due to Theorem 2.35 and since \( G: \mathcal{H} \to \mathcal{L}_{(H^1)}(Q^{1/2}(\mathcal{H}); \mathcal{H}) \) is linear and bounded, one can verify the assumptions of Proposition 3.63. Hence, the process \((\psi_3(\tilde{y})(t))_{t \in [0,T_1]}\) takes values in \( D(A^\alpha) \). Using Fubini’s theorem, Theorem 3.62 (iii), Theorem 2.35 Young’s inequality for convolutions and Corollary 2.32 there exists a constant \( C_3 > 0 \) such that
\[
\mathbb{E} \int_0^{T_1} \| \psi_3(\tilde{y})(t) \|_{D(A^\alpha)}^2 dt = \int_0^{T_1} \mathbb{E} \left( \int_0^t \| A^{\alpha} e^{-A(t-s)} G(\tilde{y}(s)) dL(s) \|_{\mathcal{H}}^2 dt
\]
\[
\leq M_3^2 \mathbb{E} \int_0^{T_1} \left( \int_0^t (t-s)^{-2\alpha} \| G(\tilde{y}(s)) \|_{\mathcal{L}(H^1)}^2 ds \right)^2 dt
\]
\[
\leq C_3 T_1^{1-2\alpha} \mathbb{E} \int_0^{T_1} \| \tilde{y}(t) \|_{D(A^\alpha)}^2 dt.
\]

Hence, we can conclude that for fixed \( \tilde{y} \in Z_{T_1} \), the process \((\mathcal{J}(\tilde{y})(t))_{t \in [0,T_1]}\) takes values in \( D(A^\alpha) \) such that \( \mathbb{E} \int_0^{T_1} \| \mathcal{J}(\tilde{y})(t) \|_{D(A^\alpha)}^2 dt < \infty \). Obviously, the process \((\mathcal{J}(\tilde{y})(t))_{t \in [0,T_1]}\) is predictable. Therefore, we can infer that \( \mathcal{J} \) maps \( Z_{T_1} \) into itself.
Next, we show that $\mathcal{J}$ is a contraction on $\mathcal{Z}_{T_1}$. Recall that $G: \mathcal{H} \to \mathcal{L}_{(HS)}(Q^{1/2}(\mathcal{H}); \mathcal{H})$ is linear. Using inequality (3.16), we get for every $\tilde{y}_1, \tilde{y}_2 \in \mathcal{Z}_{T_1}$

$$
\mathbb{E} \int_0^{T_1} \|\mathcal{J}(\tilde{y}_1)(t) - \mathcal{J}(\tilde{y}_2)(t)\|_{D(A^\alpha)}^2 dt = \mathbb{E} \int_0^{T_1} \|\psi_3(\tilde{y}_1 - \tilde{y}_2)(t)\|_{D(A^\alpha)}^2 dt \leq C_5 T_1^{1-2\alpha} \mathbb{E} \int_0^{T_1} \|\tilde{y}_1(t) - \tilde{y}_2(t)\|_{D(A^\alpha)}^2 dt.
$$

We choose $T_1 \in (0, T]$ such that $C_5 T_1^{1-2\alpha} < 1$. Applying the Banach fixed point theorem, we get a unique element $y \in \mathcal{Z}_{T_1}$ such that for $t \in [0, T_1]$ and $\mathbb{P}$-a.s. $y(t) = \mathcal{J}(y)(t)$.

Next, we consider $y \in \mathcal{Z}_{T_1}$ such that $t \in [T_1, T]$ and $\mathbb{P}$-a.s. $y(t) = \mathcal{J}(y)(t)$. Again, for a certain $T_2 \in [T_1, T]$, there exists a unique fixed point of $\mathcal{J}$ on $\mathcal{Z}_{[T_1, T_2]}$. By continuing the method, we get the existence and uniqueness of a predictable process $(y(t))_{t \in [0, T]}$ satisfying for $t \in [0, T]$ and $\mathbb{P}$-a.s. $y(t) = \mathcal{J}(y)(t)$.

Next, we consider the following nonlinear system in $D(A^\alpha)$:

$$
\begin{cases}
  dy(t) = -[Ay(t) + B(y(t)) - F(u(t)) + G(y(t))] dL(t), \\
  y(0) = \xi.
\end{cases}
$$

We assume that

- the operator $A: D(A) \subset \mathcal{H} \to \mathcal{H}$ is linear and closed such that $-A$ is the generator of an analytic semigroup of contractions $(e^{-A})_{t \geq 0}$ and $0$ is an element of the resolvent set $\rho(A)$;

- there exists $\alpha, \delta \in [0, 1)$ and a constant $C > 0$ such that for every $y, z \in D(A^\alpha)$

$$
\|A^{-\delta}B(y)\|_{\mathcal{H}} \leq C\|y\|_{D(A^\alpha)},
$$

$$
\|A^{-\delta}(B(y) - B(z))\|_{\mathcal{H}} \leq C\|y - z\|_{D(A^\alpha)};
$$

- the process $(u(t))_{t \in [0, T]}$ is $\mathcal{F}_t$-adapted and takes values in $D(A^\beta)$, $\beta \in [0, \alpha]$, such that

$$
\mathbb{E} \int_0^T \|u(t)\|_{D(A^\beta)}^2 dt < \infty;
$$

- $F \in \mathcal{L}(D(A^\beta))$;

- $(L(t))_{t \geq 0}$ is a square integrable Lévy martingale with values in $\mathcal{H}$ and covariance operator $Q \in \mathcal{L}^+_1(\mathcal{H})$;

- $G: \mathcal{H} \to \mathcal{L}_{(HS)}(Q^{1/2}(\mathcal{H}); D(A^\alpha))$ satisfies for every $y, z \in \mathcal{H}$

$$
\|G(y)\|_{\mathcal{L}_{(HS)}(Q^{1/2}(\mathcal{H}); D(A^\alpha))} \leq \tilde{C}\|y\|_{\mathcal{H}},
$$

$$
\|G(y) - G(z)\|_{\mathcal{L}_{(HS)}(Q^{1/2}(\mathcal{H}); D(A^\alpha))} \leq \tilde{C}\|y - z\|_{\mathcal{H}},
$$

where $\tilde{C} > 0$ is a constant.
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- $\xi$ is an $\mathcal{F}_0$-measurable random variable with values in $\mathcal{H}$.

**Remark 3.80.** In control theory, system (3.17) arises for the controlled stochastic Navier-Stokes equations with homogeneous Dirichlet boundary conditions. Then the operator $A$ refers to the Stokes operator introduced in Section 2.5.3. The operator $B$ is related to the convection term. Moreover, the term $u(t)$ is a distributed control and $L(t)$ is a Lévy noise defined inside the domain.

**Definition 3.81.** A predictable process $(y(t))_{t \in [0,T]}$ with values in $D(A^\alpha)$ is called a mild solution of system (3.17) if

$$
\mathbb{E} \sup_{t \in [0,T]} \|y(t)\|_{D(A^\alpha)}^2 < \infty
$$

where

$$
y(t) = e^{-At} \xi - \int_0^t A^\delta e^{-A(t-s)} B(y(s)) \, ds + \int_0^t e^{-A(t-s)} F(u(s)) \, ds + \int_0^t e^{-A(t-s)} G(y(s)) \, dL(s).
$$

The main difficulty is the case $\alpha + \delta > \frac{1}{2}$. For that reason, the strong regularity property (3.22) is required.

**Theorem 3.82.** Let the parameters $\alpha, \delta \in [0,1]$ satisfy $\alpha + \delta < 1$. Moreover, let $(u(t))_{t \in [0,T]}$ be fixed with $\beta \in (0,\alpha)$ such that $\alpha - \beta < \frac{1}{2}$. Then for any $\xi \in L^2(\Omega; D(A^\alpha))$, there exists a unique mild solution $(y(t))_{t \in [0,T]}$ of system (3.17). Moreover, the process $(y(t))_{t \in [0,T]}$ is mean square continuous.

**Proof.** For all $t_0, t_1 \in [0,T]$ with $t_0 < t_1$, let the space $Z_{[t_0,t_1]}$ contain all predictable processes $(\tilde{y}(t))_{t \in [t_0,t_1]}$ with values in $D(A^\alpha)$ such that $\mathbb{E} \sup_{t \in [t_0,t_1]} \|\tilde{y}(t)\|_{D(A^\alpha)}^2 < \infty$. The space $Z_{[t_0,t_1]}$ equipped with the norm

$$
\|\tilde{y}\|_{Z_{[t_0,t_1]}}^2 = \mathbb{E} \sup_{t \in [t_0,t_1]} \|\tilde{y}(t)\|_{D(A^\alpha)}^2
$$

for every $\tilde{y} \in Z_{[t_0,t_1]}$ becomes a Banach space. We define for all $t \in [0,T]$ and $\mathbb{P}$-a.s.

$$
\mathcal{J}(\tilde{y})(t) = e^{-At} \xi - \int_0^t A^\delta e^{-A(t-s)} B(\tilde{y}(s)) \, ds + \int_0^t e^{-A(t-s)} F(u(s)) \, ds + \int_0^t e^{-A(t-s)} G(\tilde{y}(s)) \, dL(s).
$$

Let $T_1 \in (0,T]$ and let us denote by $Z_{T_1}$ the space $Z_{[0,T_1]}$. First, we prove that $\mathcal{J}$ maps $Z_{T_1}$ into itself. We define for all $t \in [0,T_1]$ and $\mathbb{P}$-a.s.

$$
\psi_1(t) = e^{-At} \xi + \int_0^t e^{-A(t-s)} F(u(s)) \, ds,
\psi_2(\tilde{y})(t) = \int_0^t A^\delta e^{-A(t-s)} B(\tilde{y}(s)) \, ds,
\psi_3(\tilde{y})(t) = \int_0^t e^{-A(t-s)} G(\tilde{y}(s)) \, dL(s).
$$

Recall that $\|e^{-At}\|_{L(\mathcal{H})} \leq 1$ for all $t \geq 0$ and $F \in L(\mathcal{H})$. Using Theorem 2.35, Proposition 3.9 and the Cauchy-Schwarz inequality, we get that the process $(\psi_1(t))_{t \in [0,T_1]}$ takes values in $D(A^\alpha)$ and there exists a
Chapter 3. Stochastic Calculus

constant $C_1 > 0$ such that

$$
E \sup_{t \in [0, T_1]} \| \psi_1(t) \|^2_{D(A^\alpha)} \leq 2 E \sup_{t \in [0, T_1]} \| e^{-A^t} A^\alpha \xi \|^2_{\mathcal{H}} + 2 E \sup_{t \in [0, T_1]} \left( \int_0^t \| A^{\alpha-\beta} e^{-A(t-s)} A^2 F u(s) \|_{\mathcal{H}} \, ds \right)^2
$$

$$
\leq 2 E \| \xi \|^2_{D(A^\alpha)} + 2 M_2^2 e^{-A \beta} E \sup_{t \in [0, T_1]} \left( \int_0^t (t-s)^{\beta-\alpha} \| F u(s) \|_{D(A^\alpha)} \, ds \right)^2
$$

$$
\leq C_1 \left[ E \| \xi \|^2_{D(A^\alpha)} + E \int_0^{T_1} \| u(t) \|^2_{D(A^\alpha)} \, dt \right].
$$

By Theorem 2.29 (iv), Theorem 2.35, Proposition 3.9 and inequality (3.18), the process $(\psi_2(\tilde{y}))(t)_{t \in [0, T_1]}$ takes values in $D(A^\alpha)$ and there exists a constant $C_2 > 0$ such that

$$
E \sup_{t \in [0, T_1]} \| \psi_2(\tilde{y})(t) \|^2_{D(A^\alpha)} \leq E \sup_{t \in [0, T_1]} \left( \int_0^t \| A^{\alpha+\delta} e^{-A(t-s)} A^{-\delta} B(\tilde{y}(s)) \|_{\mathcal{H}} \, ds \right)^2
$$

$$
\leq M_2^2 e^{-A \delta} C^2 E \sup_{t \in [0, T_1]} \left( \int_0^t (t-s)^{-\alpha-\delta} \| \tilde{g}(s) \|_{D(A^\alpha)} \, ds \right)^2
$$

$$
\leq C_2 E \sup_{t \in [0, T_1]} \| \tilde{g}(t) \|^2_{D(A^\alpha)}.
$$

Due to Theorem 2.35, Corollary 2.32, inequality (3.20), one can verify the assumptions of Proposition 3.63 and hence, the process $(\psi_3(\tilde{g})(t))_{t \in [0, T_1]}$ takes values in $D(A^\alpha)$. Using additionally Proposition 3.65 (i) with $k = 2$, there exists a constant $C_3 > 0$ such that

$$
E \sup_{t \in [0, T_1]} \| \psi_3(\tilde{g})(t) \|^2_{D(A^\alpha)} = E \sup_{t \in [0, T_1]} \left( \int_0^t e^{-A(t-s)} A^\alpha G(\tilde{g}(s)) \, dL(s) \right)^2_{\mathcal{H}}
$$

$$
\leq C_2 E \left( \int_0^{T_1} \| G(\tilde{g}(t)) \|^2_{L(H)(Q^{1/2}(H); D(A^\alpha))} \, dt \right)
$$

$$
\leq C_3 E \sup_{t \in [0, T_1]} \| \tilde{g}(t) \|^2_{D(A^\alpha)}.
$$

Hence, we can conclude that for fixed $\tilde{g} \in \mathcal{Z}_{T_1}$, the processes $(\mathcal{J}(\tilde{g})(t))_{t \in [0, T]}$ takes values in $D(A^\alpha)$ such that $E \sup_{t \in [0, T]} \| \mathcal{J}(\tilde{g})(t) \|^2_{D(A^\alpha)} < \infty$. To conclude that $\mathcal{J}$ maps $\mathcal{Z}_{T_1}$ into itself, it remains to show that the process $(\mathcal{J}(\tilde{g})(t))_{t \in [0, T_1]}$ is predictable. We first prove that the process $(\mathcal{J}(\tilde{g})(t))_{t \in [0, T_1]}$ is mean square continuous. Note that similarly to Theorem 3.73, we obtain that the processes $(\psi_1(t))_{t \in [0, T_1]}$ and $(\psi_3(\tilde{g})(t))_{t \in [0, T_1]}$ are mean square continuous for fixed $\tilde{g} \in \mathcal{Z}_{T_1}$. We assume w.l.o.g. $0 \leq t_0 \leq t \leq T_1$. Let $I$ be the identity operator on $\mathcal{H}$. From Theorem 2.29 (iv), Theorem 2.35 and inequality (3.18), there exists a constant $\tilde{c} > 0$
such that
\[
E \|\psi_2(\tilde{y})(t) - \psi_2(\tilde{y})(t_0)\|^2_{\mathcal{D}(A^\alpha)} \leq 2 E \left\| \int_{t_0}^t \left( e^{-A(t-t_0)} - I \right) A^{\alpha+\delta} e^{-A(t_0-s)} A^{-\delta} B(\tilde{y}(s)) \, ds \right\|^2_{\mathcal{H}} \\
+ 2 E \left( \int_{t_0}^t \sup_{s \in [0,T]} \|A^{\alpha+\delta} e^{-A(t-s)} A^{-\delta} B(\tilde{y}(s))\|_{\mathcal{H}} \, ds \right)^2 \\
\leq 2 E \left\| \left( e^{-A(t-t_0)} - I \right) \int_{0}^t A^{\alpha+\delta} e^{-A(t_0-s)} A^{-\delta} B(\tilde{y}(s)) \, ds \right\|^2_{\mathcal{H}} \\
+ \tilde{c}(t-t_0)^{2-2\alpha-2\delta} E \sup_{t \in [0,T_1]} \|\tilde{y}(t)\|^2_{\mathcal{D}(A^\alpha)}.
\]

Since \( \lim_{t \to t_0} \|e^{-A(t-t_0)}h - h\|_{\mathcal{H}} = 0 \) holds for every \( h \in \mathcal{H} \) and using Proposition 3.7, we can infer that the process \((\psi_2(\tilde{y})(t))_{t \in [0,T_1]}\) is mean square continuous for fixed \( \tilde{y} \in \mathcal{Z}_{T_1} \). Thus, we can conclude that the process \((\mathcal{J}(\tilde{y})(t))_{t \in [0,T_1]}\) is \( \mathcal{F}_t \)-adapted, we can apply Proposition 3.9. Hence, the process \((\mathcal{J}(\tilde{y})(t))_{t \in [0,T_1]}\) has a predictable modification for fixed \( \tilde{y} \in \mathcal{Z}_{T_1} \).

Next, we show that \( \mathcal{J} \) is a contraction on \( \mathcal{Z}_{T_1} \). Using Theorem 2.29 (iv), Theorem 2.35 and inequality (3.19), there exists a constant \( c_1 > 0 \) such that for every \( \tilde{y}_1, \tilde{y}_2 \in \mathcal{Z}_{T_1} \),
\[
E \sup_{t \in [0,T_1]} \|\psi_2(\tilde{y}_1)(t) - \psi_2(\tilde{y}_2)(t)\|^2_{\mathcal{D}(A^\alpha)} \leq E \sup_{t \in [0,T_1]} \left\| \int_{0}^t A^{\alpha+\delta} e^{-A(t-s)} A^{-\delta} [B(\tilde{y}_1(s)) - B(\tilde{y}_2(s))] \, ds \right\|^2_{\mathcal{H}} \\
\leq c_1 T_1^{2-2\alpha-2\delta} E \sup_{t \in [0,T_1]} \|\tilde{y}_1(t) - \tilde{y}_2(t)\|^2_{\mathcal{D}(A^\alpha)}.
\]

By Theorem 2.35, Proposition 3.65 and inequality (3.21), there exists a constant \( c_2 > 0 \) such that for every \( \tilde{y}_1, \tilde{y}_2 \in \mathcal{Z}_{T_1} \),
\[
E \sup_{t \in [0,T_1]} \|\psi_3(\tilde{y}_1)(t) - \psi_3(\tilde{y}_2)(t)\|^2_{\mathcal{D}(A^\alpha)} = E \sup_{t \in [0,T_1]} \left\| \int_{0}^t e^{-A(t-s)} A^\alpha [G(\tilde{y}_1(s)) - G(\tilde{y}_2(s))] \, ds \right\|^2_{\mathcal{H}} \\
\leq c_2 T_1 E \sup_{t \in [0,T_1]} \|\tilde{y}_1(t) - \tilde{y}_2(t)\|^2_{\mathcal{D}(A^\alpha)}.
\]

Consequently, we obtain for every \( \tilde{y}_1, \tilde{y}_2 \in \mathcal{Z}_{T_1} \),
\[
E \sup_{t \in [0,T_1]} \|\mathcal{J}(\tilde{y}_1)(t) - \mathcal{J}(\tilde{y}_2)(t)\|^2_{\mathcal{D}(A^\alpha)} \leq K_1 E \sup_{t \in [0,T_1]} \|\tilde{y}_1(t) - \tilde{y}_2(t)\|^2_{\mathcal{D}(A^\alpha)},
\]
where \( K_1 = 2c_1 T_1^{2-2\alpha-2\delta} + 2c_2 T_1 \). We chose \( T_1 \in [0,T] \) such that \( K_1 < 1 \). Applying the Banach fixed point theorem, we get a unique element \( y \in \mathcal{Z}_T \) such that for all \( t \in [0,T_1] \) and \( \mathbb{P}\)-a.s. \( y(t) = \mathcal{J}(y)(t) \).

Next, we consider for all \( t \in [T_1,T] \) and \( \mathbb{P}\)-a.s.
\[
\mathcal{J}(\tilde{y})(t) = e^{-A(t-T_1)} y(T_1) - \int_{T_1}^t A^\delta e^{-A(t-s)} A^{-\delta} B(\tilde{y}(s)) \, ds + \int_{T_1}^t e^{-A(t-s)} F u(s) \, ds + \int_{T_1}^t e^{-A(t-s)} G(\tilde{y}(s)) \, dL(s).
\]
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Again, for a certain $T_2 \in [T_1, T]$, there exists a unique fixed point of $\mathcal{F}$ on $\mathcal{Z}_{[T_1, T_2]}$. By continuing the method, we get the existence and uniqueness of a predictable process $(y(t))_{t \in [0, T]}$ satisfying for all $t \in [0, T]$ and $\mathbb{P}$-a.s. $y(t) = \mathcal{F}(y)(t)$.

**Remark 3.83.** Similarly to Remark 3.75, one can conclude that the mild solution of system 3.17 has a càdlàg modification. If $(L(t))_{t \geq 0}$ is a Q-Wiener process, then there exists a continuous modification, where we can argue as in Remark 3.76.

### 3.4.2. Backward Stochastic Partial Differential Equations

Existence and uniqueness results of mild solutions to backward SPDEs are mainly based on a martingale representation theorem. These theorems are not available for infinite dimensional Lévy processes in general. Here, we will restrict to the case of Q-Wiener processes. Let $\mathcal{H}$ be a separable Hilbert space. Throughout this section, we assume that $(W(t))_{t \geq 0}$ is an $\mathcal{H}$-valued Q-Wiener process with covariance operator $Q \in L_2^+(\mathcal{H})$.

First, we provide a martingale representation theorem. A more general result is given in [42, Theorem 2.5]. By Proposition 3.42, there exists an orthonormal basis $(h_n)_{n \in \mathbb{N}}$ of $\mathcal{H}$ and a sequence of nonnegative real numbers $(\lambda_n)_{n \in \mathbb{N}}$ such that $Q h_n = \lambda_n h_n$ for each $n \in \mathbb{N}$. Due to Proposition 3.42, we have the following expansion for arbitrary $t \geq 0$:

$$W(t) = \sum_{n=1}^{\infty} \sqrt{\lambda_n} w_n(t) h_n,$$

where $(w_n(t))_{t \geq 0}$, $n \in \mathbb{N}$, are mutually independent real valued Brownian motions. For the remaining part of this section, we assume that the complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$ is endowed with the filtration $(\mathcal{F}_t)_{t \geq 0}$ given by $\mathcal{F}_t = \sigma(\bigcup_{s=1}^{\infty} \mathcal{F}_s^n)$ for all $t \geq 0$, where $\mathcal{F}_s^n = \sigma\{w_n(s) : 0 \leq s \leq t\}$. We need the following auxiliary results, where $T > 0$ is fixed.

**Lemma 3.84.** For each $n \in \mathbb{N}$, the linear span of the random variables

$$\left\{ \exp \left\{ \int_0^T h(t) \, dw_n(t) - \frac{1}{2} \int_0^T (h(t))^2 \, dt \right\} : h \in L^2([0,T]) \text{ deterministic} \right\}$$

is dense in $L^2(\Omega, \mathcal{F}_T^n, \mathbb{P})$.

**Proof.** The claim follows immediately from [66, Lemma 4.3.2].

**Lemma 3.85.** Let the process $(m(t))_{t \geq 0}$ be a continuous real valued $\mathcal{F}_T$-martingale such that $\mathbb{E}[m(t)]^2 < \infty$ for all $t \geq 0$. Then there exists a unique sequence of predictable real valued processes $(\phi_n(t))_{t \in [0, T]}$, $n \in \mathbb{N}$, such that for all $t \in [0, T]$ and $\mathbb{P}$-a.s.

$$m(t) = \mathbb{E}[m(0)] + \sum_{n=1}^{\infty} \lambda_n \sqrt{\phi_n(s)} \, dw_n(s),$$

where $\sum_{n=1}^{\infty} \lambda_n \mathbb{E} \int_0^T |\phi_n(t)|^2 \, dt < \infty$.

**Proof.** By definition, we get

$$L^2(\Omega, \mathcal{F}_T^n, \mathbb{P}) = \bigoplus_{n=1}^{\infty} L^2(\Omega, \mathcal{F}_T^n, \mathbb{P}).$$
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As a consequence of Lemma [3.84], the linear span of the random variables

\[
\exp \left\{ \int_0^T h(t) \, dw_n(t) - \frac{1}{2} \int_0^T (h(t))^2 \, dt \right\} : h \in L^2([0,T]) \text{ deterministic, } n \in \mathbb{N}
\]

is dense in \( L^2(\Omega, \mathcal{F}, \mathbb{P}) \). For the remaining part, we can adopt the proof of \cite[Theorem 4.3.4]{65}.

We have the following martingale representation theorem in \((\Omega, \mathcal{F}, \mathbb{P})\). A proof can be found in \cite{42}. For the convenience of the reader, we will adopt this proof here.

**Theorem 3.86.** Let the process \((M(t))_{t \geq 0}\) be a continuous \(\mathcal{F}_t\)-martingale with values in \(\mathcal{H}\) such that \(\mathbb{E}\|M(t)\|_\mathcal{H}^2 < \infty\) for all \(t \geq 0\). Then there exists a unique predictable process \((\Phi(t))_{t \in [0,T]}\) with values in \(L_{(HS)}(Q^{1/2}(\mathcal{H}); \mathcal{H})\) such that \(\mathbb{E} \int_0^T \|\Phi(t)\|^2_{L_{(HS)}(Q^{1/2}(\mathcal{H}); \mathcal{H})} \, dt < \infty\) and we have for all \(t \in [0,T]\) and \(\mathbb{P}\)-a.s.

\[
M(t) = \mathbb{E}[M(0)] + \int_0^t \Phi(s) \, dW(s).
\]

**Proof.** Recall that \((h_m)_{m \in \mathbb{N}}\) is an orthonormal basis of \(\mathcal{H}\). Using Lemma [3.85] for each \(m \in \mathbb{N}\), there exists a unique sequence of predictable real valued processes \((\phi_n^m(t))_{t \in [0,T]}, n \in \mathbb{N}\), such that for all \(t \in [0,T]\) and \(\mathbb{P}\)-a.s.

\[
(M(t), h_m)_{\mathcal{H}} = \mathbb{E}[(M(0), h_m)_{\mathcal{H}}] + \sum_{n=1}^\infty \int_0^t \sqrt{\lambda_n} \phi_n^m(s) \, dw_n(s),
\]

where \(\sum_{n=1}^\infty \lambda_n \mathbb{E} \int_0^T |\phi_n^m(t)|^2 \, dt < \infty\). Note that for all \(t \in [0,T]\)

\[
\mathbb{E} \sum_{m=1}^\infty (M(t), h_m)_{\mathcal{H}}^2 = \mathbb{E}\|M(t)\|_{\mathcal{H}}^2 < \infty.
\]

Hence, we have for all \(t \in [0,T]\) and \(\mathbb{P}\)-a.s.

\[
M(t) = \sum_{m=1}^\infty (M(t), h_m)_{\mathcal{H}} h_m
\]

and using Proposition [B.7] we obtain

\[
\sum_{m=1}^\infty \mathbb{E}[(M(0), h_m)_{\mathcal{H}} h_m] = \mathbb{E} \left[ \sum_{m=1}^\infty (M(0), h_m)_{\mathcal{H}} h_m \right] = \mathbb{E}[M(0)].
\]

Therefore, we get for all \(t \in [0,T]\) and \(\mathbb{P}\)-a.s.

\[
M(t) = \sum_{m=1}^\infty \mathbb{E}[(M(0), h_m)_{\mathcal{H}} h_m] + \sum_{m=1}^\infty \sum_{n=1}^\infty \int_0^t \sqrt{\lambda_n} \phi_n^m(s) h_m \, dw_n(s)
\]

\[
= \mathbb{E}[M(0)] + \sum_{m=1}^\infty \sum_{n=1}^\infty \int_0^t \sqrt{\lambda_n} \phi_n^m(s) h_m \, dw_n(s).
\]
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This representation and the assumptions on the process \((M(t))_{t \geq 0}\) justifies the interchanging of summations with the result that
\[
M(t) = \mathbb{E}[M(0)] + \sum_{n=1}^{\infty} \sqrt{\lambda_n} \sum_{m=1}^{\infty} \int_0^t \phi_n^m(s) h_m \, dw_n(s).
\]

Next, let the process \((\Phi(t))_{t \in [0,T]}\) be defined for every \(x \in Q^{1/2} (\mathcal{H})\), every \(y \in \mathcal{H}\), all \(t \in [0,T]\) and \(\mathbb{P}\)-a.s.
\[
\langle \Phi(t)x, y \rangle_{\mathcal{H}} = \sum_{n=1}^{\infty} \sum_{m=1}^{\infty} \lambda_n(y, h_m) \mathbb{H} \langle x, h_n \rangle_{Q^{1/2}(\mathcal{H})} \phi_n^m(t),
\]
where the inner product in \(Q^{1/2}(\mathcal{H})\) is defined in Remark 3.87. Then the process \((\Phi(t))_{t \in [0,T]}\) is predictable with values in \(\mathcal{L}_{(HS)}(Q^{1/2}(\mathcal{H}); \mathcal{H})\) such that \(\mathbb{E} \int_0^T \| \Phi(t) \|^2_{\mathcal{L}_{(HS)}(Q^{1/2}(\mathcal{H}); \mathcal{H})} \, dt < \infty\) and we have for all \(t \in [0,T]\) and \(\mathbb{P}\)-a.s.
\[
\int_0^t \Phi(s) \, dW(s) = \sum_{n=1}^{\infty} \sqrt{\lambda_n} \sum_{m=1}^{\infty} \int_0^t \phi_n^m(s) h_m \, dw_n(s),
\]
which completes the proof.

\[\Box\]

**Remark 3.87.** Here, we recall a martingale representation theorem, where the filtration is generated by a real-valued Lévy process. For more details, we refer to [45]. Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a complete probability space and let \((L(t))_{t \geq 0}\) be a real-valued Lévy process, where we assume that we are using the càdlàg modification. We endow the probability space \((\Omega, \mathcal{F}, \mathbb{P})\) with the filtration \((\mathcal{F}_t)_{t \geq 0}\) given by \(\mathcal{F}_t = \sigma\{G_t \cup N\}\) for all \(t \geq 0\), where \(G_t = \sigma\{L(s) : 0 \leq s \leq t\}\) and \(N\) contains all sets \(A \in \mathcal{F}\) with \(\mathbb{P}(A) = 0\). The characteristic function of \((L(t))_{t \geq 0}\) is given by
\[
\mathbb{E} e^{i \theta L(t)} = e^{-t \psi(\theta)}
\]
for every \(\theta \in \mathbb{R}\) and all \(t \geq 0\), where
\[
\psi(\theta) = -ia \theta + \frac{\sigma^2}{2} \theta^2 + \int_{\mathbb{R}} (1 - e^{i \theta x} + 1_{\{|x| < 1\}}(x) i \theta x) \nu(dx)
\]
with \(a \in \mathbb{R}\), \(\sigma^2 \geq 0\) and \(\nu\) is a measure on \(\mathbb{R} \setminus \{0\}\) with \(\int_{\mathbb{R}} (1 \wedge x^2) \nu(dx) < \infty\). This formula is the well known Lévy-Khinchin formula, which is also stated in Theorem 3.50 for an infinite dimensional Lévy process. We assume that for some \(\varepsilon > 0\) and \(\lambda > 0\)
\[
\int_{(-\varepsilon, \varepsilon)^c} e^{\lambda |x|} \nu(dx) < \infty,
\]
which implies especially that \(\mathbb{E}|L(t)|^n < \infty\) for each \(n \in \mathbb{N}\) and all \(t \geq 0\). Let \((\Delta L(t))_{t \geq 0}\) be the process of jumps given by \(\Delta L(t) = L(t) - L(t^-)\) for all \(t \geq 0\) and \(\mathbb{P}\)-almost surely. We also introduce the power jump processes \((X^k(t))_{t \geq 0}\) with \(k \in \mathbb{N}\) defined by
\[
X^k(t) = \begin{cases} L(t) & \text{if } k = 1 \\ \sum_{0 \leq s \leq t} (\Delta L(s))^k & \text{if } k \geq 2 \end{cases}
\]
for all \(t \geq 0\) and \(\mathbb{P}\)-almost surely. Then the processes \((X^k(t))_{t \geq 0}\) with \(k \in \mathbb{N}\) are again Lévy processes and we get for each \(k \in \mathbb{N}\) and all \(t \geq 0\)
\[
\mathbb{E}[X^k(t)] = t m_k
\]
with $m_1 = \mathbb{E}[L(1)]$ and $m_k = \int_0^\infty x^k \nu(dx)$ for $k \geq 2$. We denote by $(Y^k(t))_{t \geq 0}$ with $k \in \mathbb{N}$ the compensated power jump processes given by $Y^k(t) = X^k(t) - tm_k$ for each $k \in \mathbb{N}$, all $t \geq 0$ and $\mathbb{P}$-almost surely. The processes $(Y^k(t))_{t \geq 0}$ with $k \in \mathbb{N}$ are martingales. We introduce the stochastic processes $(H^k(t))_{t \geq 0}$ with $k \in \mathbb{N}$ as linear combinations of the stochastic processes $(Y^j(t))_{t \geq 0}$ for $j = 1, \ldots, k$ with the leading coefficient equal to 1, i.e. we have for each $k \in \mathbb{N}$, all $t \geq 0$ and $\mathbb{P}$-a.s.

$$H^k(t) = Y^k(t) + a_{k,k-1}Y^{k-1}(t) + \ldots + a_{k,1}Y^1(t),$$

where $a_{k,j} \in \mathbb{R}$ for all $j = 1, \ldots, k - 1$. The processes $(H^k(t))_{t \geq 0}$ with $k \in \mathbb{N}$ are again martingales. Furthermore, the coefficients $a_{k,j} \in \mathbb{R}$ with $k \in \mathbb{N}$ and $j = 1, \ldots, k - 1$ are chosen such that the processes $(H^k(t))_{t \geq 0}$ with $k \in \mathbb{N}$ are pairwise strongly orthogonal, i.e. we have for each $k, l \in \mathbb{N}$

$$\lim_{n \to \infty} \sup_{t \geq 0} \int_{[H^k(t)H^l(t)] \geq n} |H^k(t)H^l(t)| \mathbb{P}(d\omega) = 0.$$

We get the following martingale representation theorem, see [55, Remark 2]: If $(m(t))_{t \geq 0}$ is a square integrable real-valued $\mathcal{F}_t$-martingale satisfying $\sup_{t \geq 0} \mathbb{E}[|m(t)|^2] < \infty$, then there exist predictable processes $(\phi^k(t))_{t \geq 0}$ with $k \in \mathbb{N}$ such that $\mathbb{E} \int_0^\infty |\phi^k(t)|^2 dt < \infty$ for each $k \in \mathbb{N}$ and we have for all $t \geq 0$ and $\mathbb{P}$-a.s.

$$m(t) = \mathbb{E}[m(0)] + \sum_{k=1}^\infty \int_0^t \phi^k(s) dH^k(s).$$

We also note that further martingale representation theorems for filtration generated by real-valued square integrable Lévy processes can be found in [55, 77].

Remark 3.88. The previous remark enables us to state a martingale representation theorem for an infinite dimensional martingale as follows: Again, we assume that the complete probability space $(\Omega, \mathcal{F}, \mathbb{P})$ is endowed with the filtration $(\mathcal{F}_t)_{t \geq 0}$ as introduced in the previous remark. Let $(M(t))_{t \geq 0}$ be a square integrable $\mathcal{F}_t$-martingale with values in $\mathcal{H}$ satisfying $\sup_{t \geq 0} \mathbb{E}[|M(t)|^2] < \infty$ and $(h_n)_{n \in \mathbb{N}}$ an orthonormal basis in $\mathcal{H}$. The processes $(\langle M(t), h_n \rangle_{\mathcal{H}})_{t \geq 0}$ are square integrable real-valued $\mathcal{F}_t$-martingale such that $\sup_{t \geq 0} \mathbb{E}[\langle M(t), h_n \rangle_{\mathcal{H}}]^2 < \infty$ for each $n \in \mathbb{N}$. Hence, for each $n \in \mathbb{N}$, there exist predictable processes $(\phi^k_n(t))_{t \geq 0}$ with $k \in \mathbb{N}$ such that for all $t \geq 0$ and $\mathbb{P}$-a.s.

$$\langle M(t), h_n \rangle_{\mathcal{H}} = \mathbb{E}[\langle M(0), h_n \rangle_{\mathcal{H}}] + \sum_{k=1}^\infty \int_0^t \phi^k_n(s) dH^k(s).$$

Since $\sup_{t \geq 0} \mathbb{E} \sum_{n=1}^\infty \langle M(t), h_n \rangle_{\mathcal{H}}^2 = \sup_{t \geq 0} \mathbb{E}[|M(t)|^2] < \infty$, we obtain for all $t \geq 0$ and $\mathbb{P}$-a.s.

$$M(t) = \sum_{n=1}^\infty \langle M(t), h_n \rangle_{\mathcal{H}}h_n = \sum_{n=1}^\infty \mathbb{E}[\langle M(0), h_n \rangle_{\mathcal{H}}]h_n + \sum_{n=1}^\infty \sum_{k=1}^\infty \int_0^t \phi^k_n(s)h_n dH^k(s).$$

Using Proposition 3.7, we get for all $t \geq 0$ and $\mathbb{P}$-a.s.

$$M(t) = \mathbb{E}[M(0)] + \sum_{n=1}^\infty \sum_{k=1}^\infty \int_0^t \phi^k_n(s)h_n dH^k(s).$$

Remark 3.89. Note that the martingale representation theorem derived in the previous remark is based on the filtration $(\mathcal{F}_t)_{t \geq 0}$ generated by the real-valued Lévy process $(L(t))_{t \geq 0}$. Following the proof of Theorem
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3.86. A general martingale representation theorem with a filtration generated by an infinite dimensional Lévy process requires a series expansion with mutually independent real-valued Lévy processes. According to Theorem 3.56 such a series expansion is only available with uncorrelated Lévy processes. For that reason, we are forced to restrict the martingale representation theorem stated in the previous remark to the case of a filtration generated by a real-valued Lévy process.

Next, we introduce the following system in $H$:

$$
\begin{cases}
  dz(t) = -[-Az(t) + G(z(t), \Phi(t)) + g(t)]dt + \Phi(t) dW(t), \\
  z(T) = Z.
\end{cases}
$$

(3.23)

We assume that

- the operator $A: D(A) \subset H \to H$ is linear and closed such that $-A$ is the generator of a $C_0$ semigroup $(e^{-At})_{t \geq 0}$;
- $G: \mathcal{H} \times L_{(HS)}(Q^{1/2}(H); \mathcal{H}) \to \mathcal{H}$ satisfies for every $y, z \in \mathcal{H}$ and every $\Phi, \Psi \in L_{(HS)}(Q^{1/2}(H); \mathcal{H})$
  $$
  \left\| G(y, \Phi) \right\|_H \leq \tilde{C} \left[ \left\| y \right\|_H + \left\| \Phi \right\|_{L_{(HS)}(Q^{1/2}(H); \mathcal{H})} \right],
  $$
  (3.24)
  $$
  \left\| G(y, \Phi) - G(z, \Psi) \right\|_H \leq \tilde{C} \left[ \left\| y - z \right\|_H + \left\| \Phi - \Psi \right\|_{L_{(HS)}(Q^{1/2}(H); \mathcal{H})} \right],
  $$
  (3.25)
  
  where $\tilde{C} > 0$ is a constant;
- $(g(t))_{t \in [0, T]}$ is a predictable process with values in $\mathcal{H}$ such that
  $$
  \mathbb{E} \int_0^T \| g(t) \|_H^2 dt < \infty;
  $$
- $Z$ is an $\mathcal{F}_T$-measurable random variable with values in $\mathcal{H}$.

Remark 3.90. In control theory, system (3.23) arises for the adjoint equation of the controlled stochastic Stokes equations.

Definition 3.91. A pair of predictable processes $(z(t), \Phi(t))_{t \in [0, T]}$ with values in $\mathcal{H} \times L_{(HS)}(Q^{1/2}(H); \mathcal{H})$ is called a mild solution of system (3.23) if

$$
\sup_{t \in [0, T]} \mathbb{E} \| z(t) \|^2_H < \infty, \quad \mathbb{E} \int_0^T \| \Phi(t) \|^2_{L_{(HS)}(Q^{1/2}(H); \mathcal{H})} dt < \infty
$$

and we have for all $t \in [0, T]$ and $\mathbb{P}$-a.s.

$$
z(t) = e^{-A(T-t)}Z + \int_t^T e^{-A(s-t)} [G(z(s), \Phi(s)) + g(s)] ds - \int_t^T e^{-A(s-t)} \Phi(s) dW(s). 
$$

(3.26)

An existence and uniqueness result is mainly based on the following lemma.
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Lemma 3.92 (Lemma 2.1, [52]). Let \( \zeta \in L^2(\Omega; \mathcal{H}) \) be \( \mathcal{F}_T \)-measurable and let \( (f(t))_{t \in [0,T]} \) be a predictable process with values in \( \mathcal{H} \) such that \( \mathbb{E} \int_0^T \| f(t) \|_\mathcal{H}^2 \, dt < \infty \). Then there exists a unique pair of predictable processes \( (\varphi(t), \phi(t))_{t \in [0,T]} \) with values in \( \mathcal{H} \times \mathcal{L}(\mathcal{H}; \mathcal{H}) \) such that for all \( t \in [0,T] \) and \( \mathbb{P} \)-a.s.

\[
\varphi(t) = e^{-A(T-t)} \zeta + \int_t^T e^{-A(s-t)} f(s) \, ds - \int_t^T e^{-A(s-t)} \phi(s) \, dW(s).
\]

Moreover, there exists a constant \( c > 0 \) such that for all \( t \in [0,T] \)

\[
\mathbb{E} \| \varphi(t) \|^2_{\mathcal{H}} \leq c \left[ \mathbb{E} \| \zeta \|^2_{\mathcal{H}} + (T-t) \mathbb{E} \int_t^T \| f(s) \|^2_{\mathcal{H}} \, ds \right], \tag{3.27}
\]

\[
\mathbb{E} \int_t^T \| \phi(s) \|^2_{\mathcal{L}(\mathcal{H}; \mathcal{H})} \, ds \leq c \left[ \mathbb{E} \| \zeta \|^2_{\mathcal{H}} + (T-t) \mathbb{E} \int_t^T \| f(s) \|^2_{\mathcal{H}} \, ds \right]. \tag{3.28}
\]

Existence and uniqueness results of mild solutions to backward SPDEs with cylindrical Wiener processes can be found in [52]. Similarly, we get the existence of a unique mild solution to system (3.23).

Theorem 3.93. Let \( (g(t))_{t \in [0,T]} \) be fixed. For any \( Z \in L^2(\Omega; \mathcal{H}) \), there exists a unique mild solution \( (z(t), \Phi(t))_{t \in [0,T]} \) of system (3.23).

Proof. Let \( Z_{2,T}^1 \) contain all \( \mathcal{H} \)-valued predictable processes \( (\tilde{z}(t))_{t \in [0,T]} \) such that \( \sup_{t \in [0,T]} \mathbb{E} \| \tilde{z}(t) \|^2_{\mathcal{H}} < \infty \). The space \( Z_{2,T}^1 \) equipped with the norm

\[
\| \tilde{z} \|^2_{Z_{2,T}^1} = \sup_{t \in [0,T]} \mathbb{E} \| \tilde{z}(t) \|^2_{\mathcal{H}}
\]

for every \( \tilde{z} \in Z_{2,T}^1 \) becomes a Banach space. Similarly, let \( Z_{2,T}^2 \) denote the space of all predictable processes \( (\tilde{\Phi}(t))_{t \in [0,T]} \) with values in \( \mathcal{L}(\mathcal{H}; \mathcal{L}(\mathcal{H}; \mathcal{H})) \) such that \( \mathbb{E} \int_0^T \| \tilde{\Phi}(t) \|^2_{\mathcal{L}(\mathcal{H}; \mathcal{L}(\mathcal{H}; \mathcal{H}))} \, dt < \infty \). The space \( Z_{2,T}^2 \) equipped with the inner product

\[
\left\langle \tilde{\Phi}_1, \tilde{\Phi}_2 \right\rangle_{Z_{2,T}^2} = \mathbb{E} \int_0^T \left\langle \tilde{\Phi}_1(t), \tilde{\Phi}_2(t) \right\rangle_{\mathcal{L}(\mathcal{H}; \mathcal{L}(\mathcal{H}; \mathcal{H}))} \, dt
\]

for every \( \tilde{\Phi}_1, \tilde{\Phi}_2 \in Z_{2,T}^2 \) becomes a Hilbert space.

Next, we define a sequence \( (z_n, \Phi_n)_{n \in \mathbb{N}} \subset Z_{2,T}^1 \times Z_{2,T}^2 \) satisfying for each \( n \in \mathbb{N} \), all \( t \in [0,T] \) and \( \mathbb{P} \)-a.s.

\[
z_n(t) = e^{-A(T-t)} Z + \int_t^T e^{-A(s-t)} [G(z_{n-1}(s), \Phi_{n-1}(s)) + g(s)] \, ds - \int_t^T e^{-A(s-t)} \Phi_n(s) \, dW(s), \tag{3.29}
\]

where \( z_0(t) = 0 \) and \( \Phi_0(t) = 0 \) for all \( t \in [0,T] \). Note that by Lemma 3.92 and inequality (3.24), one can easily verify that \( (z_n, \Phi_n)_{n \in \mathbb{N}} \subset Z_{2,T}^1 \times Z_{2,T}^2 \). Furthermore, we obtain for each \( n \in \mathbb{N} \), all \( t \in [0,T] \) and \( \mathbb{P} \)-a.s.

\[
z_{n+1}(t) - z_n(t) = \int_t^T e^{-A(s-t)} [G(z_n(s), \Phi_n(s)) - G(z_{n-1}(s), \Phi_{n-1}(s))] \, ds - \int_t^T e^{-A(s-t)} [\Phi_{n+1}(s) - \Phi_n(s)] \, dW(s). \tag{3.30}
\]
Using inequality (3.25) and Fubini’s theorem, there exists a constant $C > 0$ such that for each $n \in \mathbb{N}$
\[
\mathbb{E} \int_0^T \|G(z_n(t), \Phi_n(t)) - G(z_{n-1}(t), \Phi_{n-1}(t))\|_{\mathcal{L}(\mathcal{H})}^2 dt \leq C \left[ \sup_{t \in [0,T]} \mathbb{E}\|z_n(t) - z_{n-1}(t)\|_{\mathcal{L}(\mathcal{H})}^2 + \mathbb{E} \int_0^T \|\Phi_n(t) - \Phi_{n-1}(t)\|_{\mathcal{L}(\mathcal{H})}^2\right]. \tag{3.31}
\]
Hence, equation (3.30) satisfies the assumptions of Lemma 3.9. Let $T_1 \in [0,T)$. Due to the inequalities (3.27), (3.28) and (3.31), there exists a constant $C^* > 0$ such that for each $n \in \mathbb{N}$
\[
\sup_{t \in [T_1,T]} \mathbb{E}\|z_{n+1}(t) - z_n(t)\|_{\mathcal{L}(\mathcal{H})}^2 + \mathbb{E} \int_{T_1}^T \|\Phi_{n+1}(t) - \Phi_n(t)\|_{\mathcal{L}(\mathcal{H})}^2\] \leq C^*(T - T_1) \left[ \sup_{t \in [T_1,T]} \mathbb{E}\|z_1(t) - z_0(t)\|_{\mathcal{L}(\mathcal{H})}^2 + \mathbb{E} \int_{T_1}^T \|\Phi_1(t) - \Phi_0(t)\|_{\mathcal{L}(\mathcal{H})}^2\right].
\]
Therefore, we find for each $n \in \mathbb{N}$
\[
\sup_{t \in [T_1,T]} \mathbb{E}\|z_{n+1}(t) - z_n(t)\|_{\mathcal{L}(\mathcal{H})}^2 + \mathbb{E} \int_{T_1}^T \|\Phi_{n+1}(t) - \Phi_n(t)\|_{\mathcal{L}(\mathcal{H})}^2\] \leq (C^*(T - T_1))^n \left[ \sup_{t \in [T_1,T]} \mathbb{E}\|z_1(t) - z_0(t)\|_{\mathcal{L}(\mathcal{H})}^2 + \mathbb{E} \int_{T_1}^T \|\Phi_1(t) - \Phi_0(t)\|_{\mathcal{L}(\mathcal{H})}^2\right].
\]
We choose $T_1 \in [0,T)$ such that $C^*(T - T_1) < 1$. Thus, we can conclude that $(z_n, \Phi_n)_{n \in \mathbb{N}} \subset \mathbb{Z}_T^1 \times \mathbb{Z}_T^2$ is a Cauchy sequence on the interval $[T_1,T]$. Using equation (3.30), we have for each $n \in \mathbb{N}$, all $t \in [0,T_1]$ and $\mathbb{P}$-a.s.
\[
z_{n+1}(t) - z_n(t) = e^{-A(T_1 - t)}[z_{n+1}(T_1) - z_n(T_1)] + \int_t^{T_1} e^{-A(s-t)}[G(z_n(s), \Phi_n(s)) - G(z_{n-1}(s), \Phi_{n-1}(s))] ds
\]
\[\quad - \int_t^{T_1} e^{-A(s-t)}[\Phi_{n+1}(s) - \Phi_n(s)] dW(s).
\]
Again, we find $T_2 \in [0,T_1]$ such that the sequence $(z_n, \Phi_n)_{n \in \mathbb{N}} \subset \mathbb{Z}_T^1 \times \mathbb{Z}_T^2$ is a Cauchy sequence on the interval $[T_2,T_1]$. By continuing this method, we can infer that $(z_n, \Phi_n)_{n \in \mathbb{N}} \subset \mathbb{Z}_T^1 \times \mathbb{Z}_T^2$ is a Cauchy sequence on the interval $[0,T]$. Hence, there exist $z \in \mathbb{Z}_T^1$ and $\Phi \in \mathbb{Z}_T^2$ such that
\[
z = \lim_{n \to \infty} z_n, \quad \Phi = \lim_{n \to \infty} \Phi_n.
\]
Using equation (3.29), one can easily verify that the pair of stochastic processes $(z(t), \Phi(t))_{t \in [0,T]}$ satisfy equation (3.26).
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We introduce the following system in $D(A^\delta)$:

$$
\begin{align*}
    \frac{dz(t)}{dt} &= -Az(t) + A^\alpha B(z(t)) + A^\beta G(\Phi(t)) + A^\gamma g(t), \\
    z(T) &= Z.
\end{align*}
$$

We assume that

- the operator $A$: $D(A) \subset \mathcal{H} \to \mathcal{H}$ is linear and closed such that $-A$ is the generator of an analytic semigroup of contractions $(e^{-At})_{t \geq 0}$ and 0 is an element of the resolvent set $\rho(A)$;
- $B$: $D(A^\delta) \to \mathcal{H}$ satisfies for every $y, z \in \mathcal{H}$
  \begin{align}
  \|B(y)\|_\mathcal{H} &\leq C^* \|y\|_{D(A^\delta)}, \\
  \|B(y) - B(z)\|_\mathcal{H} &\leq C \|y - z\|_{D(A^\delta)},
  \end{align}
  \hfill (3.33, 3.34)
  
  where $C^* > 0$ is a constant;
- $G$: $L_{(HS)}(Q^{1/2}(\mathcal{H}); \mathcal{H}) \to \mathcal{H}$ satisfies for every $\Phi, \Psi \in L_{(HS)}(Q^{1/2}(\mathcal{H}); \mathcal{H})$
  \begin{align}
  \|G(\Phi)\|_\mathcal{H} &\leq \tilde{C} \|\Phi\|_{L_{(HS)}(Q^{1/2}(\mathcal{H}); \mathcal{H})}, \\
  \|G(\Phi) - G(\Psi)\|_\mathcal{H} &\leq \tilde{C} \|\Phi - \Psi\|_{L_{(HS)}(Q^{1/2}(\mathcal{H}); \mathcal{H})},
  \end{align}
  \hfill (3.35, 3.36)
  
  where $\tilde{C} > 0$ is a constant;
- $(g(t))_{t \in [0, T]}$ is a predictable process with values in $\mathcal{H}$ such that
  $\mathbb{E} \int_0^T \|g(t)\|^2_\mathcal{H} dt < \infty$;
- $Z$ is an $\mathcal{F}_T$-measurable random variable with values in $\mathcal{H}$.

**Remark 3.94.** In control theory, system (3.32) arises for the adjoint equation of the controlled stochastic Navier-Stokes equations.

**Definition 3.95.** A pair of predictable processes $(z(t), \Phi(t))_{t \in [0, T]}$ with values in $D(A^\delta) \times L_{(HS)}(Q^{1/2}(\mathcal{H}); \mathcal{H})$ is called a mild solution of system (3.32) if

$$
\mathbb{E} \sup_{t \in [0, T]} \|z(t)\|^2_{D(A^\delta)} < \infty, \quad \mathbb{E} \int_0^T \|\Phi(t)\|^2_{L_{(HS)}(Q^{1/2}(\mathcal{H}); \mathcal{H})} dt < \infty
$$

and we have for all $t \in [0, T]$ and $\mathbb{P}$-a.s.

$$
\begin{align*}
    z(t) &= e^{-A(T-t)}Z + \int_t^T A^\alpha e^{-A(s-t)} B(z(s)) \, ds + \int_t^T A^\beta e^{-A(s-t)} G(\Phi(s)) \, ds + \int_t^T A^\gamma e^{-A(s-t)} g(s) \, ds \\
    &\quad - \int_t^T e^{-A(s-t)} \Phi(s) \, dW(s).
\end{align*}
$$

(3.37)
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An existence and uniqueness result requires a generalization of Lemma 3.92 as follows.

Lemma 3.96. Let $\delta, \varepsilon \in [0, \frac{1}{2})$ satisfy $\delta + \varepsilon < \frac{1}{2}$. Furthermore, let $\zeta \in L^2(\Omega; D(A^\delta))$ be $\mathcal{F}_r$-measurable and let $(f(t))_{t \in [0, T]}$ be a predictable process with values in $\mathcal{H}$ such that $\mathbb{E} \int_0^T \|f(t)\|^2_H dt < \infty$. Then there exists a unique pair of predictable processes $(\varphi(t), \phi(t))_{t \in [0, T]}$ with values in $D(A^{\delta}) \times \mathcal{L}(\mathcal{H}; D(A^{\varepsilon}))$ such that for all $t \in [0, T]$ and $\mathbb{P}$-a.s.

$$\varphi(t) = e^{-A(T-t)}\zeta + \int_t^T A^\varepsilon e^{-A(s-t)} f(s) \, ds - \int_t^T e^{-A(s-t)} A^\varepsilon \phi(s) \, dW(s). \tag{3.38}$$

Moreover, there exists a constant $c > 0$ such that for all $t \in [0, T]$

$$\mathbb{E} \sup_{s \in [t, T]} \|\varphi(s)\|^2_{D(A^\delta)} \leq c \left[ \mathbb{E} \|\zeta\|^2_{D(A^\delta)} + (T-t)^{1-2\delta-2\varepsilon} \mathbb{E} \int_t^T \|f(s)\|^2_H \, ds \right], \tag{3.39}$$

and

$$\mathbb{E} \int_t^T \|\phi(s)\|^2_{\mathcal{L}(\mathcal{H}; D(A^{\varepsilon}))} \, ds \leq c \left[ \mathbb{E} \|\zeta\|^2_{D(A^\delta)} + (T-t)^{1-2\delta-2\varepsilon} \mathbb{E} \int_t^T \|f(s)\|^2_H \, ds \right]. \tag{3.40}$$

Proof. Let the process $(\varphi(t))_{t \in [0, T]}$ satisfy for all $t \in [0, T]$ and $\mathbb{P}$-a.s.

$$\varphi(t) = \mathbb{E} \left[ e^{-A(T-t)}\zeta + \int_t^T A^\varepsilon e^{-A(s-t)} f(s) \, ds \bigg| \mathcal{F}_t \right].$$

Due to Proposition 3.16 we have for all $t \in [0, T]$ and $\mathbb{P}$-a.s.

$$\varphi(t) = e^{-A(T-t)} \mathbb{E} [\zeta | \mathcal{F}_t] + \int_t^T A^\varepsilon e^{-A(s-t)} \mathbb{E} [f(s) | \mathcal{F}_t] \, ds. \tag{3.41}$$

Using Theorem 2.38 and the Cauchy-Schwarz inequality, we can conclude that the process $(\varphi(t))_{t \in [0, T]}$ takes values in $D(A^{\delta})$ such that $\mathbb{E} \sup_{t \in [0, T]} \|\varphi(t)\|^2_{D(A^\delta)} < \infty$. Moreover, the process $(\varphi(t))_{t \in [0, T]}$ is predictable, which can be obtained similarly to Theorem 3.73. By Proposition 3.86 there exists a unique predictable process $(J(r))_{r \in [0, T]}$ with values in $\mathcal{L}(\mathcal{H}; D(A^{\varepsilon}))$ such that $\mathbb{E} \int_0^T \|J(r)\|^2_{\mathcal{L}(\mathcal{H}; D(A^{\varepsilon}))} \, dr < \infty$ and we get for all $t \in [0, T]$ and $\mathbb{P}$-a.s.

$$\mathbb{E} [\zeta | \mathcal{F}_t] = \mathbb{E} [\zeta] + \int_0^t J(r) \, dW(r).$$

Thus, we get for all $t \in [0, T]$ and $\mathbb{P}$-a.s.

$$\mathbb{E} [\zeta | \mathcal{F}_t] = \zeta - \int_t^T J(r) \, dW(r). \tag{3.42}$$

We first assume that $(f(s))_{s \in [0, T]}$ is predictable and continuous such that $\mathbb{E} \sup_{s \in [0, T]} \|f(s)\|^2_H < \infty$. Using Proposition 3.86, for all $s \in [0, T]$, there exist a unique predictable process $(K(s, r))_{r \in [0, T]}$ with values in
Applying Proposition 3.64, we get for all \( t \) such that \( \mathbb{E} \int_0^T \| K(s, r) \|_{L(Q^{1/2}(H); \mathcal{H})}^2 \, dr < \infty \) and we get for all \( t \in [0, T] \) and \( \mathbb{P} \)-a.s.

\[
\mathbb{E} [f(s)| \mathcal{F}_t] = \mathbb{E} [f(s)] + \int_0^t K(s, r) \, dW(r).
\]

Since \( (f(s))_{s \in [0, T]} \) is predictable, one can conclude that \( K(s, r) = 0 \) for all \( s \in [0, T] \) and almost all \( r \in [s, T] \). Moreover, we have for all \( s, t \in [0, T] \) and \( \mathbb{P} \)-a.s.

\[
\mathbb{E} [f(s)| \mathcal{F}_t] = f(s) - \int_t^s K(s, r) \, dW(r). \tag{3.43}
\]

Using equations (3.41) - (3.43), we obtain for all \( t \in [0, T] \) and \( \mathbb{P} \)-a.s.

\[
\varphi(t) = e^{-A(T-t)} \left[ \zeta - \int_t^T J(r) \, dW(r) \right] + \int_t^T A e^{-A(s-t)} \left[ f(s) - \int_s^T K(s, r) \, dW(r) \right] \, ds.
\]

Applying Proposition 3.64, we get for all \( t \in [0, T] \) and \( \mathbb{P} \)-a.s.

\[
\varphi(t) = e^{-A(T-t)} \zeta + \int_t^T A e^{-A(s-t)} f(s) \, ds - \int_t^T A e^{-A(r-t)} \phi(r) \, dW(r), \tag{3.44}
\]

where for almost all \( r \in [0, T] \) and \( \mathbb{P} \)-a.s.

\[
\phi(r) = A^{-\varepsilon} e^{-A(T-r)} J(r) + \int_r^T e^{-A(s-r)} K(s, r) \, ds.
\]

By Theorem 2.35 and the Cauchy-Schwarz inequality, we can conclude that the process \( (\phi(t))_{t \in [0, T]} \) takes values in \( L(H) \cap (Q^{1/2}(H); D(A^\varepsilon)) \). Since the processes \( (J(r))_{r \in [0, T]} \) and \( (K(s, r))_{r \in [0, T]} \) are predictable for all \( s \in [0, T] \), the process \( (\phi(r))_{r \in [0, T]} \) is predictable as well.

Next, we show that inequality (3.39) and inequality (3.40) hold. By equation (3.41), Proposition 3.16, Theorem 2.35 and the Cauchy-Schwarz inequality, there exists a constant \( c > 0 \) such that for all \( t \in [0, T] \)

\[
\mathbb{E} \sup_{s \in [t, T]} \| \varphi(s) \|_{D(A^\varepsilon)}^2 \leq 2 \mathbb{E} \sup_{s \in [t, T]} \| e^{-A(T-s)} A^\delta \zeta \|^2_{\mathcal{H}} + 2 \mathbb{E} \sup_{s \in [t, T]} \left( \int_{t}^{T} \| A^\delta e^{-A(r-s)} f(r) \|_{\mathcal{H}}^2 \, dr \right)^2 \leq c \mathbb{E} \left[ \| \zeta \|^2_{D(A^\varepsilon)} + (T-t)^{2\delta-2\varepsilon} \mathbb{E} \int_{t}^{T} \| f(s) \|_{\mathcal{H}}^2 \, ds \right].
\]

Using equation (3.42) and Theorem 3.62 (i) and (iii), we get for all \( t \in [0, T] \)

\[
\mathbb{E} \int_{t}^{T} \| J(r) \|_{L(Q^{1/2}(H); \mathcal{H})}^2 \, dr \leq 4 \mathbb{E} \| \zeta \|_{\mathcal{H}}^2.
\]
Similarly, by equation (3.43) and Theorem 3.62 (i) and (iii), we get for all \( s, t \in [0, T] \)
\[
\mathbb{E} \int_t^s \|K(s, r)\|_{L(\mathcal{H}; L^2(\mathcal{H}))}^2 \, dr \leq 4 \mathbb{E} \|f(s)\|_{\mathcal{H}}^2.
\]

Due to Theorem 2.35, the Cauchy-Schwarz inequality, Fubini’s theorem and Corollary 2.32, there exists a constant \( c > 0 \) such that for all \( t \in [0, T] \)
\[
\mathbb{E} \int t \|A^\varepsilon f(r)\|_{L(\mathcal{H}; L^2(\mathcal{H}))}^2 \, dr \\
\leq 2 \mathbb{E} \int t \|e^{-A(T-r)}J(r)\|_{L(\mathcal{H}; L^2(\mathcal{H}))}^2 \, dr + 2 \mathbb{E} \left( \int t \left( \int r \|A^\varepsilon e^{-A(s-r)}K(s, r)\|_{L(\mathcal{H}; L^2(\mathcal{H}))} \, ds \right) \right)^2 \, dr \\
\leq 2 \mathbb{E} \int t \|J(r)\|_{L(\mathcal{H}; L^2(\mathcal{H}))}^2 \, dr + 2M^2(T-t)^{1-2\varepsilon} \mathbb{E} \int t \int s \|K(s, r)\|_{L(\mathcal{H}; L^2(\mathcal{H}))}^2 \, dr \, ds \\
\leq c \left[ \mathbb{E} \|\zeta\|_{D(A^\varepsilon)}^2 + (T-t)^{1-2\varepsilon} \mathbb{E} \int t \|f(s)\|_{\mathcal{H}}^2 \, ds \right].
\]

Note that equation (3.44), inequality (3.39) and inequality (3.40) also hold for an \( \mathcal{H} \)-valued predictable process \( (f(t))_{t \in [0, T]} \) such that \( \mathbb{E} \int_0^T \|f(t)\|^2_{\mathcal{H}} \, dt < \infty \), which is an immediate consequence of the fact that \( C([0, T]; L^2(\Omega; \mathcal{H})) \) is dense in \( L^2([0, T]; L^2(\Omega; \mathcal{H})) \).

Finally, we prove that the pair of stochastic processes \((\varphi(t), \phi(t))_{t \in [0, T]}\) is unique. Let \((\varphi_1(t), \phi_1(t))_{t \in [0, T]}\) and \((\varphi_2(t), \phi_2(t))_{t \in [0, T]}\) satisfy equation (3.38). Then we have for all \( t \in [0, T] \) and \( \mathbb{P} \)-a.s.
\[
\varphi_1(t) = \varphi_2(t) = -\int_t^T e^{-A(s-t)}A^\varepsilon(\phi_1(s) - \phi_2(s)) \, dW(s).
\]

We obtain that the pair of processes \((\varphi_1(t) - \varphi_2(t))_{t \in [0, T]}\) and \((\phi_1(t) - \phi_2(t))_{t \in [0, T]}\) fulfills equation (3.38) with \( \zeta = 0 \) and \( f = 0 \). By inequality (3.39), we have \( \varphi_1(t) = \varphi_2(t) \) for all \( t \in [0, T] \) and \( \mathbb{P} \)-almost surely. Using inequality (3.40), we get \( \phi_1(t) = \phi_2(t) \) for almost all \( t \in [0, T] \) and \( \mathbb{P} \)-almost surely. \( \Box \)

**Corollary 3.97.** Let \( \delta \in [0, 1) \) and \( \varepsilon \in [0, \frac{1}{2}) \) satisfy \( \delta + \varepsilon < 1 \). Furthermore, let \( \zeta \in L^2(\Omega; D(A^\delta)) \) be an \( \mathcal{F}_T \)-measurable random variable and let \( (f(t))_{t \in [0, T]} \) be a predictable stochastic process with values in \( \mathcal{H} \) such that \( \mathbb{E} \sup_{t \in [0, T]} \|f(t)\|_{\mathcal{H}}^2 < \infty \). Then there exists a unique pair of predictable processes \((\varphi(t), \phi(t))_{t \in [0, T]}\) with values in \( D(A^\delta) \times L(\mathcal{H}; L^2(\mathcal{H})); D(A^\delta)) \) such that for all \( t \in [0, T] \) and \( \mathbb{P} \)-a.s.
\[
\varphi(t) = e^{-A(T-t)}\zeta + \int t A^\delta e^{-A(s-t)}f(s) \, ds - \int t e^{-A(s-t)}A^\varepsilon \phi(s) \, dW(s).
\]

Moreover, there exists a constant \( \bar{c} > 0 \) such that for all \( t \in [0, T] \)
\[
\mathbb{E} \sup_{s \in [t, T]} \|\varphi(s)\|_{D(A^\delta)}^2 \leq \bar{c} \left[ \mathbb{E} \|\zeta\|_{D(A^\delta)}^2 + (T-t)^{2-2\delta-2\varepsilon} \mathbb{E} \sup_{s \in [t, T]} \|f(s)\|_{\mathcal{H}}^2 \right], \quad (3.45)
\]
Theorem 3.98. Let $\alpha, \beta, \gamma, \delta \in [0, \frac{1}{2})$ satisfy $\beta + \delta < \frac{1}{2}$ and $\gamma + \delta < \frac{1}{2}$. Moreover, let $(g(t))_{t \in [0, T]}$ be fixed. For any $Z \in L^2(\Omega; D(A^\delta))$, there exists a unique mild solution $(z(t), \Phi(t))_{t \in [0, T]}$ of system (3.32).

Proof. Let $Z^1_T$ contain all $D(A^\delta)$-valued predictable processes $(\tilde{z}(t))_{t \in [0, T]}$ with $\mathbb{E} \sup_{t \in [0, T]} \| \tilde{z}(t) \|^2_{D(A^\delta)} < \infty$. The space $Z^1_T$ equipped with the norm

$$
\| \tilde{z} \|_{Z^1_T}^2 = \mathbb{E} \sup_{t \in [0, T]} \| \tilde{z}(t) \|^2_{D(A^\delta)}
$$

for every $\tilde{z} \in Z^1_T$ becomes a Banach space. Similarly, let $Z^2_T$ denote the space of all predictable processes $(\Phi(t))_{t \in [0, T]}$ with values in $L_{(H^S)}(Q^{1/2}(H); \mathcal{H})$ such that $\mathbb{E} \int_0^T \| \Phi(t) \|^2_{L_{(H^S)}(Q^{1/2}(H); \mathcal{H})} dt < \infty$. The space $Z^2_T$ equipped with the inner product

$$
\left\langle \Phi_1, \Phi_2 \right\rangle_{Z^2_T} = \mathbb{E} \int_0^T \left\langle \Phi_1(t), \Phi_2(t) \right\rangle_{L_{(H^S)}(Q^{1/2}(H); \mathcal{H})} dt
$$

for every $\Phi_1, \Phi_2 \in Z^2_T$ becomes a Hilbert space.

Next, we define a sequence $(z_n, \Phi_n)_{n \in \mathbb{N}} \subset Z^1_T \times Z^2_T$ satisfying for each $n \in \mathbb{N}$, all $t \in [0, T]$ and $\mathbb{P}$-a.s.

$$
z_n(t) = e^{-A(T-t)}Z + \int_0^t A^\alpha e^{-A(s-t)}B(z_{n-1}(s)) ds + \int_0^t A^\beta e^{-A(s-t)}G(\Phi_{n-1}(s)) ds + \int_0^t A^\gamma e^{-A(s-t)}g(s) ds + \int_0^t e^{-A(s-t)}\Phi_n(s) dW(s),
$$

where $z_0(t) = 0$ and $\Phi_0(t) = 0$ for all $t \in [0, T]$. Note that by Lemma 3.96, Corollary 3.97, inequality (3.33) and inequality (3.35), one can easily verify that $(z_n, \Phi_n)_{n \in \mathbb{N}} \subset Z^1_T \times Z^2_T$. Furthermore, we obtain for each $n \in \mathbb{N}$, all $t \in [0, T]$ and $\mathbb{P}$-a.s.

$$
z_{n+1}(t) - z_n(t) = \int_0^t A^\alpha e^{-A(s-t)}[B(z_n(s)) - B(z_{n-1}(s))] ds + \int_0^t A^\beta e^{-A(s-t)}[G(\Phi_n(s)) - G(\Phi_{n-1}(s))] ds + \int_0^t e^{-A(s-t)}[\Phi_{n+1}(s) - \Phi_n(s)] dW(s).
$$

Using inequality (3.34) and inequality (3.36), we have for each $n \in \mathbb{N}$

$$
\mathbb{E} \sup_{t \in [0, T]} \| B(z_n(t)) - B(z_{n-1}(t)) \|_{D(A^\delta)}^2 \leq C^2 \mathbb{E} \sup_{t \in [0, T]} \| z_n(t) - z_{n-1}(t) \|_{D(A^\delta)}^2,
$$

$$
\mathbb{E} \int_0^T \| G(\Phi_n(t)) - G(\Phi_{n-1}(t)) \|_{D(A^\delta)}^2 dt \leq C^2 \mathbb{E} \int_0^T \| \Phi_n(t) - \Phi_{n-1}(t) \|_{L_{(H^S)}(Q^{1/2}(H); \mathcal{H})}^2 dt.
$$
Hence, equation (3.48) satisfies the assumptions of Lemma 3.90 and Corollary 3.97. Let $T_1 \in [0, T)$. Due to inequality (3.39) and inequality (3.45), there exist constants $C_1, C_2 > 0$ such that for each $n \in \mathbb{N}$

\[
\mathbb{E} \sup_{t \in [T_1, T]} \|z_{n+1}(t) - z_n(t)\|_{\mathcal{L}(\mathcal{H})}^2 \leq c(T - T_1)^{2 - 2\alpha - 2\delta} \mathbb{E} \sup_{t \in [T_1, T]} \|B(z_n(t)) - B(z_{n-1}(t))\|_{\mathcal{H}}^2 + c(T - T_1)^{1 - 2\beta - 2\delta} \mathbb{E} \int_{T_1}^{T} \|G(\Phi_n(t)) - G(\Phi_{n-1}(t))\|_{\mathcal{H}}^2 \, dt \\
\leq C_1 (T - T_1)^{2 - 2\alpha - 2\delta} \mathbb{E} \sup_{t \in [T_1, T]} \|z_n(t) - z_{n-1}(t)\|_{\mathcal{L}(\mathcal{H})}^2 \\
+ C_2 (T - T_1)^{1 - 2\beta - 2\delta} \mathbb{E} \int_{T_1}^{T} \|\Phi_n(t) - \Phi_{n-1}(t)\|_{\mathcal{L}(\mathcal{H})}^2 \, dt.
\]

Using inequality (3.40) and inequality (3.46), we get for each $n \in \mathbb{N}$

\[
\mathbb{E} \int_{T_1}^{T} \|\Phi_{n+1}(s) - \Phi_n(s)\|_{\mathcal{L}(\mathcal{H})}^2 \, ds \leq c(T - T_1)^{2 - 2\alpha} \mathbb{E} \sup_{t \in [T_1, T]} \|B(z_n(t)) - B(z_{n-1}(t))\|_{\mathcal{H}}^2 + c(T - T_1)^{1 - 2\beta} \mathbb{E} \int_{T_1}^{T} \|G(\Phi_n(t)) - G(\Phi_{n-1}(t))\|_{\mathcal{H}}^2 \, dt \\
\leq C_1 (T - T_1)^{2 - 2\alpha} \mathbb{E} \sup_{t \in [T_1, T]} \|z_n(t) - z_{n-1}(t)\|_{\mathcal{L}(\mathcal{H})}^2 \\
+ C_2 (T - T_1)^{1 - 2\beta} \mathbb{E} \int_{T_1}^{T} \|\Phi_n(t) - \Phi_{n-1}(t)\|_{\mathcal{L}(\mathcal{H})}^2 \, dt.
\]

Hence, we obtain for each $n \in \mathbb{N}$

\[
\mathbb{E} \sup_{t \in [T_1, T]} \|z_{n+1}(t) - z_n(t)\|_{\mathcal{L}(\mathcal{H})}^2 + \mathbb{E} \int_{T_1}^{T} \|\Phi_{n+1}(s) - \Phi_n(s)\|_{\mathcal{L}(\mathcal{H})}^2 \, ds \\
\leq C \left[ \mathbb{E} \sup_{t \in [T_1, T]} \|z_n(t) - z_{n-1}(t)\|_{\mathcal{L}(\mathcal{H})}^2 + \mathbb{E} \int_{T_1}^{T} \|\Phi_n(t) - \Phi_{n-1}(t)\|_{\mathcal{L}(\mathcal{H})}^2 \, dt \right],
\]

where $C = \max\{C_1((T - T_1)^{2 - 2\alpha - 2\delta} + (T - T_1)^{2 - 2\alpha}), C_2((T - T_1)^{1 - 2\beta - 2\delta} + (T - T_1)^{1 - 2\beta})\}$. Therefore, we find for each $n \in \mathbb{N}$

\[
\mathbb{E} \sup_{t \in [T_1, T]} \|z_{n+1}(t) - z_n(t)\|_{\mathcal{L}(\mathcal{H})}^2 + \mathbb{E} \int_{T_1}^{T} \|\Phi_{n+1}(s) - \Phi_n(s)\|_{\mathcal{L}(\mathcal{H})}^2 \, ds \\
\leq C_\alpha \left[ \mathbb{E} \sup_{t \in [T_1, T]} \|z_n(t)\|_{\mathcal{L}(\mathcal{H})}^2 + \mathbb{E} \int_{T_1}^{T} \|\Phi_n(t)\|_{\mathcal{L}(\mathcal{H})}^2 \, dt \right].
\]
SPDEs. Let us consider the following nonlinear system in $H$:

$$z_{n+1}(t) - z_n(t) = e^{-A(T_1-t)}[z_{n+1}(T_1) - z_n(T_1)] + \int_t^{T_1} A^\alpha e^{-A(s-t)}[B(z_n(s)) - B(z_{n-1}(s))] \, ds$$

$$+ \int_t^{T_1} A^\beta e^{-A(s-t)}[G(\Phi_n(s)) - G(\Phi_{n-1}(s))] \, ds - \int_t^{T_1} e^{-A(s-t)}[\Phi_{n+1}(s) - \Phi_n(s)] \, dW(s).$$

Again, we find $T_2 \in [0, T_1]$ such that $(z_n, \Phi_n)_{n \in \mathbb{N}} \subset Z^1_1 \times Z^2_1$ is a Cauchy sequence on the interval $[T_2, T_1]$. By continuing this method, we can conclude that $(z_n, \Phi_n)_{n \in \mathbb{N}} \subset Z^1_1 \times Z^2_1$ is a Cauchy sequence on the interval $[0, T]$. Hence, there exist $z \in Z^1_1$ and $\Phi \in Z^2_1$ such that

$$z = \lim_{n \to \infty} z_n, \quad \Phi = \lim_{n \to \infty} \Phi_n.$$ 

Using equation (3.47), one can easily verify that the pair of stochastic processes $(z(t), \Phi(t))_{t \in [0, T]}$ satisfy equation (3.37).

**Remark 3.99.** Note that the proofs of Theorem 3.93 and Theorem 3.98 are mainly based on the martingale representation theorem stated in Proposition 3.86. According to Remark 3.88, one can also consider backward SPDEs driven by a real-valued Lévy process. However, we will focus on backward SPDEs driven by a Q-Wiener process due to the fact that we can model noise terms dependent on a spatial variable, which is more suitable for applications.

### 3.4.3. A Comparison of Strong, Weak and Mild Solutions

In this section, we give a comparison between different concepts of solution to SPDEs, where the noise term $(W(t))_{t \geq 0}$ is an $H$-valued Q-Wiener process with covariance operator $Q \in \mathcal{L}^+_1(H)$. We start with forward SPDEs. Let us consider the following nonlinear system in $H$:

$$\begin{cases}
    d y(t) = [A y(t) + B(y(t)) + f(t)] \, dt + G(y(t)) \, d W(t), \\
    y(0) = \xi.
\end{cases} \quad (3.49)$$

We assume that

- the operator $A$: $D(A) \subset H \to H$ is the generator of a $C_0$ semigroup $(e^{At})_{t \geq 0}$;
- $B$: $H \to H$ satisfies for every $y, z \in H$

  $$||B(y)||_H \leq C\|y\|_H,$$

  $$||B(y) - B(z)||_H \leq C\|y - z\|_H,$$

  where $C > 0$ is a constant;
- the process $(f(t))_{t \in [0, T]}$ is $\mathcal{F}_t$-adapted and takes values in $H$ such that

  $$E \int_0^T ||f(t)||^2_H \, dt < \infty;$$
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- \( G: \mathcal{H} \rightarrow \mathcal{L}_{(H)}(Q^{1/2}(\mathcal{H}); \mathcal{H}) \) satisfies for every \( y, z \in \mathcal{H} \)
  \[ \|G(y)\|_{\mathcal{L}_{(H)}(Q^{1/2}(\mathcal{H}); \mathcal{H})} \leq \tilde{C}\|y\|_\mathcal{H}, \]
  \[ \|G(y) - G(z)\|_{\mathcal{L}_{(H)}(Q^{1/2}(\mathcal{H}); \mathcal{H})} \leq \tilde{C}\|y - z\|_\mathcal{H}, \]
  where \( \tilde{C} > 0 \) is a constant;
- \( \xi \) is an \( \mathcal{F}_0 \)-measurable random variable with values in \( \mathcal{H} \).

Next, we introduce several concepts of a solution to system (3.49).

**Definition 3.100.** A predictable process \((y(t))_{t \in [0,T]}\) with values in \( \mathcal{H} \) is called a **strong solution of system (3.49)** if \((y(t))_{t \in [0,T]}\) takes values in \( D(A) \) for almost all \( t \in [0,T] \) such that \( \mathbb{P}\text{-a.s.} \int_0^T \|Ay(t)\|_\mathcal{H} dt < \infty \)
and for all \( t \in [0,T] \) and \( \mathbb{P}\)-a.s.
  \[ y(t) = \xi + \int_0^t [Ay(s) + B(y(s)) + f(s)] ds + \int_0^t G(y(s)) dW(s). \]

**Definition 3.101.** A predictable process \((y(t))_{t \in [0,T]}\) with values in \( \mathcal{H} \) is called a **weak solution of system (3.49)** if
and for every \( \psi \in D(A^*) \), all \( t \in [0,T] \) and \( \mathbb{P}\)-a.s.
  \[ \langle y(t), \psi \rangle_\mathcal{H} = \langle \xi, \psi \rangle_\mathcal{H} + \int_0^t \langle [y(s), A^*\psi], \psi \rangle_\mathcal{H} + \langle B(y(s)), \psi \rangle_\mathcal{H} + \langle f(s), \psi \rangle_\mathcal{H} \rangle ds + \int_0^t \langle G(y(s)) dW(s), \psi \rangle_\mathcal{H}. \]

**Definition 3.102.** A predictable process \((y(t))_{t \in [0,T]}\) with values in \( \mathcal{H} \) is a **mild solution of system (3.49)** if
and for all \( t \in [0,T] \) and \( \mathbb{P}\)-a.s.
  \[ y(t) = e^{At} \xi + \int_0^t e^{A(t-s)} [B(y(s)) + f(s)] ds + \int_0^t e^{A(t-s)} G(y(s)) dW(s). \]

Existence and uniqueness results of these types of solution can be found in [23, 22, 73]. The following theorem gives relationships between these solutions.

**Theorem 3.103.** If \((y(t))_{t \in [0,T]}\) is a strong solution of system (3.49), then it is a weak solution. The process \((y(t))_{t \in [0,T]}\) is a weak solution of system (3.49) if and only if it is a mild solution.

**Proof.** The fact that a strong solution is also a weak solution follows immediately from the definitions. A proof of the equivalence of weak and mild solutions can be found in [71] Theorem 9.15. \( \square \)
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Remark 3.104. Alternatively, one can show that a strong solution of system (3.49) is a mild solution, see [53, Proposition 2.1]. Furthermore, the previous theorem can be shown for SPDEs driven by Lévy noise, see [51, Theorem 9.15].

To obtain the converse of the previous theorem, additional assumptions are required.

Theorem 3.105. Let \((y(t))_{t \in [0,T]}\) be a weak solution of system (3.49). If \((y(t))_{t \in [0,T]}\) takes values in \(D(A)\) for almost all \(t \in [0,T]\) such that \(\mathbb{P}\)-a.s. \(\int_0^T \|Ay(t)\|_H dt < \infty\), then it is a strong solution.

Proof. The proof follows immediately from the definitions.

Alternatively, one can give conditions on a mild solution to be a strong solution.

Theorem 3.106 (Proposition 2.3, [53]). Let \((y(t))_{t \in [0,T]}\) be a mild solution of system (3.49). Suppose that

- \(\xi\) is an \(D(A)\)-valued random variable and \((f(t))_{t \in [0,T]}\) takes values in \(D(A)\) for almost all \(t \in [0,T]\);
- for all \(t \in (0,T]\) and every \(y \in \mathcal{H}\), we have \(e^{At}B(y) \in D(A)\) and
  \[\|Ae^{At}B(y)\|_H \leq g_1(t)\|y\|_H,\]
  where \(g_1 \in L^1([0,T])\);
- for all \(t \in (0,T]\) and every \(y \in \mathcal{H}\), we have \(e^{At}G(y) \in \mathcal{L}(HS)(Q^{1/2}(\mathcal{H}); D(A))\) and
  \[\|Ae^{At}G(y)\|_{\mathcal{L}(HS)(Q^{1/2}(\mathcal{H}); \mathcal{H})} \leq g_2(t)\|y\|_H,\]
  where \(g_2 \in L^2([0,T])\).

Then \((y(t))_{t \in [0,T]}\) is also a strong solution of system (3.49).

Next, we consider the following backward SPDE in \(\mathcal{H}\):

\[
\begin{cases}
  dz(t) = -[Az(t) + G(z(t), \Phi(t)) + g(t)]dt + \Phi(t)dW(t), \\
  z(T) = Z.
\end{cases}
\]

(3.50)

We assume that

- the operator \(A: D(A) \subset \mathcal{H} \rightarrow \mathcal{H}\) is the generator of a \(C_0\) semigroup \((e^{At})_{t \geq 0}\);
- \(G: \mathcal{H} \times \mathcal{L}(HS)(Q^{1/2}(\mathcal{H}); \mathcal{H}) \rightarrow \mathcal{H}\) satisfies for every \(y, z \in \mathcal{H}\) and every \(\Phi, \Psi \in \mathcal{L}(HS)(Q^{1/2}(\mathcal{H}); \mathcal{H})\)
  \[\|G(y, \Phi)\|_H \leq \tilde{C}\left[\|y\|_H + \|\Phi\|_{\mathcal{L}(HS)(Q^{1/2}(\mathcal{H}); \mathcal{H})}\right],\]
  \[\|G(y, \Phi) - G(z, \Psi)\|_H \leq \tilde{C}\left[\|y - z\|_H + \|\Phi - \Psi\|_{\mathcal{L}(HS)(Q^{1/2}(\mathcal{H}); \mathcal{H})}\right],\]
  where \(\tilde{C} > 0\) is a constant;
- \((g(t))_{t \in [0,T]}\) is a predictable process with values in \(\mathcal{H}\) such that
  \[\mathbb{E}\int_0^T \|g(t)\|^2_H dt < \infty;\]
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- $Z$ is an $\mathcal{F}_T$-measurable random variable with values in $\mathcal{H}$.

Again, we introduce several concepts of a solution to system \((3.50)\).

**Definition 3.107.** A pair of predictable processes \((z(t), \Phi(t))_{t \in [0,T]}\) with values in $\mathcal{H} \times \mathcal{L}(HS)(Q^{1/2}(\mathcal{H}); \mathcal{H})$ is called a **strong solution of system** \((3.50)\) if \((z(t))_{t \in [0,T]}\) takes values in $D(A)$ for almost all $t \in [0,T]$ such that $\mathbb{P}$-a.s. $\int_0^T \|Az(t)\|_H dt < \infty$,

$$\sup_{t \in [0,T]} \mathbb{E}\|z(t)\|^2_H < \infty, \quad \mathbb{E}\int_0^T \|\Phi(t)\|^2_{\mathcal{L}(HS)(Q^{1/2}(\mathcal{H}); \mathcal{H})} dt < \infty$$

and we have for all $t \in [0,T]$ and $\mathbb{P}$-a.s.

$$z(t) = Z + \int_0^T [Az(s) + G(z(s), \Phi(s)) + g(s)] ds - \int_t^T \Phi(s) dW(s).$$

**Definition 3.108.** A pair of predictable processes \((z(t), \Phi(t))_{t \in [0,T]}\) with values in $\mathcal{H} \times \mathcal{L}(HS)(Q^{1/2}(\mathcal{H}); \mathcal{H})$ is called a **weak solution of system** \((3.50)\) if

$$\sup_{t \in [0,T]} \mathbb{E}\|z(t)\|^2_H < \infty, \quad \mathbb{E}\int_0^T \|\Phi(t)\|^2_{\mathcal{L}(HS)(Q^{1/2}(\mathcal{H}); \mathcal{H})} dt < \infty$$

and we have for every $\psi \in D(A^*)$, all $t \in [0,T]$ and $\mathbb{P}$-a.s.

$$\langle z(t), \psi \rangle_{\mathcal{H}} = Z + \int_0^T [\langle z(s), A^* \psi \rangle_{\mathcal{H}} + \langle G(z(s), \Phi(s)), \psi \rangle_{\mathcal{H}} + \langle g(s), \psi \rangle_{\mathcal{H}}] ds - \int_t^T \langle \Phi(s) dW(s), \psi \rangle_{\mathcal{H}}.$$

**Definition 3.109.** A pair of predictable processes \((z(t), \Phi(t))_{t \in [0,T]}\) with values in $\mathcal{H} \times \mathcal{L}(HS)(Q^{1/2}(\mathcal{H}); \mathcal{H})$ is called a **mild solution of system** \((3.50)\) if

$$\sup_{t \in [0,T]} \mathbb{E}\|z(t)\|^2_H < \infty, \quad \mathbb{E}\int_0^T \|\Phi(t)\|^2_{\mathcal{L}(HS)(Q^{1/2}(\mathcal{H}); \mathcal{H})} dt < \infty$$

and we have for all $t \in [0,T]$ and $\mathbb{P}$-a.s.

$$z(t) = e^{A(T-t)}Z + \int_0^T e^{A(s-t)}[G(z(s), \Phi(s)) + g(s)] ds - \int_t^T e^{A(s-t)}\Phi(s) dW(s).$$

The following theorem gives relationships between these solutions.

**Theorem 3.110 (Theorem 3.4,[1]).** If \((z(t), \Phi(t))_{t \in [0,T]}\) is a strong solution of system \((3.50)\), then it is a weak solution. The pair of processes \((z(t), \Phi(t))_{t \in [0,T]}\) is a weak solution of system \((3.50)\) if and only if it is a mild solution.

To obtain the converse of the previous theorem, additional assumptions are required.
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**Theorem 3.111.** (Theorem 4.1, [1]) Let \((z(t), \Phi(t))_{t \in [0,T]}\) be a weak solution of system (3.50). If \((z(t))_{t \in [0,T]}\) takes values in \(D(A)\) for almost all \(t \in [0,T]\) such that \(P\)-a.s. \(\int_0^T \|Az(t)\|_H dt < \infty\), then it is a strong solution.

Alternatively, one can give conditions on a mild solution to be a strong solution.

**Theorem 3.112.** Let \((z(t), \Phi(t))_{t \in [0,T]}\) be a mild solution of system (3.50). Suppose that
- \(Z\) is an \(D(A)\)-valued random variable and \((g(t))_{t \in [0,T]}\) take values in \(D(A)\) for almost all \(t \in [0,T]\);
- for all \(t \in (0, T]\) and every \(\Phi \in \mathcal{L}(HS_T(Q^{1/2}(H); H))\), we have \(e^{At}G(y, \Phi) \in D(A)\) and

\[
\|Ae^{At}G(z, \Phi)\|_H \leq h(t) \left[ \|z\|_H + \|\Phi\|_{\mathcal{L}(HS_T(Q^{1/2}(H); H))} \right],
\]

where \(h \in L^1([0, T])\).

Then \((z(t), \Phi(t))_{t \in [0,T]}\) is also a strong solution of system (3.50).

**Proof.** Since the process \((z(t))_{t \in [0,T]}\) is predictable, we get for all \(t \in [0, T]\) and \(P\)-a.s.

\[
z(t) = \mathbb{E} \left[ e^{AT-t} Z \mid F_t \right] + \mathbb{E} \left[ \int_t^T e^{A(s-t)} [G(z(s), \Phi(s)) + g(s)] ds \mid F_t \right].
\]

Using the assumptions, one can easily verify that the terms on the right hand side takes values in \(D(A)\). Thus, the process \((z(t))_{t \in [0,T]}\) takes values in \(D(A)\) such that

\[
\mathbb{E} \int_0^T \|Az(t)\|_H dt < \infty.
\]

Therefore, we can apply Theorem 3.111 and the claim follows.

**Remark 3.113.** Under stronger assumptions, the previous theorem was also proven in [1, Theorem 4.2].

Existence and uniqueness results of mild solution can be found in [52], Theorem 3.110 and Theorem 3.112 gives requirements such that unique weak solutions as well as unique strong solutions exists.
Chapter 4

Optimal Control of Uncertain Heat Distributions

In this chapter, we consider a control problem constrained by the stochastic heat equation with nonhomogeneous Neumann boundary conditions. Here, controls and noise terms are defined inside the domain as well as on the boundary. We first recall some well known facts of the deterministic unsteady heat equation with nonhomogeneous Neumann boundary conditions studied in [9]. The main idea is to reformulate this equation as an evolution equation in a suitable Hilbert space using the theory of fractional powers to closed operators provided in Section 2.3. This approach gives us a motivation how to involve noise terms inside the domain as well as on the boundary. The existence and uniqueness of a mild solution to the stochastic heat equation can be obtained using results shown in Section 3.4.1. Consequently, we are able to solve uniquely a linear quadratic control problem through a stochastic maximum principle, which gives us explicit formulas for the optimal controls. By a reformulation of these formulas, we finally obtain that the optimal controls satisfy a certain feedback law. Here, we mainly use the results shown in [5].

Throughout this chapter, let \((\Omega, \mathcal{F}, \mathbb{P})\) be a given complete probability space endowed with a normal filtration \((\mathcal{F}_t)_{t \geq 0}\).

4.1. Motivation

In this section, we introduce the deterministic unsteady heat equation with nonhomogeneous Neumann boundary data. For more details, see [9, Part IV]. Through a reformulation as an evolution equation, we get a motivation to involve noise terms in this equation. Let \(\mathcal{D} \subset \mathbb{R}^n, n \in \mathbb{N}\), be a bounded domain with \(C^\infty\) boundary \(\partial \mathcal{D}\) and let \(T > 0\). We introduce the following controlled partial differential equation with nonhomogeneous Neumann boundary data:

\[
\begin{align*}
\frac{\partial}{\partial t} y(t, x) &= \Delta y(t, x) + b(x) u(t, x) \quad \text{in (0, } T \text{) } \times \mathcal{D}, \\
y(0, x) &= \xi(x) \quad \text{in } \mathcal{D}, \\
\frac{\partial}{\partial \eta} y(t, x) &= v(t, x) \quad \text{on (0, } T \text{) } \times \partial \mathcal{D},
\end{align*}
\]

(4.1)

where \(y(t, x) \in \mathbb{R}\) is a heat distribution with initial value \(\xi(x) \in \mathbb{R}\), \(u(t, x) \in \mathbb{R}\) represents a distributed control and \(v(t, x) \in \mathbb{R}\) denotes the boundary control. The operator \(\Delta\) is the Laplace operator in \(L^2(\mathcal{D})\) and \(\eta\) represents the outward normal to \(\partial \mathcal{D}\).

**Remark 4.1.** In application, we often have

\[
b(x) = \begin{cases} 
1 & \text{if } x \in S \\
0 & \text{if } x \in \mathcal{D}\setminus S,
\end{cases}
\]

where \(S\) is a subset of \(\mathcal{D}\).
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Next, we state a solution to system (4.1). According to Section 2.5.1, we introduce the Neumann realization of the Laplace operator \( A : D(A) \subseteq L^2(\mathcal{D}) \to L^2(\mathcal{D}) \) by

\[
D(A) = \left\{ y \in H^2(\mathcal{D}) : \frac{\partial y}{\partial \eta} = 0 \text{ on } \partial \mathcal{D} \right\}, \quad Ay = \Delta y
\]

for every \( y \in D(A) \). By Theorem 2.57, the operator \( A : D(A) \subseteq L^2(\mathcal{D}) \to L^2(\mathcal{D}) \) is the generator of an analytic semigroup of contractions \( \{e^{At}\}_{t \geq 0} \). As discussed in the previous chapters, Theorem 2.55 is the main auxiliary result to involve nonhomogeneous boundary conditions. This theorem requires especially that 0 is an element of the resolvent set of \( A \), which does not hold due to Remark 2.55. However, the operator \( A - \lambda \) with \( \lambda > 0 \) is still the generator of an analytic semigroup \( \{e^{-\lambda t}e^{At}\}_{t \geq 0} \) such that fractional powers denoted by \((\lambda - A)^\alpha\) with \( \alpha \in \mathbb{R} \) are well defined. Moreover, we have \( 0 \in \rho(A - \lambda) \). For the convenience of the reader, we will give an overview of main properties of the operator \((\lambda - A)^\alpha\), which follows immediately from results stated in Section 2.3.

**Corollary 4.2.** We have

(i) for all \( \alpha > 0 \), the domain \( D((\lambda - A)^\alpha) \) equipped with the inner product

\[
\langle y, z \rangle_{D((\lambda - A)^\alpha)} = \langle (\lambda - A)^\alpha y, (\lambda - A)^\alpha z \rangle_{L^2(\mathcal{D})}
\]

for every \( y, z \in D((\lambda - A)^\alpha) \) becomes a Hilbert space;

(ii) \((\lambda - A)^{\alpha + \beta} y = (\lambda - A)^\alpha (\lambda - A)^\beta y \) for all \( \alpha, \beta \in \mathbb{R} \) and every \( y \in D((\lambda^\gamma)) \) with \( \gamma = \max\{\alpha, \beta, \alpha + \beta\} \);

(iii) \( \|y\|_{L^2(\mathcal{D})} \leq C\|y\|_{L^2(\mathcal{D})} \) for every \( y \in D((\lambda - A)^\alpha) \), where \( C > 0 \) is a constant;

(iv) \( e^{At} : L^2(\mathcal{D}) \to D((\lambda - A)^\alpha) \) for all \( t > 0 \) and all \( \alpha \in \mathbb{R} \);

(v) \((\lambda - A)^\alpha e^{At} y = e^{At} y \) for every \( y \in D((\lambda - A)^\alpha) \) and all \( \alpha \in \mathbb{R} \);

(vi) the operator \((\lambda - A)^\alpha e^{At} \) is linear and bounded for all \( t > 0 \) and all \( \alpha \in \mathbb{R} \). In addition, there exist constants \( M_\alpha, \delta > 0 \) such that for all \( t > 0 \) and all \( \alpha > 0 \)

\[
\|(\lambda - A)^\alpha e^{At}\|_{L^2(\mathcal{D})} \leq M_\alpha t^{-\alpha} e^{-\delta t};
\]

(vii) the operator \((\lambda - A)^\alpha\) is self-adjoint for all \( \alpha \in \mathbb{R} \).

Furthermore, we define the Neumann operator \( N : L^2(\partial \mathcal{D}) \to L^2(\mathcal{D}) \) by \( g = Nh \) with

\[
\Delta g(x) = \lambda g(x) \text{ in } \mathcal{D}, \quad \frac{\partial}{\partial \eta} g(x) = h(x) \text{ on } \partial \mathcal{D},
\]

where \( \lambda > 0 \) is introduced above. In [60, Chapter 2], the result \( N \in \mathcal{L}(L^2(\partial \mathcal{D}); H^{3/2}(\mathcal{D})) \) was proven. Due to Theorem 2.58, we can conclude \( N \in \mathcal{L}(L^2(\partial \mathcal{D}); D((\lambda - A)^\alpha)) \) if \( \alpha \in \left(0, \frac{1}{\lambda}\right) \) and by the closed graph theorem, we have \((\lambda - A)^\alpha N \in \mathcal{L}(L^2(\partial \mathcal{D}); L^2(\mathcal{D}))\). As shown in [9], we can rewrite system (4.1) in the following form:

\[
\left\{ \begin{array}{l}
\frac{d}{dt} y(t) = Ay(t) + Bu(t) + (\lambda - A)Nv(t), \\
y(0) = \xi,
\end{array} \right.
\]

where \( y(t)(x) = y(t, x), Bu(t)(x) = b(x)u(t, x) \) and \( v(t)(x) = v(t, x) \) are interpreted as abstract functions. For more details on abstract functions, we refer to [56, Section 3.4.1]. We note that the operator \( B \) is linear.
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and bounded on \(L^2(D)\). One can show that system \((4.2)\) has a unique solution \(y \in C([0,T];L^2(D))\) given by

\[
y(t) = e^{At} \xi + \int_0^t e^{A(t-s)} Bu(s) \, ds + \int_0^t (\lambda - A) e^{A(t-s)} N v(s) \, ds.
\]

**Remark 4.3.** In [9], the existence and uniqueness of the solution to system \((4.2)\) is proved for the special cases \(u = 0\) as well as \(v = 0\). Hence, the existence of a unique solution to system \((4.2)\) in the general setting follows immediately.

### 4.2. A Controlled Linear Stochastic Heat Equation

In this section, we introduce the stochastic heat equation and we show some basic properties. Motivated by Section 4.1, we use a mild solution to system \((4.3)\) in the sense of Definition 3.72 with \(\mathcal{H} = L^2(D)\) and \(\mathcal{H}_b = L^2(\partial D)\). As a consequence of Theorem 3.73, there exists a unique mild solution \((y(t))_{t \in [0,T]}\) of system \((4.3)\) for any \(\xi \in L^2(\Omega; L^2(D))\) and fixed controls \(u \in U\) and \(v \in V\). Hence, the process \((y(t))_{t \in [0,T]}\) takes values in \(L^2(D)\) such that

\[
\sup_{t \in [0,T]} \mathbb{E}\|y(t)\|^2_{L^2(D)} < \infty
\]
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and we have for all \( t \in [0,T] \) and \( \mathbb{P} \)-a.s.

\[
y(t) = e^{A t} \xi + \int_0^t e^{A(t-s)} B u(s) \, ds + \int_0^t (\lambda - A) e^{A(t-s)} N v(s) \, ds + \int_0^t e^{A(t-s)} G(s) \, dW(s) \\
+ \int_0^t (\lambda - A) e^{A(t-s)} N \, dW_2(s).
\] (4.4)

For the remaining part of this chapter, let the initial value \( \xi \in L^2(\Omega; L^2(D)) \) be fixed. To illustrate the dependence on the controls \( u \in U \) and \( v \in V \), we denote by \( (y(t; u, v))_{t \in [0,T]} \) the mild solution of system (4.3). We get the following properties.

**Lemma 4.4.** Let \( (y(t; u, v))_{t \in [0,T]} \) be the mild solution of system (4.3) corresponding to the controls \( u \in U \) and \( v \in V \). Then

(i) \( y(t; u, v) \) is affine linear in both \( u \in U \) and \( v \in V \) for all \( t \in [0,T] \) and \( \mathbb{P} \)-almost surely;

(ii) there exist constants \( c_1, c_2 > 0 \) such that for every \( u_1, u_2 \in U \) and every \( v_1, v_2 \in V \)

\[
\sup_{t \in [0,T]} \mathbb{E} \|y(t; u_1, v_1) - y(t; u_2, v_2)\|^2_{L^2(D)} \leq c_1 \mathbb{E} \int_0^T \|u_1(t) - u_2(t)\|^2_{L^2(D)} \, dt + c_2 \mathbb{E} \int_0^T \|v_1(t) - v_2(t)\|^2_{L^2(\partial D)} \, dt.
\]

**Proof.** The claim (i) is an immediate consequence of equation (4.4). It remains to prove (ii). Let \( u_1, u_2 \in U \) and \( v_1, v_2 \in V \) be arbitrary. Recall that \( B \in \mathcal{L}(L^2(D)) \) and \( N \in \mathcal{L}(L^2(\partial D); D((\lambda - A)^\alpha)) \) if \( \alpha \in (0, \frac{3}{2}) \). By definition, we get for all \( t \in [0,T] \) and \( \mathbb{P} \)-a.s.

\[
y(t; u_1, v_1) - y(t; u_2, v_2) = \int_0^t e^{A(t-s)} B[u_1(s) - u_2(s)] \, ds + \int_0^t (\lambda - A) e^{A(t-s)} N[v_1(s) - v_2(s)] \, ds.
\]

Using Corollary 4.2 and the Cauchy-Schwarz inequality, there exist constants \( c_1, c_2 > 0 \) such that for all \( \alpha \in (\frac{1}{2}, \frac{3}{2}) \)

\[
\sup_{t \in [0,T]} \mathbb{E} \|y(t; u_1, v_1) - y(t; u_2, v_2)\|^2_{L^2(D)} \\
\leq 2 \sup_{t \in [0,T]} \mathbb{E} \int_0^t \|e^{A(t-s)} B[u_1(s) - u_2(s)]\|^2_{L^2(D)} \, ds \\
+ 2 \sup_{t \in [0,T]} \mathbb{E} \left( \int_0^t \|e^{A(t-s)}(\lambda - A)^\alpha N[v_1(s) - v_2(s)]\|^2_{L^2(D)} \, ds \right)^2 \\
\leq c_1 \mathbb{E} \int_0^T \|u_1(t) - u_2(t)\|^2_{L^2(D)} \, dt + M_1^{1-\alpha} \sup_{t \in [0,T]} \mathbb{E} \int_0^t (t-s)^{\alpha-1} \|e^{A(t-s)} N[v_1(s) - v_2(s)]\|^2_{L^2(\partial D)} \, ds \,
\] 

which completes the proof.  
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4.3. A Tracking Problem of the Terminal Heat State

In this section, we introduce the control problem. We state necessary and sufficient optimality conditions, which we use to derive explicit formulas for the optimal controls. Let us introduce the cost functional $J: U \times V \to \mathbb{R}$ as follows:

$$ J(u, v) = \frac{1}{2} \mathbb{E} \|y(T; u, v) - y_d\|^2_{L^2(D)} + \frac{\kappa_1}{2} \mathbb{E} \int_0^T \|u(t)\|^2_{L^2(D)} dt + \frac{\kappa_2}{2} \mathbb{E} \int_0^T \|v(t)\|^2_{L^2(\partial D)} dt, \quad (4.5) $$

where $(y(t; u, v))_{t \in [0, T]}$ is the mild solution of system (4.3) corresponding to the controls $u \in U$ and $v \in V$. The function $y_d \in L^2(D)$ is a given desired state and $\kappa_1, \kappa_2 > 0$ are weights. The task is to find controls $\overline{u} \in U$ and $\overline{v} \in V$ such that

$$ J(\overline{u}, \overline{v}) = \inf_{u \in U, v \in V} J(u, v). \quad (4.6) $$

Then $\overline{u} \in U$ and $\overline{v} \in V$ are called optimal controls. The corresponding optimal state is denoted by $(\overline{y}(t))_{t \in [0, T]}$. Using Lemma 4.4 we can conclude that the cost functional $J$ is coercive, strictly convex and continuous in both $u \in U$ and $v \in V$. Hence, the control problem (4.6) is formulated as a convex optimization problem on the Hilbert space $U \times V$. By Corollary D.13 we get the existence and uniqueness of the optimal controls $\overline{u} \in U$ and $\overline{v} \in V$.

Note that the cost functional $J$ is partial Fréchet differentiable. Indeed, this results follows from the fact that $J$ is a sum of squared norms and Lemma 4.4. The partial Fréchet derivatives of $J$ can be obtained similarly to Remark D.6 and thus, we get

$$ d_u^F J(u, v)[\tilde{u}] = \mathbb{E} \int_0^T \langle y(T; u, v) - y_d, e^{A(T-t)} B \tilde{u}(t) \rangle_{L^2(D)} dt + \kappa_1 \mathbb{E} \int_0^T \langle u(t), \tilde{u}(t) \rangle_{L^2(D)} dt, \quad (4.7) $$

$$ d_v^F J(u, v)[\tilde{v}] = \mathbb{E} \int_0^T \langle y(T; u, v) - y_d, (\lambda - A)e^{A(T-t)} N \tilde{v}(t) \rangle_{L^2(D)} dt + \kappa_2 \mathbb{E} \int_0^T \langle v(t), \tilde{v}(t) \rangle_{L^2(\partial D)} dt, \quad (4.8) $$

where $\tilde{u} \in U$ and $\tilde{v} \in V$. Since the sets of admissible distributed controls $U$ and boundary controls $V$ are Hilbert spaces, we can apply Proposition D.14. Therefore, the optimal controls $\overline{u} \in U$ and $\overline{v} \in V$ satisfy the following necessary and sufficient optimality conditions:

$$ d_u^F J(\overline{u}, \overline{v})[\tilde{u}] = 0, \quad (4.9) $$

$$ d_v^F J(\overline{u}, \overline{v})[\tilde{v}] = 0 \quad (4.10) $$

for every $\tilde{u} \in U$ and every $\tilde{v} \in V$. In the remaining part of this section, we use these necessary and sufficient optimality conditions to derive explicit formulas for the optimal distributed control $\overline{u} \in U$ and the optimal boundary control $\overline{v} \in V$.

**Theorem 4.5.** Let the cost functional $J: U \times V \to \mathbb{R}$ be given by (4.5). Then the optimal distributed control $\overline{u} \in U$ satisfies for almost all $t \in [0, T]$ and $\mathbb{P}$-a.s.

$$ \overline{u}(t) = -\frac{1}{\kappa_1} B^* e^{A(T-t)} (\mathbb{E}[\overline{y}(T)|\mathcal{F}_t] - y_d), \quad (4.11) $$

where $B^* \in \mathcal{L}(L^2(D))$ denotes the adjoint operator of $B \in \mathcal{L}(L^2(D))$. 
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Proof. Since the operator $A$ is self-adjoint, the semigroup $(e^{At})_{t\geq 0}$ is self-adjoint as well. Using Fubini’s theorem and Proposition 3.10, we obtain for every $\tilde{u}\in U$

$$
\mathbb{E}\int_0^T \langle y(T;u,v) - y_d, e^{A(T-t)} B\tilde{u}(t) \rangle_{L^2(D)} dt = \mathbb{E}\int_0^T \mathbb{E}\left[ \langle y(T;u,v) - y_d, e^{A(T-t)} B\tilde{u}(t) \rangle_{L^2(D)} \big| \mathcal{F}_t \right] dt
$$

$$
= \mathbb{E}\int_0^T \mathbb{E}[y(T;u,v) | \mathcal{F}_t] - y_d, e^{A(T-t)} B\tilde{u}(t) \rangle_{L^2(D)} dt
$$

$$
= \mathbb{E}\int_0^T \langle B^* e^{A(T-t)} (\mathbb{E}[y(T;u,v) | \mathcal{F}_t] - y_d), \tilde{u}(t) \rangle_{L^2(D)} dt.
$$

By equation (4.7), we get

$$
d_u^T J(u,v)[\tilde{u}] = \mathbb{E}\int_0^T \langle B^* e^{A(T-t)} (\mathbb{E}[y(T;u,v) | \mathcal{F}_t] - y_d) + \kappa u(t), \tilde{u}(t) \rangle_{L^2(D)} dt.
$$

Using condition (4.4), the optimal distributed control $\pi \in U$ satisfies equation (4.11) for almost all $t \in [0,T]$ and $\mathbb{P}$-almost surely. \hfill \Box

Theorem 4.6. Let the cost functional $J: U \times V \to \mathbb{R}$ be given by (4.3). Then the optimal boundary control satisfies for almost all $t \in [0,T]$ and $\mathbb{P}$-a.s.

$$
\pi(t) = -\frac{1}{\kappa_2} G^*(\lambda - A)^{1-\alpha} e^{A(T-t)} \mathbb{E}[\pi(T)|\mathcal{F}_t] - y_d,
$$

(4.12)

where $G^* \in L(L^2(D); L^2(\partial D))$ denotes the adjoint operator of $G = (\lambda - A)^{1-\alpha} N \in L(L^2(D); L^2(D))$ with $\alpha \in (\frac{1}{2}, \frac{3}{2})$.

Proof. First, we prove the existence of an approximating sequence $(\tilde{y}_i(T;u,v))_{i \in \mathbb{N}} \subset L^2(\Omega; D(A))$ of the random variable $y(T;u,v) - y_d \in L^2(\Omega; L^2(D))$ for fixed controls $u \in U$ and $v \in V$. Let $z$ be a $L^2(D)$-valued simple random variable, i.e. there exist functions $f_j \in L^2(D)$ for $j = 1, 2, ..., N$ such that $\mathbb{P}$-a.s.

$$
z = \sum_{j=1}^N f_j \mathbb{1}_{A_j},
$$

where $\mathbb{1}_{A_j}$ denotes the indicator function of $A_j \in \mathcal{F}$. Since $D(A)$ is dense in $L^2(D)$, there exists a sequence $(f^*_j)_{j \in \mathbb{N}} \subset D(A)$ for each $j \in \{1, 2, ..., N\}$ such that

$$
\lim_{i \to \infty} \|f_j - f^*_j\|_{L^2(D)} = 0.
$$

We set $\mathbb{P}$-a.s. $z_i = \sum_{j=1}^N f^*_j \mathbb{1}_{A_j}$. Then we obtain

$$
\lim_{i \to \infty} \mathbb{E}\|z - z_i\|_{L^2(D)}^2 = 0.
$$

Furthermore, it is well known that every random variable with values in $L^2(D)$ can be approximated by a sequence of $L^2(D)$-valued simple random variables. Therefore, for $y(T;u,v) - y_d \in L^2(\Omega; L^2(D))$, there exists a sequence $(\tilde{y}_i(T;u,v))_{i \in \mathbb{N}} \subset L^2(\Omega; D(A))$ such that for fixed controls $u \in U$ and $v \in V$

$$
\lim_{i \to \infty} \mathbb{E}\|y(T;u,v) - y_d - \tilde{y}_i(T;u,v)\|_{L^2(D)}^2 = 0.  \quad (4.13)
$$
Recall that the semigroup \((e^{At})_{t \geq 0}\) is self-adjoint. Using Fubini’s theorem and Corollary 4.2, we have for every \(\tilde{v} \in V\) and each \(i \in \mathbb{N}\)

\[
\mathbb{E} \int_0^T \left\langle \tilde{y}_i(T; u, v), (\lambda - A) e^{A(T-t)} N \tilde{v}(t) \right\rangle_{L^2(\mathcal{D})} dt \\
= \int_0^T \mathbb{E} \left[ \left\langle \tilde{y}_i(T; u, v), (\lambda - A)^{1-\alpha} e^{A(T-t)} (\lambda - A)^{\alpha} N \tilde{v}(t) \right\rangle_{L^2(\mathcal{D})} \right] dt \\
= \int_0^T \mathbb{E} \left[ \mathbb{E} \left[ \tilde{y}_i(T; u, v), (\lambda - A)^{1-\alpha} e^{A(T-t)} \mathcal{G} \tilde{v}(t) \right]_{L^2(\mathcal{D})} \right] dt \\
= \mathbb{E} \int_0^T \mathbb{E} \left[ \tilde{y}_i(T; u, v) \mathcal{F}_t \right]_{L^2(\mathcal{D})} dt \\
= \mathbb{E} \int_0^T \mathbb{E} \left[ e^{A(T-t)} (\lambda - A)^{1-\alpha} \mathbb{E} \left[ \tilde{y}_i(T; u, v) \mathcal{F}_t \right] \mathcal{G} \tilde{v}(t) \right]_{L^2(\mathcal{D})} dt \\
= \mathbb{E} \int_0^T \mathbb{E} \left[ \mathcal{G}^* (\lambda - A)^{1-\alpha} e^{A(T-t)} \mathbb{E} \left[ \tilde{y}_i(T; u, v) \mathcal{F}_t \right] \tilde{v}(t) \right]_{L^2(\mathcal{D})} dt.
\]

Next, let the operator \(\mathcal{M}(t): L^2(\mathcal{D}) \to L^2(\mathcal{D})\) be defined by

\[
\mathcal{M}(t) = \mathcal{G}^* (\lambda - A)^{1-\alpha} e^{A(T-t)}
\]

for all \(t \in (0, T]\). Since the operator \(\mathcal{G}^*: L^2(\mathcal{D}) \to L^2(\mathcal{D})\) is linear and bounded and using Corollary 4.2, (iv) and (vi), the operator \(\mathcal{M}(t)\) is linear and there exists a constant \(C > 0\) such that for all \(t \in (0, T]\) and every \(g \in L^2(\mathcal{D})\)

\[
\|\mathcal{M}(t)g\|_{L^2(\mathcal{D})} \leq CM_{t-\alpha} (T-t)^{\alpha-1} \|g\|_{L^2(\mathcal{D})},
\]

(4.14)

By inequality (4.14), Fubini’s theorem and Proposition 3.16, we obtain for every \(u \in U\), every \(v \in V\) and each \(i \in \mathbb{N}\)

\[
\mathbb{E} \int_0^T \|\mathcal{M}(t) (\mathbb{E} \left[ y(T; u, v) \mathcal{F}_t \right] - y_d) - \mathcal{M}(t) \mathbb{E} \left[ \tilde{y}_i(T; u, v) \mathcal{F}_t \right] \|^2_{L^2(\mathcal{D})} dt \\
\leq C^2 M_{t-\alpha} \mathbb{E} \int_0^T (T-t)^{2\alpha-2} \| \mathbb{E} \left[ y(T; u, v) \mathcal{F}_t \right] - y_d - \mathbb{E} \left[ \tilde{y}_i(T; u, v) \mathcal{F}_t \right] \|^2_{L^2(\mathcal{D})} dt \\
\leq C^2 M_{t-\alpha} \int_0^T (T-t)^{2\alpha-2} \mathbb{E} \left[ \|y(T; u, v) - \tilde{y}_i(T; u, v)\|^2_{L^2(\mathcal{D})} \right] dt \\
= \frac{C^2 M_{t-\alpha} (T^{2\alpha-1} - 1)}{2\alpha - 1} \mathbb{E} \|y(T; u, v) - \tilde{y}_i(T; u, v)\|^2_{L^2(\mathcal{D})}.
\]

Due to equation (4.13), we can conclude that for fixed controls \(u \in U\) and \(v \in V\)

\[
\lim_{i \to \infty} \mathbb{E} \int_0^T \|\mathcal{M}(t) (\mathbb{E} \left[ y(T; u, v) \mathcal{F}_t \right] - y_d) - \mathcal{M}(t) \mathbb{E} \left[ \tilde{y}_i(T; u, v) \mathcal{F}_t \right] \|_{L^2(\mathcal{D})} dt = 0.
\]
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Therefore, we have for fixed controls \( u \in U \), fixed \( v \in V \) and every \( \tilde{v} \in V \)
\[
\mathbb{E} \int_0^T \langle y(T; u, v) - y_d, (\lambda - A) e^{A(T-t)} N \tilde{v}(t) \rangle_{L^2(D)} \, dt = \lim_{i \to \infty} \mathbb{E} \int_0^T \langle \tilde{y}_i(T; u, v), (\lambda - A) e^{A(T-t)} N \tilde{v}(t) \rangle_{L^2(D)} \, dt
\]
\[
= \lim_{i \to \infty} \mathbb{E} \int_0^T \langle M(t) \mathbb{E} [\tilde{y}_i(T; u, v) | F_t], \tilde{v}(t) \rangle_{L^2(\partial D)} \, dt
\]
\[
= \mathbb{E} \int_0^T \langle M(t) (\mathbb{E} [y(T; u, v) | F_t] - y_d), \tilde{v}(t) \rangle_{L^2(\partial D)} \, dt.
\]

Using equation (4.8), we find for every \( \tilde{v} \in V \)
\[
d_v J(u, v)[\tilde{v}] = \mathbb{E} \int_0^T \langle M(t) (\mathbb{E} [y(T; u, v) | F_t] - y_d) + \kappa_2 v(t), \tilde{v}(t) \rangle_{L^2(\partial D)} \, dt.
\]

Applying condition (4.10), we can infer that the optimal boundary control satisfies for almost all \( t \in [0, T] \) and \( \mathbb{P} \)-a.s.
\[
\bar{\pi}(t) = -\frac{1}{\kappa_2} M(t) (\mathbb{E} [\mathbb{G}(T) | F_t] - y_d).
\]

This implies equation (4.12) and proves the theorem.

Due to the previous theorem, we will always assume that \( \alpha \in (\frac{1}{2}, \frac{3}{4}) \).

**Remark 4.7.** Note that the previous results can be easily obtained if system (4.3) is driven by a square integrable Lévy martingales as introduced in Section 3.3.

4.4. Design of a Feedback Law

Based on Theorem 4.3 and Theorem 4.6, the optimal controls can be determined by calculating \( \mathbb{E} [\mathbb{G}(T) | F_t] \).

Since this leads to serious problems in applications, we avoid the calculation of the conditional expectation by using the martingale representation theorem according to Theorem 3.8. Here, we assume that the Q-Wiener processes \( (W(t))_{t \geq 0} \) and \( (W_b(t))_{t \geq 0} \) are independent. First, we apply Proposition 3.4 to obtain series expansions of the Q-Wiener processes \( (W(t))_{t \geq 0} \) and \( (W_b(t))_{t \geq 0} \). Let \( (u_k)_{k \in \mathbb{N}} \) be an orthonormal basis in \( L^2(D) \). For arbitrary \( t \geq 0 \), we have the following expansions:
\[
W(t) = \sum_{k=1}^{\infty} \sqrt{\lambda_k} w_k(t) u_k,
\]
where \( (w_k(t))_{t \geq 0}, k \in \mathbb{N} \), are mutually independent real-valued Brownian motions and the sequence of nonnegative real numbers \( (\lambda_k)_{k \in \mathbb{N}} \) satisfies \( Q u_k = \lambda_k u_k \) for each \( k \in \mathbb{N} \). Similarly, let \( (u_k^b)_{k \in \mathbb{N}} \) be an orthonormal basis in \( L^2(\partial D) \). For arbitrary \( t \geq 0 \), we have the following expansions:
\[
W_b(t) = \sum_{k=1}^{\infty} \sqrt{\lambda_k^b} u_k^b(t) u_k^b,
\]
where \( (u_k^b(t))_{t \geq 0}, k \in \mathbb{N} \), are mutually independent real-valued Brownian motions and the sequence of nonnegative real numbers \( (\lambda_k^b)_{k \in \mathbb{N}} \) satisfies \( Q_b u_k^b = \lambda_k^b u_k^b \) for each \( k \in \mathbb{N} \). On the probability space
As a consequence of Theorem 3.86, there exist predictable processes \( \Phi(\cdot) \) for all \( \Omega \) in the remaining part of this section, we reformulate the process \((\Omega, F, \mathbb{P})\), we assume that the filtration \((F_t)_{t \geq 0}\) is given by \( F_t = \sigma \{ F^1_t \cup F^2_t \} \) for all \( t \geq 0 \), where \( F^1_t = \sigma \{ \bigcup_{k=1}^{\infty} \sigma \{ w_k(s) : 0 \leq s \leq t \} \} \) and \( F^2_t = \sigma \{ \bigcup_{k=1}^{\infty} \sigma \{ u_k(s) : 0 \leq s \leq t \} \} \) for all \( t \geq 0 \). Moreover, \( t = F_T \). Obviously, the process \((\mathbb{E} [ \mathbb{F}(T) ] \mathbb{F}_t)_{t \in [0, T]}\) is a continuous square integrable \( F_t \)-martingale. As a consequence of Theorem 3.86, there exist predictable processes \((\Phi(t))_{t \in [0, T]}\) and \((\Phi_b(t))_{t \in [0, T]}\) with values in \( \mathcal{L}(\mathcal{H}) \left( Q^{1/2} (L^2(D)) ; L^2(D) \right) \) and \( \mathcal{L}(\mathcal{H}) \left( Q^{1/2}_b (L^2(\partial D)) ; L^2(D) \right) \), respectively, such that

\[
\begin{align*}
\mathbb{E} \left[ \int_0^T \| \Phi(t) \|^2_{\mathcal{L}(\mathcal{H}) \left( Q^{1/2} (L^2(D)) ; L^2(D) \right)} \, dt \right] < \infty, \\
\mathbb{E} \left[ \int_0^T \| \Phi_b(t) \|^2_{\mathcal{L}(\mathcal{H}) \left( Q^{1/2}_b (L^2(\partial D)) ; L^2(D) \right)} \, dt \right] < \infty
\end{align*}
\]

and we have for all \( t \in [0, T] \) and \( \mathbb{P} \)-a.s.

\[
\mathbb{E} [ \mathbb{F}(T) ] \mathbb{F}_t = \mathbb{E} [ \mathbb{F}(T) ] + \int_0^t \Phi(s) \, dW(s) + \int_0^t \Phi_b(s) \, dW_b(s).
\]

(4.15)

**Remark 4.8.** From the proof of Theorem 3.86, we can easily obtain that the representation (4.15) holds. Especially, it is necessary to assume that the \( Q \)-Wiener processes \((W(t))_{t \geq 0}\) and \((W_b(t))_{t \geq 0}\) are independent.

Let the process \((q(t))_{t \in [0, T]}\) satisfy for all \( t \in [0, T] \) and \( \mathbb{P} \)-a.s.

\[
q(t) = e^{A(T-t)} (\mathbb{E} [ \mathbb{F}(T) ] \mathbb{F}_t) - y_d.
\]

Next, we introduce the adjoint state \((p(t))_{t \in [0, T]}\) satisfying for all \( t \in [0, T] \) and \( \mathbb{P} \)-a.s.

\[
p(t) = e^{A(T-t)} (\mathbb{F}(T) - y_d) - \int_t^T e^{A(s-t)} \Phi(T)(s) \, dW(s) - \int_t^T e^{A(s-t)} \Phi_b(T)(s) \, dW_b(s),
\]

where \( \Phi(T)(s) = e^{A(T-s)} \Phi(s) \) and \( \Phi_b(T)(s) = e^{A(T-s)} \Phi_b(s) \). Then we obtain for all \( t \in [0, T] \) and \( \mathbb{P} \)-a.s.

\[
q(t) = \mathbb{E} [ p(t) ] \mathbb{F}_t
\]

(4.17)

and by equation (4.11) and equation (4.12), the optimal controls \( \varpi \in U \) and \( \varphi \in V \) satisfy for almost all \( t \in [0, T] \) and \( \mathbb{P} \)-a.s.

\[
\begin{align*}
\varpi(t) &= -\frac{1}{\kappa_1} B^* q(t), \\
\varphi(t) &= -\frac{1}{\kappa_2} G^*(\lambda - A)^{1-\alpha} q(t).
\end{align*}
\]

(4.18)

(4.19)

In the remaining part of this section, we reformulate the process \((q(t))_{t \in [0, T]}\) to obtain a feedback law of the optimal controls. Therefor, we introduce the function \( \mathcal{P} : [0, T] \rightarrow \mathcal{L}(L^2(D)) \), which fulfills the following Riccati equation:

\[
\begin{align*}
\frac{d}{dt} \mathcal{P}(t) &= A \mathcal{P}(t) + \mathcal{P}(t) A - \frac{1}{\kappa_1} \mathcal{P}(t) B B^* \mathcal{P}(t) - \frac{1}{\kappa_2} \mathcal{H}^*(t) \mathcal{G} \mathcal{G}^* \mathcal{H}(t), \\
\mathcal{P}(T) &= I,
\end{align*}
\]

(4.20)

where \( \mathcal{H}(t) = (\lambda - A)^{1-\alpha} \mathcal{P}(t) \) and \( I \) is the identity operator on \( L^2(D) \).
Remark 4.11. Recall that a result can be easily obtained. Since equation (4.20) is a generalization of these special cases, an existence and uniqueness integral equation for

\[ P(t)h = e^{A(T-t)}e^{A(T-t)}h - \frac{1}{\kappa_1} \int_t^T e^{A(s-t)}P(s)BB^*P(s)e^{A(s-t)}h \, ds \]

\[-\frac{1}{\kappa_2} \int_t^T e^{A(s-t)}H^*(s)GG^*H(s)e^{A(s-t)}h \, ds. \]  

(4.21)

Remark 4.10. In [9, Part IV], the existence and uniqueness of mild solutions to the Riccati equations

\[
\begin{cases}
\frac{d}{dt}P(t) = AP(t) + P(t)A - P(t)BB^*P(t), \\
P(T) = I
\end{cases}
\]

and

\[
\begin{cases}
\frac{d}{dt}P(t) = AP(t) + P(t)A - H^*(t)GG^*H(t), \\
P(T) = I
\end{cases}
\]

are proved. Since equation (4.20) is a generalization of these special cases, an existence and uniqueness result can be easily obtained.

In the following remark, we state some important properties of the function \( P : [0, T] \to \mathcal{L}(L^2(D)) \).

Remark 4.11. Recall that \( \alpha \in \left(\frac{1}{2}, \frac{3}{4}\right) \). According to [9, Part IV], we have

- \( P(t)h \in D((\lambda - A)^{1-\alpha}) \) for every \( h \in L^2(D) \) and all \( t \in [0, T] \);
- \( t \mapsto (\lambda - A)^{1-\alpha}P(t) \) is a continuous function from \( [0, T] \) into \( \mathcal{L}(L^2(D)) \);
- \( P(t) \in \mathcal{L}(L^2(D)) \) is self-adjoint for all \( t \in [0, T] \).

Lemma 4.12. Let \( P : [0, T] \to \mathcal{L}(L^2(D)) \) be the mild solution of system (4.20). If \( z \in D((\lambda - A)^{1-\alpha}) \), then we have for all \( t \in [0, T] \)

\[ P(t)(\lambda - A)^{1-\alpha}z = (\lambda - A)^{1-\alpha}P(t)z. \]

Proof. The claim follows immediately from Corollary 4.2 (vii) and the fact that \( P(t) \) is self-adjoint for all \( t \in [0, T] \).

Next, we introduce the function \( a : [0, T] \to D((\lambda - A)^{1-\alpha}) \) satisfying the following deterministic backward integral equation for \( t \in [0, T] \):

\[ a(t) = \int_t^T e^{A(s-t)} \left( -\frac{1}{\kappa_1}P(s)BB^* - \frac{1}{\kappa_2}H^*(s)GG^*(\lambda - A)^{1-\alpha} \right)a(s) \, ds - e^{A(T-t)}y_d. \]  

(4.22)

We have the following existence and uniqueness result.

Theorem 4.13. There exists a unique solution \( a : [0, T] \to (\lambda - A)^{1-\alpha} \) of equation (4.22) such that

\[ \int_0^T \|a(t)\|^2_{D((\lambda - A)^{1-\alpha})} \, dt < \infty. \]
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Proof. For all \( t \in [0, T] \), let us introduce the operator \( \mathcal{M}(t) : D((\lambda - A)^{1 - \alpha}) \to L^2(\mathcal{D}) \) defined by

\[
\mathcal{M}(t) = -\frac{1}{\kappa_1} \mathcal{P}(t) BB^* - \frac{1}{\kappa_2} \mathcal{H}(t) \mathcal{G}^*(\lambda - A)^{1 - \alpha}.
\]

Then clearly \( \mathcal{M}(t) \) is linear and closed for all \( t \in [0, T] \). Recall that the operators \( \mathcal{P}(t), B, \mathcal{H}(t) \) and \( \mathcal{G} \) are linear and bounded on \( L^2(\mathcal{D}) \) for all \( t \in [0, T] \). By Corollary 4.2 (iii), there exists a constant \( c > 0 \) such that for all \( t \in [0, T] \) and every \( y \in D((\lambda - A)^{1 - \alpha}) \)

\[
\|\mathcal{M}(t)y\|_{L^2(\mathcal{D})} \leq \frac{1}{\kappa_1} \|\mathcal{P}(t) BB^*y\|_{L^2(\mathcal{D})} + \frac{1}{\kappa_2} \|\mathcal{H}^*(t) \mathcal{G}^*(\lambda - A)^{1 - \alpha}y\|_{L^2(\mathcal{D})} \leq c\|((\lambda - A)^{1 - \alpha}y\|_{L^2(\mathcal{D})}. \tag{4.23}
\]

Next, we define for \( t \in [0, T] \)

\[
\mathcal{J}(\tilde{a})(t) = \int_0^T e^{A(s-t)} \mathcal{M}(s) \tilde{a}(s) \, ds - e^{A(T-t)} y_d.
\]

Let \( T_1 \in [0, T) \). We have that \( \mathcal{J} \) maps \( L^2([T_1, T]; D((\lambda - A)^{1 - \alpha})) \) into itself, which follows immediately from Proposition B.9, Corollary 4.2, inequality (4.23) and Young’s inequality for convolutions. Indeed, we obtain

\[
\int_{T_1}^T \|\mathcal{J}(\tilde{a})(t)\|_{D((\lambda - A)^{1 - \alpha})}^2 \, dt
\]

\[
\leq 2 \int_{T_1}^T \left( \int_t^T \left\| (\lambda - A)^{1 - \alpha} e^{A(s-t)} \mathcal{M}(s) \tilde{a}(s) \right\|_{L^2(\mathcal{D})} \, ds \right)^2 \, dt + 2 \int_{T_1}^T \left\| (\lambda - A)^{1 - \alpha} e^{A(T-t)} y_d \right\|_{L^2(\mathcal{D})}^2 \, dt
\]

\[
\leq 2M_1^{2-\alpha} \int_{T_1}^T \left( \int_t^T (s-t)^{\alpha-1} \left\| \mathcal{M}(s) \tilde{a}(s) \right\|_{L^2(\mathcal{D})} \, ds \right)^2 \, dt + \int_{T_1}^T (T-t)^{2\alpha-2} dt \left\| y_d \right\|_{L^2(\mathcal{D})}^2
\]

\[
\leq 2M_1^{2-\alpha} \left[ \frac{e^2(T-T_1)^\alpha}{\alpha} \int_{T_1}^T \|\tilde{a}(t)\|_{D((\lambda - A)^{1 - \alpha})}^2 \, dt + \frac{(T-T_1)^{2\alpha-1}}{2\alpha-1} \left\| y_d \right\|_{L^2(\mathcal{D})}^2 \right].
\]

Next, we show that \( \mathcal{J} \) is a contraction on \( L^2([T_1, T]; D((\lambda - A)^{1 - \alpha})) \). Let \( \tilde{a}_1, \tilde{a}_2 \in L^2([T_1, T]; D((\lambda - A)^{1 - \alpha})) \). Similar as above, we get

\[
\int_{T_1}^T \|\mathcal{J}(\tilde{a}_1)(t) - \mathcal{J}(\tilde{a}_2)(t)\|_{D((\lambda - A)^{1 - \alpha})}^2 \, dt
\]

\[
\leq \frac{M_1^2 (T-T_1)^\alpha}{\alpha} \int_{T_1}^T \|\tilde{a}_1(t) - \tilde{a}_2(t)\|_{D((\lambda - A)^{1 - \alpha})}^2 \, dt.
\]

We choose \( T_1 \in [0, T) \) such that \( \frac{M_1^2 (T-T_1)^\alpha}{\alpha} < 1 \). Applying the Banach fixed point theorem, we get a unique element \( a \in L^2([T_1, T]; D((\lambda - A)^{1 - \alpha})) \) such that \( \mathcal{J}(a)(t) = a(t) \) for \( t \in [T_1, T] \). Next, we consider for \( t \in [0, T] \)

\[
\mathcal{J}(\tilde{a})(t) = e^{A(T-t)} a(T_1) + \int_t^T e^{A(s-t)} \mathcal{M}(s) \tilde{a}(s) \, ds.
\]
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Again, we find $T_2 \in [0, T_1]$ such that there exists a unique fixed point of $\mathcal{J}$ on $L^2([T_2, T_1]; D((\lambda - A)^{1-\alpha}))$. By continuing the method, we get the existence and uniqueness of a function $a: [0, T] \rightarrow (\lambda - A)^{1-\alpha}$ satisfying $\mathcal{J}(a)(t) = a(t)$ for $t \in [0, T]$.

This enables us to prove the following representation theorem, where we closely relate to the proof of [21, Theorem 7.8].

**Theorem 4.14.** Let the process $(q(t))_{t \in [0, T]}$ be given by (4.17). Then we have for all $t \in [0, T]$ and $\mathbb{P}$-a.s.

$$
q(t) = \mathcal{P}(t)\tilde{g}(t) + \alpha(t),
$$

(4.24)

where $\mathcal{P}: [0, T] \rightarrow \mathcal{L}(L^2(\mathcal{D}))$ is the mild solution of system (4.20) and $\alpha: [0, T] \rightarrow D((\lambda - A)^{1-\alpha})$ is the unique solution of equation (4.22).

**Proof.** Let $t \in [0, T]$ be arbitrary. Substituting equations (4.18) and (4.19) in equation (4.4), we find for all $s \in [t, T]$ and $\mathbb{P}$-a.s.

$$
\tilde{g}(s) = e^{A(s-t)}\tilde{g}(t) - \frac{1}{\kappa_1} \int_t^s e^{A(s-r)}BB^*q(r) \, dr - \frac{1}{\kappa_2} \int_t^s (\lambda - A)^{1-\alpha}e^{A(s-r)}GG^*(\lambda - A)^{1-\alpha}q(r) \, dr
$$

$$
+ \int_t^s e^{A(s-r)}G(r) \, dW(r) + \int_t^s (\lambda - A)e^{A(s-r)}N \, dW_b(r).
$$

Next, we define for all $r \in [t, T]$ and $\mathbb{P}$-a.s.

$$
\tilde{q}(r) = \mathbb{E}[p(r)|\mathcal{F}_t].
$$

(4.25)

Then by equation (4.17), we get $\mathbb{P}$-a.s. $q(t) = \tilde{q}(t)$ and

$$
\mathbb{E}[q(r)|\mathcal{F}_t] = \mathbb{E}[\mathbb{E}[p(r)|\mathcal{F}_t]|\mathcal{F}_t] = \mathbb{E}[p(r)|\mathcal{F}_t] = \tilde{q}(r)
$$

resulting from Proposition 3.16. Thus, we have for all $s \in [t, T]$ and $\mathbb{P}$-a.s.

$$
\mathbb{E}[^{\mathcal{F}_t}g(s)|\mathcal{F}_t] = e^{A(s-t)}\tilde{g}(t) - \frac{1}{\kappa_1} \int_t^s e^{A(s-r)}BB^*q(r) \, dr - \frac{1}{\kappa_2} \int_t^s (\lambda - A)^{1-\alpha}e^{A(s-r)}GG^*(\lambda - A)^{1-\alpha}q(r) \, dr.
$$

(4.26)

Using equation (4.16) and Corollary 4.2, we obtain $\mathbb{P}$-a.s.

$$
q(t) = e^{A(T-t)}e^{A(T-t)}\tilde{g}(t) - \frac{1}{\kappa_1} \int_t^T e^{A(T-r)}e^{A(T-s)}BB^*\tilde{q}(s) \, ds
$$

$$
- \frac{1}{\kappa_2} \int_t^T (\lambda - A)^{1-\alpha}e^{A(T-r)}e^{A(T-s)}GG^*(\lambda - A)^{1-\alpha}\tilde{q}(s) \, ds - e^{A(T-t)}y_d.
$$

By equation (4.21) with $h = \tilde{g}(t)$, we find $\mathbb{P}$-a.s.

$$
q(t) = \mathcal{P}(t)\tilde{g}(t) - e^{A(T-t)}y_d + \frac{1}{\kappa_1} \int_t^T \left[e^{A(s-t)}\mathcal{P}(s)BB^*\mathcal{P}(s)e^{A(s-t)}\tilde{g}(t) - e^{A(T-t)}e^{A(T-s)}BB^*\tilde{q}(s)\right] \, ds
$$

$$
+ \frac{1}{\kappa_2} \int_t^T e^{A(s-t)}\mathcal{H}^*(s)GG^*(\lambda - A)^{1-\alpha}\tilde{q}(s) \, ds - \frac{1}{\kappa_2} \int_t^T (\lambda - A)^{1-\alpha}e^{A(T-t)}e^{A(T-s)}GG^*(\lambda - A)^{1-\alpha}\tilde{q}(s) \, ds
$$

$$
= \mathcal{P}(t)\tilde{g}(t) - e^{A(T-t)}y_d + \mathcal{I}_1(t) + \mathcal{I}_2(t),
$$

(4.27)
By Fubini’s theorem, we have
\[ P \]
Using again equation (4.21) with \( h = BB^*\tilde{q}(s) \), we get \( P \text{-a.s.} \)
\[ I_1(t) = \frac{1}{\kappa_1} \int_t^T e^{A(s-t)}\mathcal{P}(s)BB^*\mathcal{P}(s)e^{A(s-t)}\varphi(t) - e^{A(T-t)}e^{A(T-s)}BB^*\tilde{q}(s) \, ds, \]
\[ I_2(t) = \frac{1}{\kappa_2} \int_t^T e^{A(s-t)}\mathcal{H}^*(s)\mathcal{G}^*\mathcal{H}(s)e^{A(s-t)}\varphi(t) \, ds \]
\[ - \frac{1}{\kappa_2} \int_t^T (\lambda - A)^{1-\alpha}e^{A(T-t)}e^{A(T-s)}\mathcal{G}^*(\lambda - A)^{1-\alpha}\tilde{q}(s) \, ds. \]

Using again equation (4.21) with \( h = BB^*\tilde{q}(s) \), we get \( P \text{-a.s.} \)
\[ I_1(t) = \frac{1}{\kappa_1} \int_t^T e^{A(s-t)}\mathcal{P}(s)BB^*\left[\mathcal{P}(s)e^{A(s-t)}\varphi(t) - \tilde{q}(s)\right] \, ds \]
\[ - \frac{1}{\kappa_2} \int_t^T \int_s^T e^{A(r-t)}\mathcal{P}(r)BB^*\mathcal{P}(r)e^{A(r-s)}BB^*\tilde{q}(s) \, dr \, ds \]
\[ - \frac{1}{\kappa_1\kappa_2} \int_t^T \int_s^T e^{A(r-t)}\mathcal{H}^*(r)\mathcal{G}^*\mathcal{H}(r)e^{A(r-s)}BB^*\tilde{q}(s) \, dr \, ds. \]

By Fubini’s theorem, we have \( P \text{-a.s.} \)
\[ I_1(t) = \frac{1}{\kappa_1} \int_t^T e^{A(s-t)}\mathcal{P}(s)BB^*\left[\mathcal{P}(s)e^{A(s-t)}\varphi(t) - \tilde{q}(s)\right] \, ds \]
\[ - \frac{1}{\kappa_1} \int_t^T e^{A(r-t)}\mathcal{P}(r)BB^*\mathcal{P}(r) \int_t^r e^{A(r-s)}BB^*\tilde{q}(s) \, ds \, dr \]
\[ - \frac{1}{\kappa_1\kappa_2} \int_t^T \int_s^T e^{A(r-t)}\mathcal{H}^*(r)\mathcal{G}^*\mathcal{H}(r) \int_t^r e^{A(r-s)}BB^*\tilde{q}(s) \, ds \, dr. \]

Through interchanging the integration variables in the last two integrals, we find \( P \text{-a.s.} \)
\[ I_1(t) = \frac{1}{\kappa_1} \int_t^T e^{A(s-t)}\mathcal{P}(s)BB^*\left[\mathcal{P}(s)e^{A(s-t)}\varphi(t) - \tilde{q}(s)\right] \, ds \]
\[ - \frac{1}{\kappa_1} \int_t^T e^{A(s-t)}\mathcal{P}(s) \int_t^s e^{A(s-r)}BB^*\tilde{q}(r) \, dr \, ds \]
\[ - \frac{1}{\kappa_1\kappa_2} \int_t^T \int_s^T e^{A(s-t)}\mathcal{H}^*(s)\mathcal{G}^*\mathcal{H}(s) \int_t^s e^{A(s-r)}BB^*\tilde{q}(r) \, dr \, ds. \]  
(4.28)

Next, we reformulate \( I_2(t) \). Corollary 4.2, Proposition 4.9 and equation (4.21) with \( h = \tilde{z} \) for an arbitrary
Applying equation (4.21) with $h$, due to the fact that

$$
\tilde{z} \in D((\lambda - A)^{1-\alpha}) \text{ yields for all } s \in [t, T]
$$

\[
(\lambda - A)^{1-\alpha} e^{A(T-s)} e^{A(T-s)} \tilde{z} = (\lambda - A)^{1-\alpha} \mathcal{P}(s) \tilde{z} + \frac{1}{\kappa_1} \int_s^T (\lambda - A)^{1-\alpha} e^{A(r-s)} \mathcal{P}(r) BB^* \mathcal{P}(r) e^{A(r-s)} \tilde{z} dr + \frac{1}{\kappa_2} \int_s^T (\lambda - A)^{1-\alpha} e^{A(r-s)} \mathcal{H}^*(r) \mathcal{G} \mathcal{G}^* \mathcal{H}(r) e^{A(r-s)} \tilde{z} dr.
\]

Similarly, by using additionally Lemma 4.12, we obtain for all $s \in [t, T]$

\[
e^{A(T-s)} e^{A(T-s)} (\lambda - A)^{1-\alpha} \tilde{z} = (\lambda - A)^{1-\alpha} \mathcal{P}(s) \tilde{z} + \frac{1}{\kappa_1} \int_s^T e^{A(r-s)} \mathcal{P}(r) BB^* \mathcal{P}(r) (\lambda - A)^{1-\alpha} e^{A(r-s)} \tilde{z} dr + \frac{1}{\kappa_2} \int_s^T e^{A(r-s)} \mathcal{H}^*(r) \mathcal{G} \mathcal{G}^* \mathcal{H}(r) (\lambda - A)^{1-\alpha} e^{A(r-s)} \tilde{z} dr.
\]

By Corollary 4.2, we get

\[
(\lambda - A)^{1-\alpha} e^{A(T-s)} e^{A(T-s)} \tilde{z} = e^{A(T-s)} e^{A(T-s)} (\lambda - A)^{1-\alpha} \tilde{z}.
\]

Hence, we can conclude for all $s \in [t, T]$

\[
\frac{1}{\kappa_1} \int_s^T (\lambda - A)^{1-\alpha} e^{A(r-s)} \mathcal{P}(r) BB^* \mathcal{P}(r) e^{A(r-s)} \tilde{z} dr + \frac{1}{\kappa_2} \int_s^T (\lambda - A)^{1-\alpha} e^{A(r-s)} \mathcal{H}^*(r) \mathcal{G} \mathcal{G}^* \mathcal{H}(r) e^{A(r-s)} \tilde{z} dr
\]

\[
\quad = \frac{1}{\kappa_1} \int_s^T e^{A(r-s)} \mathcal{P}(r) BB^* \mathcal{P}(r) (\lambda - A)^{1-\alpha} e^{A(r-s)} \tilde{z} dr
\]

\[
\quad + \frac{1}{\kappa_2} \int_s^T e^{A(r-s)} \mathcal{H}^*(r) \mathcal{G} \mathcal{G}^* \mathcal{H}(r) (\lambda - A)^{1-\alpha} e^{A(r-s)} \tilde{z} dr.
\]

(4.29)

Due to the fact that $D((\lambda - A)^{1-\alpha})$ is dense in $L^2(\mathcal{D})$, the previous equation holds for every $\tilde{z} \in L^2(\mathcal{D})$. Applying equation (4.21) with $h = \mathcal{G} \mathcal{G}^*(\lambda - A)^{1-\alpha} \tilde{q}(s)$, we get $\mathbb{P}$-a.s.

\[
\mathcal{I}_2(t) = \frac{1}{\kappa_2} \int_t^T e^{A(s-t)} \left[ \mathcal{H}^*(s) \mathcal{G} \mathcal{G}^* \mathcal{H}(s) e^{A(s-t)} \tilde{y}(t) - \mathcal{H}(s) \mathcal{G} \mathcal{G}^* (\lambda - A)^{-\alpha} \tilde{q}(s) \right] ds
\]

\[
\quad - \frac{1}{\kappa_1 \kappa_2} \int_s^T \int_s^T (\lambda - A)^{1-\alpha} e^{A(r-s)} \mathcal{P}(r) BB^* \mathcal{P}(r) e^{A(r-s)} \tilde{y}(r) ds dr ds
\]

\[
\quad - \frac{1}{\kappa_2^2} \int_s^T \int_s^T (\lambda - A)^{1-\alpha} e^{A(r-s)} \mathcal{H}^*(r) \mathcal{G} \mathcal{G}^* \mathcal{H}(r) e^{A(r-s)} \tilde{y}(r) ds dr ds.
\]
where we also used Corollary 4.2. By equation (4.29) and Fubini’s theorem, we have \( \mathbb{P}\text{-a.s.} \)

\[
I_2(t) = \frac{1}{\kappa_2} \int_t^T e^{A(s-t)} \left[ H^*(s)G^*H(s)e^{A(s-t)} y(t) - H(s)\mathcal{G}G^*(\lambda - A)^{1-\alpha} \tilde{q}(s) \right] ds
\]

\[
- \frac{1}{\kappa_1 \kappa_2} \int_t^T e^{A(r-t)} P(r) BB^* P(r) \int_t^r (\lambda - A)^{1-\alpha} e^{A(r-s)} G^*(\lambda - A)^{1-\alpha} \tilde{q}(s) ds dr
\]

\[
- \frac{1}{\kappa_2^2} \int_t^T e^{A(r-t)} H^*(r) \mathcal{G} G^*(r) \int_t^r (\lambda - A)^{1-\alpha} e^{A(r-s)} G^*(\lambda - A)^{1-\alpha} \tilde{q}(s) ds dr.
\]

Through interchanging the integration variables in the last two integrals, we find \( \mathbb{P}\text{-a.s.} \)

\[
I_2(t) = \frac{1}{\kappa_2} \int_t^T e^{A(s-t)} \left[ H^*(s)G^*H(s)e^{A(s-t)} y(t) - H(s)\mathcal{G}G^*(\lambda - A)^{1-\alpha} \tilde{q}(s) \right] ds
\]

\[
- \frac{1}{\kappa_1 \kappa_2} \int_t^T e^{A(s-t)} P(s) BB^* P(s) \int_t^s (\lambda - A)^{1-\alpha} e^{A(s-r)} G^*(\lambda - A)^{1-\alpha} \tilde{q}(r) dr ds
\]

\[
- \frac{1}{\kappa_2^2} \int_t^T e^{A(s-t)} H^*(s) \mathcal{G} G^*(s) \int_t^s (\lambda - A)^{1-\alpha} e^{A(s-r)} G^*(\lambda - A)^{1-\alpha} \tilde{q}(r) dr ds. \tag{4.30}
\]

Using equations (4.28) and (4.30), we obtain \( \mathbb{P}\text{-a.s.} \)

\[
I_1(t) + I_2(t) = \frac{1}{\kappa_1} \int_t^T e^{A(s-t)} P(s) BB^* \left[ P(s) e^{A(s-t)} y(t) - \tilde{q}(s) - \frac{1}{\kappa_1} \int_t^s P(s) e^{A(s-r)} BB^* \tilde{q}(r) dr \right] ds
\]

\[
- \frac{1}{\kappa_2^2} P(s) \int_t^s (\lambda - A)^{1-\alpha} e^{A(s-r)} G^*(\lambda - A)^{1-\alpha} \tilde{q}(r) dr ds
\]

\[
+ \frac{1}{\kappa_2} \int_t^T e^{A(s-t)} H^*(s) \mathcal{G} G^*(s) \left[ e^{A(s-t)} y(t) - \frac{1}{\kappa_1} \int_t^s e^{A(s-r)} BB^* \tilde{q}(r) dr \right] ds
\]

\[
- \frac{1}{\kappa_2^2} \int_t^s (\lambda - A)^{1-\alpha} e^{A(s-r)} G^*(\lambda - A)^{1-\alpha} \tilde{q}(r) dr ds
\]

\[
- \frac{1}{\kappa_2^2} \int_t^T e^{A(s-t)} H(s) \mathcal{G} G^*(\lambda - A)^{1-\alpha} \tilde{q}(s) ds.
\]
Next, we set
\[ a(s) = \bar{q}(s) - \mathcal{P}(s)\mathbb{E}[\mathcal{I}(s)|\mathcal{F}_s] \] for \( s \in [t, T] \) and \( \mathcal{P} \)-almost surely. Then for \( s = t \), we get
\[ a(t) = q(t) - \mathcal{P}(t)\mathbb{E}[\mathcal{I}(t)|\mathcal{F}_t] \] resulting from equation (4.14) and equation (4.26). Therefore, we obtain equation (4.24). Moreover, we get that \( a(t) \) satisfies the following deterministic backward integral equation:
\[
 a(t) = \int_t^T e^{A(s-t)} \left( -\frac{1}{\kappa_1} \mathcal{P}(s)BB^* - \frac{1}{\kappa_2} \mathcal{H}^*(s)\mathcal{G}^*(\lambda - A)^{1-\alpha} \right) a(s) \, ds - e^{A(T-t)} y_d \]
as a consequence of equation (4.27) and equation (4.31).
Remark 4.15. As a consequence of equation (4.18), equation (4.19) and the previous theorem, the optimal controls $\pi \in U$ and $\pi \in V$ satisfy the following feedback laws for almost all $t \in [0,T]$ and $\mathbb{P}$-almost surely:

$$
\pi(t) = -\frac{1}{\kappa_1} B^* \left[ \mathcal{P}(t) \bar{y}(t) + a(t) \right],
$$

$$
\pi(t) = -\frac{1}{\kappa_2} G^* (\lambda - A)^{1-\alpha} \left[ \mathcal{P}(t) \bar{y}(t) + a(t) \right],
$$

where the function $\mathcal{P} : [0,T] \to L(L^2(D))$ is the mild solution of system (4.20) and $a : [0,T] \to D((\lambda - A)^{1-\alpha})$ is the unique solution of equation (4.22).

Remark 4.16. If system (4.3) is driven by Lévy processes, then one can obtain the optimal controls stated in the previous remark as follows:

Note that the design of the feedback law presented in this section is based on a martingale representation theorem. Similarly to Remark 3.88 such a martingale representation theorem can only be derived if the filtration is generated by independent real-valued Lévy processes. Hence, a feedback law of the optimal controls can be derived if system (4.3) is driven by real-valued Lévy processes.
Optimal Control of Uncertain Stokes Flows

In this chapter, we consider a control problem constrained by the unsteady stochastic Stokes equations with nonhomogeneous Dirichlet boundary conditions. Here controls appear inside the domain as distributed controls and on the boundary as tangential controls. Motivated by [76], we first analyze the deterministic unsteady Stokes equations with nonhomogeneous Dirichlet boundary conditions. Similarly to the previous chapter, we reformulate these equations as an evolution equation in a suitable Hilbert space such that the existence and uniqueness of a solution can be obtained using fractional powers of closed operators introduced in Section 2.3. Based on this approach, we extend the Stokes equations by an additional noise term. An existence and uniqueness result of a mild solution to the stochastic Stokes equations is provided in Section 3.4.1. This enables us to solve uniquely a tracking problem using a stochastic maximum principle, which gives us necessary and sufficient optimality conditions the optimal controls have to satisfy. Through a duality principle, we can utilize these optimality conditions to calculate the optimal controls. As a consequence, it remains to solve a coupled system of forward and backward SPDEs. The results presented here are mainly based on [8].

Throughout this chapter, let $\Omega, \mathcal{F}, \mathbb{P}$ be a given complete probability space endowed with a normal filtration $(\mathcal{F}_t)_{t \geq 0}$.

5.1. Motivation

In this section, we consider the deterministic Stokes equations with nonhomogeneous Dirichlet boundary conditions. Here, we restrict the problem to tangential boundary conditions. A general formulation can be found in [76]. Let $\mathcal{D} \subset \mathbb{R}^n$, $n \geq 2$, be a connected and bounded domain with $C^2$ boundary $\partial \mathcal{D}$ and let $T > 0$. We introduce the Stokes equations with nonhomogeneous Dirichlet boundary conditions:

$$\begin{aligned}
\frac{\partial}{\partial t} y(t,x) - \Delta y(t,x) + \nabla p(t,x) &= f(t,x) \quad \text{in } (0,T) \times \mathcal{D}, \\
\text{div } y(t,x) &= 0 \quad \text{in } (0,T) \times \mathcal{D}, \\
y(t,x) &= g(t,x) \quad \text{on } (0,T) \times \partial \mathcal{D}, \\
y(0,x) &= \xi(x) \quad \text{in } \mathcal{D},
\end{aligned}$$

(5.1)

where $y(t,x) \in \mathbb{R}^n$ denotes the velocity field with initial value $\xi(x) \in \mathbb{R}^n$, $p(t,x) \in \mathbb{R}$ describes the pressure of the fluid and $f(t,x) \in \mathbb{R}^n$ is the external force. The boundary condition $y(t,x) \in \mathbb{R}^n$ is assumed to be tangential, i.e.

$$g(t,x) \cdot \eta(x) = 0 \quad \text{on } (0,T) \times \partial \mathcal{D}$$

in the sense of the inner product in $\mathbb{R}^n$, where $\eta$ denotes the unit outward normal to $\partial \mathcal{D}$. Next, we reformulate system (5.1) as an evolution equation. According to Section 2.5.2 let us introduce the following Hilbert spaces:

$$\begin{aligned}
H &= \{ y \in (L^2(\mathcal{D}))^n : \text{div } y = 0 \text{ in } \mathcal{D}, y \cdot \eta = 0 \text{ on } \partial \mathcal{D} \}, \\
V &= \{ y \in (H^1_0(\mathcal{D}))^n : \text{div } y = 0 \text{ in } \mathcal{D} \}
\end{aligned}$$
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and let $A : D(A) \subset H \to H$ be the Stokes operator given by

$$D(A) = (H^2(D))^n \cap V, \quad Ay = -\Pi \Delta y$$

for every $y \in D(A)$, where the operator $\Pi : (L^2(D))^n \to H$ is an orthogonal projection. By Theorem 2.61, the operator $-A$ is the generator of an analytic semigroup of contractions $(e^{-At})_{t \geq 0}$. Hence, we can introduce fractional powers of $A$ denoted by $A^\alpha$ with $\alpha \in \mathbb{R}$ according to Section 2.3. Furthermore, let us define the following spaces for $s \geq 0$:

$$V^s(D) = \{ y \in (H^1(D))^n : \text{div } y = 0 \text{ in } D, y \cdot \eta = 0 \text{ on } \partial D \} ,$$
$$V^s(\partial D) = \{ y \in (H^1(\partial D))^n : y \cdot \eta = 0 \text{ on } \partial D \} .$$

For $s < 0$, the space $V^s(\partial D)$ is the dual space of $V^{-s}(\partial D)$ with $V^0(\partial D)$ as pivot space. Moreover, let $H^s(D)/\mathbb{R}$ with $s \geq 0$ be the quotient space of $H^s(D)$ by $\mathbb{R}$, i.e. $H^s(D)/\mathbb{R} = \{ y + c : y \in H^s(D), c \in \mathbb{R} \}$. We set $\| y \|_{H^s(D)/\mathbb{R}} = \inf_{c \in \mathbb{R}} \| y + c \|_{H^s(D)}$ for every $y \in H^s(D)/\mathbb{R}$. The dual space is denoted by $(H^s(D)/\mathbb{R})'$ with $H^0(\partial D)/\mathbb{R}$ as pivot space.

Next, let us consider the system

$$\begin{cases}
-\Delta w + \nabla \pi = 0 & \text{in } D, \\
\text{div } w = 0 & \text{on } \partial D.
\end{cases} \tag{5.2}$$

We have the following existence and uniqueness results.

**Proposition 5.1** (cf. Theorem IV.6.1 (a), [10]). If we assume that $g \in V^{3/2}(\partial D)$, then there exists a unique solution $(w, \pi) \in V^2(D) \times H^1(D)/\mathbb{R}$ of system (5.2) and the following estimate holds:

$$\| w \|_{V^2(D)} + \| \pi \|_{H^1(D)/\mathbb{R}} \leq C^* \| g \|_{V^{3/2}(\partial D)} ,$$

where $C^* > 0$ is a constant.

**Proposition 5.2** (cf. [11] [76]). If we assume that $g \in V^{-1/2}(\partial D)$, then there exists a unique solution $(w, \pi) \in V^0(D) \times (H^1(D)/\mathbb{R})'$ of system (5.2) and the following estimate holds:

$$\| w \|_{V^0(D)} + \| \pi \|_{(H^1(D)/\mathbb{R})'} \leq C^* \| g \|_{V^{-1/2}(\partial D)} ,$$

where $C^* > 0$ is a constant.

We introduce the Dirichlet operators $D$ and $D_p$ defined by

$$Dg = w \quad \text{and} \quad D_pg = \pi,$$

where $(w, \pi)$ is the solution of system (5.2). We get the following properties of the Dirichlet operators, which is an immediate consequence of Proposition 5.1 and Proposition 5.2.

**Corollary 5.3** (Corollary A.1, [76]). The operator $D$ is linear and continuous from $V^s(\partial D)$ into $V^{s+1/2}(D)$ for all $-\frac{1}{2} \leq s \leq \frac{1}{2}$. If $-\frac{3}{2} \leq s < -\frac{1}{2}$, then the operator $D_p$ is linear and continuous from $V^s(\partial D)$ into $(H^{1/2-s}(D)/\mathbb{R})'$ and if $\frac{1}{2} \leq s \leq \frac{3}{2}$, then the operator $D_p$ is linear and continuous from $V^s(\partial D)$ into $H^{-s-1/2}(D)/\mathbb{R}$.

As a consequence of Corollary 2.63 and Corollary 5.3, we get $D \in \mathcal{L} \left( V^0(\partial D); D(A^\beta) \right)$ for $\beta \in \left( 0, \frac{1}{4} \right)$. By the closed graph theorem, we have $A^\beta D \in \mathcal{L} \left( V^0(\partial D); V^0(D) \right)$. We note that $V^0(D) = H$. Furthermore, system (5.1) can be rewritten in the following form:

$$\begin{cases}
\frac{d}{dt}y(t) = -Ay(t) + ADg(t) + \Pi f(t), \\
y(0) = \Pi \xi.
\end{cases} \tag{5.3}$$
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For the sake of simplicity, we assume $f(t), \xi \in H$ for $t \in [0, T]$. Hence, we obtain a linear evolution equation and the solution is given by

$$ y(t) = e^{-A t} \xi + \int_0^t A e^{-A(t-s)} D g(s) \, ds + \int_0^t e^{-A(t-s)} f(s) \, ds. $$

For more details about linear evolution equations, see [9]. The following existence and uniqueness result is stated in [76] for more general boundary conditions and $f = 0$.

**Theorem 5.4.** Let $g \in L^2([0, T]; V_0(\partial D))$ and $f \in L^2([0, T]; H)$. If $\alpha \in [0, \frac{1}{2})$, then for any $\xi \in D(A^\alpha)$, there exists a unique solution $y \in L^2([0, T]; D(A^\alpha))$ of system (5.3) and the following estimate holds:

$$ \|y\|_{L^2([0, T]; D(A^\alpha))} \leq C^\ast \left( \|\xi\|_{D(A^\alpha)} + \|g\|_{L^2([0, T]; V_0(\partial D))} + \|f\|_{L^2([0, T]; H)} \right), $$

where $C^\ast > 0$ is a constant.

### 5.2. The Controlled Stochastic Stokes Equations

In this section, we consider the controlled stochastic Stokes equations. Here, controls appear as distributed controls inside the domain as well as tangential controls on the boundary. We assume that the external force $f(t)$ in equation (5.3) can be decomposed as the sum of a control term and a noise term dependent on the velocity field $y(t)$. Using the spaces and operators introduced in Section 5.1, we obtain the stochastic Stokes equations in $D(A^\alpha)$:

$$
\begin{aligned}
\left\{ \begin{array}{l}
    d g(t) = [-A g(t) + B u(t) + A D v(t)] \, dt + G(y(t)) \, d W(t), \\
    y(0) = \xi,
\end{array} \right.
\end{aligned}
$$

(5.4)

where the initial value $\xi \in L^2(\Omega; D(A^\alpha))$ is $\mathcal{F}_0$-measurable and the process $(W(t))_{t \geq 0}$ is a Q-Wiener process with values in $H$ and covariance operator $Q \in L^*_1(H)$. The set of admissible distributed controls $U$ contains all predictable processes $(u(t))_{t \in [0, T]}$ with values in $H$ such that

$$
\mathbb{E} \int_0^T \|u(t)\|^2_H \, dt < \infty.
$$

The space $U$ equipped with the inner product of $L^2(\Omega; L^2([0, T]; H))$ becomes a Hilbert space. Similarly, the set of admissible boundary controls $V$ contains all predictable processes $(v(t))_{t \in [0, T]}$ with values in $V_0(\partial D)$ such that

$$
\mathbb{E} \int_0^T \|v(t)\|^2_{V_0(\partial D)} \, dt < \infty.
$$

The space $V$ equipped with the inner product of $L^2(\Omega; L^2([0, T]; V_0(\partial D)))$ becomes a Hilbert space. The operators $B: H \to H$ and $G: H \to \mathcal{L}_{1}(H; H)$ are linear and bounded. Motivated by Section 5.1, we use a mild solution to system (5.4) in the sense of Definition 3.78 with $\mathcal{H} = H$ and $\mathcal{H}_b = V_0(\partial D)$. As a consequence of Theorem 3.79, there exists a unique mild solution $(y(t))_{t \in [0, T]}$ of system (5.4) for any $\xi \in L^2(\Omega; D(A^\alpha))$ and fixed controls $u \in U$ and $v \in V$. Hence, the process $(y(t))_{t \in [0, T]}$ takes values in $D(A^\alpha)$ with $\alpha \in [0, \frac{1}{2})$ such that

$$
\mathbb{E} \int_0^T \|y(t)\|^2_{D(A^\alpha)} \, dt < \infty
$$

(5.5)
and we have for all $t \in [0, T]$ and $\mathbb{P}$-a.s.
\[
g(t) = e^{-At}\xi + \int_0^t e^{-A(t-s)}Bu(s)\,ds + \int_0^t A e^{-A(t-s)}Dv(s)\,ds + \int_0^t e^{-A(t-s)}G(y(s))\,dW(s).
\]

In this chapter, it suffices to require that $(\hat{u})$ satisfies condition $\ref{eq:5.5}$ with $\alpha = 0$ and we assume that the initial value $\xi \in L^2(\Omega; H)$ is fixed. To illustrate the dependence on the controls $u \in U$ and $v \in V$, let us denote by $(y(t; u, v))_{t \in [0, T]}$ the mild solution of system $\ref{eq:5.4}$. Whenever this process is considered for fixed controls, we use the notation introduced above. We get the following properties.

**Lemma 5.5.** Let $(y(t; u, v))_{t \in [0, T]}$ be the mild solution of system $\ref{eq:5.4}$ corresponding to the controls $u \in U$ and $v \in V$. Then the process $(y(t; u, v))_{t \in [0, T]}$ is affine linear with respect to $u$ and $v$ and we have for every $u_1, u_2 \in U$ and every $v_1, v_2 \in V$
\[
\mathbb{E} \int_0^T \|y(t; u_1, v_1) - y(t; u_2, v_2)\|^2_H \,dt \leq \tilde{C} \left[ \mathbb{E} \int_0^T \|u_1(t) - u_2(t)\|^2_H \,dt + \mathbb{E} \int_0^T \|v_1(t) - v_2(t)\|^2_{V_0(\partial D)} \,dt \right],
\]

where $\tilde{C} > 0$ is a constant.

**Proof.** First, we show that $(y(t; u, v))_{t \in [0, T]}$ is affine linear with respect to $u \in U$. We assume that $\xi = 0$ and $v = 0$. Moreover, let $a, b \in \mathbb{R}$ and $u_1, u_2 \in U$. Recall that $B: H \to H$ and $G: H \to L(H; L_2(\Omega; H))$ are linear and bounded. Moreover, we have $\|e^{-A\cdot}\|_{L(H)} \leq 1$ for all $t \geq 0$. Using Theorem 3.62 (iii) and Fubini’s theorem, there exists a constant $C^* > 0$ such that for $t \in [0, T]$
\[
\mathbb{E} \left\| y(t; a u_1 + b u_2, 0) - a y(t; u_1, 0) - b y(t; u_2, 0) \right\|^2_H \\
\leq \mathbb{E} \left\| \int_0^t e^{-A(t-s)}G(y(t; a u_1 + b u_2, 0) - a y(t; u_1, 0) - b y(t; u_2, 0)) \,dW(s) \right\|^2_H \\
\leq C^* \int_0^t \mathbb{E} \left\| y(s; a u_1 + b u_2, 0) - a y(s; u_1, 0) - b y(s; u_2, 0) \right\|^2_H \,ds.
\]

By Proposition 3.11 we have
\[
\mathbb{E} \left\| y(t; a u_1 + b u_2, 0) - a y(t; u_1, 0) - b y(t; u_2, 0) \right\|^2_H = 0
\]
for $t \in [0, T]$ and thus, we get
\[
\mathbb{E} \int_0^T \left\| y(t; a u_1 + b u_2, 0) - a y(t; u_1, 0) - b y(t; u_2, 0) \right\|^2_H \,dt = 0
\]
resulting from Fubini’s theorem. We obtain that $(y(t; u, 0))_{t \in [0, T]}$ with initial value $\xi = 0$ is linear with respect to $u \in U$. For arbitrary $\mathcal{F}_t$-measurable $\xi \in L^2(\Omega; H)$ and arbitrary $v \in V$, we can conclude that $(y(t; u, v))_{t \in [0, T]}$ is affine linear with respect to $u \in U$. Similarly, we obtain that $(y(t; u, v))_{t \in [0, T]}$ is affine linear with respect to $v \in V$.

Next, we show that inequality $\ref{eq:5.6}$ holds. Let $u_1, u_2 \in U$ and $v_1, v_2 \in V$. Recall that $A^\alpha D: V^{\gamma(\partial D)} \to H$ is linear and bounded for all $\alpha \in \left(0, \frac{1}{2}\right)$. Due to Theorem 2.29 (iv), Theorem 2.35, Theorem 3.62 (iii) and
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Fubini’s theorem, there exist constants $C_1, C_2, C_3 > 0$ such that for $t \in [0, T]$

$$
E \|y(t; u_1, v_1) - y(t; u_2, v_2)\|_H^2
\leq 3E \int_0^t \|e^{-A(t-s)}B[u_1(s) - u_2(s)]\|_H^2 ds + 3E \left( \int_0^t \|A^{1-\alpha}e^{-A(t-s)}A^\alpha D[v_1(s) - v_2(s)]\|_H ds \right)^2
+ 3E \left( \int_0^t e^{-A(t-s)}G(y(s; u_1, v_1) - y(s; u_2, v_2))dW(s) \right)^2
\leq C_1 E \int_0^t \|u_1(s) - u_2(s)\|_H^2 ds + C_2 E \left( \int_0^t (t-s)^{\alpha-1} \|v_1(s) - v_2(s)\|_{V^0(\partial D)} ds \right)^2
+ C_3 E \int_0^t \|y(s; u_1, v_1) - y(s; u_2, v_2)\|_H^2 ds.
$$

Using Corollary A.4, Fubini’s theorem and Young’s inequality for convolutions, we get for $t \in [0, T]$

$$
E \|y(t; u_1, v_1) - y(t; u_2, v_2)\|_H^2
\leq C_1 E \int_0^t \|u_1(s) - u_2(s)\|_H^2 ds + C_2 E \left( \int_0^t (t-s)^{\alpha-1} \|v_1(s) - v_2(s)\|_{V^0(\partial D)} ds \right)^2
+ C_3 \int_0^t e^{C_3(t-s)} \left[ C_1 E \int_0^s \|u_1(r) - u_2(r)\|_H^2 dr + C_2 E \left( \int_0^s (s-r)^{\alpha-1} \|v_1(r) - v_2(r)\|_{V^0(\partial D)} dr \right)^2 \right] ds
\leq C_1 (1 + C_3 e^{C_3 t}) E \int_0^t \|u_1(s) - u_2(s)\|_H^2 ds + C_2 E \left( \int_0^t (t-s)^{\alpha-1} \|v_1(s) - v_2(s)\|_{V^0(\partial D)} ds \right)^2
+ \frac{C_2 C_3 e^{C_3 t} \alpha^2}{\alpha^2} E \int_0^t \|v_1(s) - v_2(s)\|_{V^0(\partial D)}^2 ds.
$$

By Fubini’s theorem and Young’s inequality for convolutions, there exists a constant $\hat{C} > 0$ such that

$$
E \int_0^T \|y(t; u_1, v_1) - y(t; u_2, v_2)\|_H^2 dt \leq \hat{C} \left[ E \int_0^T \|u_1(t) - u_2(t)\|_H^2 dt + E \int_0^T \|v_1(t) - v_2(t)\|_{V^0(\partial D)}^2 dt \right].
$$

\[ \square \]

5.3. A Tracking Problem

The control problem considered here is motivated by [4] [17] [56] [75] [79]. In this section, we state necessary and sufficient optimality conditions the optimal controls have to satisfy. Let us introduce the following cost
The function $y_d \in L^2([0,T];H)$ is a given desired velocity field and $\kappa_1, \kappa_2 > 0$ are weights. The task is to find controls $\pi \in U$ and $\nu \in V$ such that

$$J(\pi, \nu) = \inf_{u \in U, v \in V} J(u, v).$$

The controls $\pi \in U$ and $\nu \in V$ are called optimal controls. Note that the control problem is formulated as an unbounded optimization problem constrained by a SPDE. The functional $J: U \times V \to \mathbb{R}$ given by equation (5.7) is coercive, strictly convex and continuous, which is a consequence of Lemma 5.5. Hence, we get the existence and uniqueness of optimal controls resulting from Corollary D.13.

Next, let us introduce the following systems in $H$:

$$d z_1(t) = [-A z_1(t) + B u(t)] \, dt + G(z_1(t)) \, dW(t),$$
$$z_1(0) = 0,$$

$$d z_2(t) = [-A z_2(t) + A D v(t)] \, dt + G(z_2(t)) \, dW(t),$$
$$z_2(0) = 0,$$

where $u \in U$, $v \in V$ and $(W(t))_{t \geq 0}$ is a Q-Wiener process with values in $H$ and covariance operator $Q \in \mathcal{L}_1^+(H)$. The operators $A, B, D, G$ and the spaces $U, V$ are introduced in Section 5.1 and Section 5.2, respectively. Again, we use a mild solution to system (5.8) in the sense of Definition 3.78 with $\mathcal{H} = H$, $\mathcal{H}_b = V^0(\partial D)$ and $v = 0$. As a consequence of Theorem 3.79 with $\alpha = 0$, there exists a unique mild solution $(z_1(t))_{t \in [0,T]}$ of system (5.8) for fixed control $u \in U$. Hence, the process $(z_1(t))_{t \in [0,T]}$ takes values in $H$ such that

$$\mathbb{E} \int_0^T \|z_1(t)\|^2_H \, dt < \infty$$

and we have for all $t \in [0,T]$ and $\mathbb{P}$-a.s.

$$z_1(t) = \int_0^t e^{-A(t-s)} B u(s) \, ds + \int_0^t e^{-A(t-s)} G(z_1(s)) \, dW(s).$$

Similarly, there exists a unique mild solution $(z_2(t))_{t \in [0,T]}$ of system (5.9) for fixed control $v \in V$. The process $(z_2(t))_{t \in [0,T]}$ takes values in $H$ such that

$$\mathbb{E} \int_0^T \|z_2(t)\|^2_H \, dt < \infty$$

and we have for all $t \in [0,T]$ and $\mathbb{P}$-a.s.

$$z_2(t) = \int_0^t A e^{-A(t-s)} D v(s) \, ds + \int_0^t e^{-A(t-s)} G(z_2(s)) \, dW(s).$$
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Remark 5.6. Resulting from Theorem 3.8, the mild solution of system (5.8) satisfies even stronger regularity conditions. Indeed the process \((z_1(t))_{t \in [0,T]}\) takes values in \(D(A^{\alpha})\) with \(\alpha \in [0,\frac{1}{2})\) such that

\[
\mathbb{E} \sup_{t \in [0,T]} \|z_1(t)\|^2_{D(A^{\alpha})} < \infty.
\]

To illustrate the dependence on the controls \(u \in U\) and \(v \in V\), let us denote by \((z_1(t; u))_{t \in [0,T]}\) and \((z_2(t; v))_{t \in [0,T]}\) the mild solutions of system (5.8) and system (5.9), respectively. Whenever these processes are considered for fixed controls, we use the notation introduced above. Similarly to Lemma 5.5, we get the following result.

Lemma 5.7. Let \((z_1(t; u))_{t \in [0,T]}\) and \((z_2(t; v))_{t \in [0,T]}\) be the mild solutions of system (5.8) and system (5.9) corresponding to the controls \(u \in U\) and \(v \in V\), respectively. Then the process \((z_1(t; u))_{t \in [0,T]}\) is linear with respect to \(u\) and the process \((z_2(t; v))_{t \in [0,T]}\) is linear with respect to \(v\). Moreover, we have for every \(u_1, u_2 \in U\) and every \(v_1, v_2 \in V\)

\[
\mathbb{E} \int_0^T \|z_1(t; u_1) - z_1(t; u_2)\|^2_{\mathcal{H}} dt \leq \tilde{C} \mathbb{E} \int_0^T \|u_1(t) - u_2(t)\|^2_{\mathcal{H}} dt,
\]

\[
\mathbb{E} \int_0^T \|z_2(t; v_1) - z_2(t; v_2)\|^2_{\mathcal{H}} dt \leq \tilde{C} \mathbb{E} \int_0^T \|v_1(t) - v_2(t)\|^2_{\mathcal{V}} dt,
\]

where \(\tilde{C} > 0\) is a constant.

This enables us to calculate the partial Fréchet derivative of the mild solution to system (5.4).

Theorem 5.8. Let \((y(t; u, v))_{t \in [0,T]}\), \((z_1(t; u))_{t \in [0,T]}\) and \((z_2(t; v))_{t \in [0,T]}\) be the mild solutions of systems (5.4), (5.8) and (5.9) corresponding to the controls \(u \in U\) and \(v \in V\), respectively. Then the partial Fréchet derivative of \(y(t; u, v)\) at \(u \in U\) satisfies for fixed \(v \in V\), \(t \in [0, T]\) and \(\mathbb{P}\)-a.s.

\[
d^u y(t; u, v)[\tilde{u}] = z_1(t; \tilde{u}).
\]

The partial Fréchet derivative of \(y(t; u, v)\) at \(v \in V\) in direction \(\tilde{v} \in V\) satisfies for fixed \(u \in U\), \(t \in [0, T]\) and \(\mathbb{P}\)-a.s.

\[
d^v y(t; u, v)[\tilde{v}] = z_2(t; \tilde{v}).
\]

Proof. First, we calculate the Fréchet derivative of \(y(t; u, v)\) at \(u \in U\) in direction \(\tilde{u} \in U\). Let \(v \in V\) be fixed. Recall that the operators \(B : H \to H\) and \(G : H \to \mathcal{L}(HS)Q^{1/2}(H)\) in systems (5.4) are linear and bounded. Moreover, we have \(\|e^{-tA}\|_{\mathcal{L}(H)} \leq 1\) for all \(t \geq 0\). Using Theorem 3.8 (iii) and Fubini’s theorem, there exists a constant \(C^* > 0\) such that for \(t \in [0, T]\)

\[
\mathbb{E} \|y(t; u + \tilde{u}, v) - y(t; u, v) - z_1(t; \tilde{u})\|^2_{\mathcal{H}} \leq C^* \int_0^t \mathbb{E} \|y(s; u + \tilde{u}, v) - y(s; u, v) - z_1(s; \tilde{u})\|^2_{\mathcal{H}} ds.
\]

By Proposition A.1 we have \(\mathbb{E} \|y(t; u + \tilde{u}, v) - y(t; u, v) - z_1(t; \tilde{u})\|^2_{\mathcal{H}} = 0\) and hence, we obtain

\[
\mathbb{E} \int_0^T \|y(t; u + \tilde{u}, v) - y(t; u, v) - z_1(t; \tilde{u})\|^2_{\mathcal{H}} dt = 0.
\]
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as a consequence of Fubini’s theorem. Therefore, the partial Fréchet derivative of \( y(t; u, v) \) at \( u \in U \) in direction \( \tilde{u} \in U \) satisfies for every \( v \in V \), \( t \in [0, T] \) and \( \mathbb{P}\)-a.s.

\[
d_u^F y(t; u, v)[\tilde{u}] = z_1(t; \tilde{u}).
\]

Due to Lemma \[5.7\], the operator \( d_u^F y(t; u, v) \) is linear and bounded on \( U \). Similarly, we obtain the partial Fréchet derivative of \( y(t; u, v) \) at \( v \in V \) in direction \( \tilde{v} \in V \).

As a consequence of Remark \[10.9\] and Theorem \[5.8\], we can calculate the partial Fréchet derivatives of the cost functional \[5.7\]. Indeed, the Fréchet derivative at \( u \in U \) in direction \( \tilde{u} \in U \) for fixed \( v \in V \) satisfies

\[
d_u^F J(u, v)[\tilde{u}] = \mathbb{E} \int_0^T \langle y(t; u, v) - y_d(t), z_1(t; \tilde{u}) \rangle_H \, dt + \kappa_1 \mathbb{E} \int_0^T \langle u(t), \tilde{u}(t) \rangle_H \, dt,
\]

where \( (z_1(t; \tilde{u}))_{t \in [0,T]} \) is the mild solution of system \[5.8\] corresponding to the control \( \tilde{u} \in U \). The partial Fréchet derivative at \( v \in V \) in direction \( \tilde{v} \in V \) for fixed \( u \in U \) satisfies

\[
d_v^F J(u, v)[\tilde{v}] = \mathbb{E} \int_0^T \langle y(t; u, v) - y_d(t), z_2(t; \tilde{v}) \rangle_H \, dt + \kappa_2 \mathbb{E} \int_0^T \langle v(t), \tilde{v}(t) \rangle_{V_u(\partial D)} \, dt,
\]

where \( (z_2(t; \tilde{v}))_{t \in [0,T]} \) is the mild solution of system \[5.9\] corresponding to the control \( \tilde{v} \in V \). Since the cost functional \( J: U \times V \to \mathbb{R} \) given by \[5.7\] is convex, we can apply Proposition \[D.14\]. Hence, the optimal controls \( \pi \in U \) and \( \sigma \in V \) satisfy the following necessary and sufficient optimality conditions:

\[
d_u^F J(\pi, \sigma)[\tilde{u}] = 0, \quad d_v^F J(\pi, \sigma)[\tilde{v}] = 0
\]

for every \( \tilde{u} \in U \) and every \( \tilde{v} \in V \).

**Remark 5.9.** Note that the necessary and sufficient optimality conditions \[5.12\] and \[5.13\] can be easily obtained if system \[5.4\] is driven by a square integrable Lévy martingale as introduced in Section \[3.3\].

### 5.4. The Adjoint Equation

We use the optimality conditions \[5.12\] and \[5.13\] to derive explicit formulas for the optimal controls \( \pi \in U \) and \( \sigma \in V \). Therefore, we need a duality principle, which gives us a relation between the Fréchet derivatives of the mild solution to system \[5.4\] and the adjoint equation, which is given by the following backward SPDE in \( H \):

\[
\begin{aligned}
    dz^*(t) &= \left[-Az^*(t) + G^*(\Phi(t)) + y(t) - y_d(t)\right] dt + \Phi(t) dW(t), \\
    z^*(T) &= 0,
\end{aligned}
\]

where \( (y(t))_{t \in [0,T]} \) is the mild solution of system \[5.4\] and \( y_d \in L^2([0,T]; H) \) is the desired velocity field. The process \( (W(t))_{t \geq 0} \) is a Q-Wiener process with values in \( H \) and covariance operator \( Q \in \mathcal{L}_1^+(H) \) and the operator \( G^*: \mathcal{L}_{HS}(Q^{1/2}(H); H) \to H \) is linear and bounded. A precise meaning is given in the following remark.

**Remark 5.10.** Recall that the operator \( G: H \to \mathcal{L}_{HS}(Q^{1/2}(H); H) \) is linear and bounded. Therefore, there exists a linear and bounded operator \( G^*: \mathcal{L}_{HS}(Q^{1/2}(H); H) \to H \) satisfying for every \( h \in H \) and every \( \Phi \in \mathcal{L}_{HS}(Q^{1/2}(H); H) \)

\[
\langle G(h), \Phi \rangle_{\mathcal{L}_{HS}(Q^{1/2}(H); H)} = \langle h, G^*(\Phi) \rangle_H.
\]
Here, we use a mild solution to system \([5.14]\) in the sense of Definition \([3.91]\) with \(\mathcal{H} = H\). Recall that there exists a unique mild solution \((y(t))_{t \in [0, T]}\) of system \([5.4]\) for fixed controls \(u \in U\) and \(v \in V\). As a consequence of Theorem \([3.93]\), we can conclude that there exists a unique mild solution \((z^*(t), \Phi(t))_{t \in [0, T]}\) of system \([5.14]\) for fixed controls \(u \in U\) and \(v \in V\). Hence, the pair of processes \((z^*(t), \Phi(t))\) takes values in \(H \times \mathcal{L}(H^1/2(H); H)\) such that

\[
\sup_{t \in [0, T]} \mathbb{E}\|z^*(t)\|^2_H < \infty, \quad \mathbb{E} \int_0^T \|\Phi(t)\|^2_{\mathcal{L}(H^1/2(H); H)} dt < \infty
\]

and we have for all \(t \in [0, T]\) and \(\mathbb{P}\text{-a.s.}\)

\[
z^*(t) = \int_0^T e^{-A(s-t)G^*(\Phi(s))} ds + \int_0^T e^{-A(s-t)}(y(s) - y_d(s)) ds - \int_0^T e^{-A(s-t)} \Phi(s) dW(s).
\]

Furthermore, note that the mild solution of system \([5.4]\) depends on the controls \(u \in U\) and \(v \in V\). Thus, we get this property for the mild solution of system \([5.14]\) as well. To illustrate the dependence on the controls \(u \in U\) and \(v \in V\), let us denote by \((z^*(t; u,v), \Phi(t; u,v))\) the mild solution of system \([5.14]\). Whenever these processes are considered for fixed controls, we use the notation introduced above. For the process \((z^*(t; u,v))\), one can show another important regularity property. Therefore, we need a modification of Young’s inequality for convolutions.

**Lemma 5.11.** Let \(f \in L^p([0, T])\) and \(g \in L^q([0, T])\) be arbitrary. We set for \(t \in [0, T]\)

\[
h(t) = \int_0^t f(s-t)g(s) ds.
\]

If \(p, q, r \geq 1\) satisfy \(\frac{1}{p} + \frac{1}{q} = \frac{1}{r} + 1\), then \(h \in L^r([0, T])\) and

\[
\|h\|_{L^r([0, T])} \leq \|f\|_{L^p([0, T])} \|g\|_{L^q([0, T])}.
\]

**Proof.** The proof can be obtained similarly to the classical version of Young’s inequality for convolutions, see [13] Theorem 3.9.4. \(\square\)

**Proposition 5.12.** Let \((z^*(t; u,v), \Phi(t; u,v))\) be the mild solution of system \([5.14]\) corresponding to the controls \(u \in U\) and \(v \in V\). Then \((z^*(t; u,v))\) takes values in \(D(A^\varepsilon)\) with \(\varepsilon \in [0, 1]\) such that

\[
\mathbb{E} \int_0^T \|z^*(t; u,v)\|^2_{D(A^\varepsilon)} dt < \infty.
\]

**Proof.** For the sake of simplicity, we omit the dependence on the controls. Since \((z^*(t))_{t \in [0, T]}\) is predictable, we get for \(t \in [0, T]\) and \(\mathbb{P}\text{-a.s.}\)

\[
z^*(t) = \mathbb{E} \left[ \int_0^T e^{-A(s-t)G^*(\Phi(s))} ds + \int_0^T e^{-A(s-t)}(y(s) - y_d(s)) ds \bigg| \mathcal{F}_t \right].
\]
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Recall that the operator $G^* : \mathcal{L}(H) \to \mathcal{L}(Q^{1/2}(H); H)$ is bounded. Using Theorem 2.35 Proposition B.9 and Lemma 5.11 the process $(z^*(t))_{t \in [0,T]}$ takes values in $D(A^\alpha)$ with $\varepsilon \in [0,1)$ and there exists a constant $C^* > 0$ such that

$$E \int_0^T \|z^*(t)\|^2_{D(A^\alpha)} dt$$

$$\leq 2E \int_0^T \left( \int_0^T \| A^\alpha e^{-A(s-t)} G^*(\Phi(s)) \|_H ds \right)^2 dt + 2E \int_0^T \left( \int_0^T \| A^\alpha e^{-A(s-t)} (y(s) - y_d(s)) \|_H^2 ds \right)^2 dt$$

$$\leq 2M^2 \int_0^T \left( \int_0^t (s-t)^{-\varepsilon} \| G^*(\Phi(s)) \|_H ds \right)^2 dt + 2M^2 \int_0^T \left( \int_0^t (s-t)^{-\varepsilon} \| y(s) - y_d(s) \|_H ds \right)^2 dt$$

$$\leq C^* \left[ \int_0^T \| \Phi(t) \|^2_{\mathcal{L}(\mathcal{H})} dt + \int_0^T \| y(t) \|^2_H dt + \int_0^T \| y_d(t) \|^2_H dt \right].$$

5.5. Approximation by a Strong Formulation

In general, a duality principle of solutions to forward and backward SPDEs can be obtained by applying an Itô product formula. For $Q$-Wiener processes, this is provided by Corollary 3.69 which is not applicable to solutions in a mild sense. Hence, we need to approximate the mild solutions of systems (5.8), (5.9) and (5.14) by strong formulations. One method is given by introducing the Yosida approximation of the operator $A$, see [23]. For applications regarding duality principles, see [36, 84]. However, we apply the method introduced in [45]. The basic idea is to formulate a mild solution with values in $D(A)$ by using the resolvent operator introduced in Section 2.1. Thus, we get the required convergences and the mild solutions coincides with the strong solutions using results stated in Section 3.4.3. In this section, we omit the dependence on the controls for the sake of simplicity. According to Section 2.1, let us denote by $R(\lambda; -A) \in \mathcal{L}(H)$ the resolvent operator of $-A$ with $\lambda \in \rho(-A)$. We introduce the operator $R(\lambda) \in \mathcal{L}(H)$ given by

$$R(\lambda) = \lambda R(\lambda; -A)$$

(5.16)

for all $\lambda \in \rho(-A)$. Then we get the following properties.

Lemma 5.13. Let the operator $R(\lambda) \in \mathcal{L}(H)$ be given by equation (5.16). Then we have

(i) $R(\lambda)y \in D(A)$ for every $y \in H$;

(ii) $\| R(\lambda) \|_{\mathcal{L}(H)} \leq 1$ for all $\lambda > 0$;

(iii) $\lim_{\lambda \to \infty} R(\lambda)y = y$ for every $y \in H$;

(iv) $A^\alpha R(\lambda)y = R(\lambda)A^\alpha y$ for every $y \in D(A^\alpha)$ with $\alpha < 1$;

(v) $R(\lambda)$ is self-adjoint on $H$.

Proof. The assertion (i) is an immediate consequence of the definition of the resolvent operators $R(\lambda; -A)$. Recall that $(e^{-At})_{t \geq 0}$ is an analytic semigroup of contractions. Hence, we obtain (ii) by Theorem 2.11 and
Using Corollary 2.37, we get (iv). It remains to show (v). By Theorem 2.9, we have
\[
R(\lambda; A) = \int_0^\infty e^{-\lambda t} e^{-At} dt.
\]

Since the operator \( A \) is self-adjoint, we can conclude that the semigroup \( (e^{-At})_{t\geq 0} \) is self-adjoint as well. Thus, we get the result.

5.5.1. The Forward Equations

Here, we provide approximations of the mild solutions to system (5.8) and system (5.9). We introduce the following systems in \( D(A) \):

\[
\begin{align*}
  dz_1(t, \lambda) &= [-Az_1(t, \lambda) + R(\lambda)Bu(t)] dt + R(\lambda)G(R(\lambda)z_1(t, \lambda)) dW(t), \\
  z_1(0, \lambda) &= 0,
\end{align*}
\]
and
\[
\begin{align*}
  dz_2(t, \lambda) &= [-Az_2(t, \lambda) + AR(\lambda)Dv(t)] dt + R(\lambda)G(R(\lambda)z_2(t, \lambda)) dW(t), \\
  z_2(0, \lambda) &= 0,
\end{align*}
\]

where \( u \in U \) and \( v \in V \). The process \((W(t))_{t\geq 0}\) is a Q-Wiener process with values in \( H \) and covariance operator \( Q \in \mathcal{L}^+_1(H) \). The operators \( A, B, D, G \) and the spaces \( U, V \) are introduced in Section 5.1 and Section 5.2, respectively. The operator \( R(\lambda) \) is given by equation (5.16) with \( \lambda > 0 \).

Remark 5.14. Note that the approximation scheme provided in \([45, 53]\) differs to the approximation scheme introduced by system (5.17) or system (5.18). Here, the additional operator \( R(\lambda) \) is necessary to obtain a duality principle.

Similarly to Section 5.3, we introduce mild solutions to system (5.17) and system (5.18).

Definition 5.15. a) A predictable process \((z_1(t, \lambda))_{t\in[0,T]}\) with values in \( D(A) \) is called a **mild solution of system** (5.17) if
\[
E \int_0^T \|z_1(t, \lambda)\|^2_{D(A)} dt < \infty
\]
and we have for \( t \in [0, T] \) and \( \mathbb{P} \)-a.s.
\[
|z_1(t, \lambda) = \int_0^t e^{-A(t-s)} R(\lambda)Bu(s) ds + \int_0^t e^{-A(t-s)} R(\lambda)G(R(\lambda)z_1(s, \lambda)) dW(s).\]

b) A predictable process \((z_2(t, \lambda))_{t\in[0,T]}\) with values in \( D(A) \) is called a **mild solution of system** (5.18) if
\[
E \int_0^T \|z_2(t, \lambda)\|^2_{D(A)} dt < \infty
\]
and we have for \( t \in [0, T] \) and \( \mathbb{P} \)-a.s.
\[
|z_2(t, \lambda) = \int_0^t e^{-A(t-s)} AR(\lambda)Dv(s) ds + \int_0^t e^{-A(t-s)} R(\lambda)G(R(\lambda)z_2(s, \lambda)) dW(s).\]
Recall that the operator $R(\lambda)$ is linear and bounded on $H$. As a consequence of Lemma 5.13 (i) and the closed graph theorem, the operator $AR(\lambda)$ is linear and bounded on $H$ as well. Hence, existence and uniqueness results of mild solutions to system (5.17) and system (5.18) with fixed $\lambda > 0$ can be obtained similarly to Theorem 3.79. The following lemma provides strong formulations of the mild solutions to system (5.17) and system (5.18).

**Lemma 5.16.** Let $(z_1(t, \lambda))_{t \in [0, T]}$ and $(z_2(t, \lambda))_{t \in [0, T]}$ be the mild solutions of system (5.17) and system (5.18), respectively. Then we have for fixed $\lambda > 0$, $t \in [0, T]$ and $\mathbb{P}$-a.s.

\[
\begin{align*}
 z_1(t, \lambda) &= \int_0^t (-A)z_1(s, \lambda) + R(\lambda)Bu(s) \, ds + \int_0^t R(\lambda)G(R(\lambda)z_1(s, \lambda)) \, dW(s), \\
 z_2(t, \lambda) &= \int_0^t (-A)z_2(s, \lambda) + AR(\lambda)Dv(s) \, ds + \int_0^t R(\lambda)G(R(\lambda)z_2(s, \lambda)) \, dW(s).
\end{align*}
\]

**Proof.** The claim follows immediately from Theorem 2.35, Theorem 3.106 and Lemma 5.13. \qed

We have the following convergence results.

**Lemma 5.17.** (i) Let $(z_1(t))_{t \in [0, T]}$ and $(z_1(t, \lambda))_{t \in [0, T]}$ be the mild solutions of system (5.8) and system (5.17), respectively. Then we have

\[
\lim_{\lambda \to \infty} \mathbb{E} \int_0^T \|z_1(t) - z_1(t, \lambda)\|_H^2 \, dt = 0.
\]

(ii) Let $(z_2(t))_{t \in [0, T]}$ and $(z_2(t, \lambda))_{t \in [0, T]}$ be the mild solutions of system (5.9) and system (5.18), respectively. Then we have

\[
\lim_{\lambda \to \infty} \mathbb{E} \int_0^T \|z_2(t) - z_2(t, \lambda)\|_H^2 \, dt = 0.
\]

**Proof.** First, we show part (i). Let $I$ be the identity operator on $H$. Recall that $G: H \to L_{HS}(Q^{1/2}(H); H)$ is linear and bounded. By definition, we have for all $\lambda > 0$, $t \in [0, T]$ and $\mathbb{P}$-a.s.

\[
\begin{align*}
 z_1(t) - z_1(t, \lambda) &= \int_0^t e^{-A(t-s)}[I - R(\lambda)]Bu(s) \, ds \\
 & \quad + \int_0^t e^{-A(t-s)}G([I - R(\lambda)]z_1(s)) \, dW(s) \\
 & \quad + \int_0^t e^{-A(t-s)}[I - R(\lambda)]G(R(\lambda)z_1(s)) \, dW(s) \\
 & \quad + \int_0^t e^{-A(t-s)}G(R(\lambda) [z_1(s) - z_1(s, \lambda))] \, dW(s).
\end{align*}
\]

The remaining part of the proof can be obtained similarly to Lemma 3.1 using Corollary A.4.
Next, we prove part (ii). By definition, we obtain for all $\lambda > 0$, $t \in [0, T]$ and $\mathbb{P}$-a.s.

$$z_2(t) - z_2(t, \lambda) = \int_0^t A e^{-A(t-s)} [I - R(\lambda)] Dv(s) \, ds$$

$$+ \int_0^t e^{-A(t-s)} G([I - R(\lambda)] z_2(s)) \, dW(s)$$

$$+ \int_0^t e^{-A(t-s)} [I - R(\lambda)] G(R(\lambda) z_2(s)) \, dW(s)$$

$$+ \int_0^t e^{-A(t-s)} R(\lambda) G(R(\lambda) [z_2(s) - z_2(s, \lambda)]) \, dW(s).$$

Thus, we get for all $\lambda > 0$ and $t \in [0, T]$

$$\mathbb{E} \|z_2(t) - z_2(t, \lambda)\|_H^2 \leq 4 \mathcal{I}_1(t, \lambda) + 4 \mathcal{I}_2(t, \lambda) + 4 \mathcal{I}_3(t, \lambda),$$

(5.19)

where

$$\mathcal{I}_1(t, \lambda) = \mathbb{E} \left\| \int_0^t A e^{-A(t-s)} [I - R(\lambda)] Dv(s) \, ds \right\|_H^2,$$

$$\mathcal{I}_2(t, \lambda) = \mathbb{E} \left\| \int_0^t e^{-A(t-s)} G([I - R(\lambda)] z_2(s)) \, dW(s) \right\|_H^2$$

$$+ \mathbb{E} \left\| \int_0^t e^{-A(t-s)} [I - R(\lambda)] G(R(\lambda) z_2(s)) \, dW(s) \right\|_H^2,$$

$$\mathcal{I}_3(t, \lambda) = \mathbb{E} \left\| \int_0^t e^{-A(t-s)} R(\lambda) G(R(\lambda) [z_2(s) - z_2(s, \lambda)]) \, dW(s) \right\|_H^2.$$
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constant $C_2 > 0$ such that for all $\lambda > 0$ and all $t \in [0,T]$

$$\int_0^t \mathcal{I}_2(s, \lambda) ds$$

$$\leq \int_0^t \mathbb{E} \int_0^s \left\| e^{-A(s-r)}G([I - R(\lambda)]z_2(r)) \right\|_{\mathcal{L}(H^1/2(H);H)}^2 dr \, ds$$

$$+ \int_0^t \mathbb{E} \int_0^s \left\| e^{-A(s-r)}[I - R(\lambda)]G(R(\lambda)z_2(r)) \right\|_{\mathcal{L}(H^1/2(H);H)}^2 dr \, ds$$

$$\leq C_2 \left[ \mathbb{E} \int_0^T \left\| [I - R(\lambda)]z_2(t) \right\|_H^2 dt + \mathbb{E} \int_0^T \left\| [I - R(\lambda)]G(R(\lambda)z_2(t)) \right\|_{\mathcal{L}(H^1/2(H);H)}^2 dt \right].$$

(5.21)

By Theorem [3.62] (iii), Lemma [5.13] (ii) and Fubini’s theorem, there exists a constant $C_3 > 0$ such that for all $\lambda > 0$ and all $t \in [0,T]$

$$\mathcal{I}_3(t, \lambda) \leq C_3 \int_0^t \mathbb{E} \| z_2(s) - z_2(s, \lambda) \|_H^2 ds.$$

Due to inequality (5.19), we get for all $\lambda > 0$ and $t \in [0,T]$

$$\mathbb{E} \| z_2(t) - z_2(t, \lambda) \|_H^2 \leq 4 \mathcal{I}_1(t, \lambda) + 4 \mathcal{I}_2(t, \lambda) + 4C_3 \int_0^t \mathbb{E} \| z_2(s) - z_2(s, \lambda) \|_H^2 ds.$$

Applying Corollary [A.4] we obtain for all $\lambda > 0$ and $t \in [0,T]$

$$\mathbb{E} \| z_2(t) - z_2(t, \lambda) \|_H^2 \leq 4 \mathcal{I}_1(t, \lambda) + 4 \mathcal{I}_2(t, \lambda) + 16C_3e^{4C_3t} \left[ \int_0^t \mathcal{I}_1(s, \lambda) ds + \int_0^t \mathcal{I}_2(s, \lambda) ds \right].$$

(5.22)

Using equation (5.22), Fubini’s theorem, inequality (5.20) and inequality (5.21), there exists a constant $C^* > 0$ such that for all $\lambda > 0$

$$\mathbb{E} \int_0^T \| z_2(t) - z_2(t, \lambda) \|_H^2 dt \leq C^* \mathbb{E} \int_0^T \left\| [I - R(\lambda)]A^\alpha Dv(t) \right\|_H^2 dt + C^* \mathbb{E} \int_0^T \left\| [I - R(\lambda)]z_2(t) \right\|_H^2 dt$$

$$+ C^* \mathbb{E} \int_0^T \left\| [I - R(\lambda)]G(R(\lambda)z_2(t)) \right\|_{\mathcal{L}(H^1/2(H);H)}^2 dt.$$

By Lemma [5.13] (iii) and Proposition [B.7], we can infer

$$\lim_{\lambda \to \infty} \mathbb{E} \int_0^T \| z_2(t) - z_2(t, \lambda) \|_H^2 dt = 0.$$

\[\square\]
5.5.2. The Backward Equation

Here we provide an approximation of the mild solution to system (5.14). We introduce the following backward SPDE:

\[
\begin{align*}
    dz^\ast(t, \lambda) &= -[\mathcal{A} z^\ast(t, \lambda) + \mathcal{R}(\lambda) G^\ast(\lambda) \Phi(t, \lambda)] dt + \Phi(t, \lambda) dW(t), \\
    z^\ast(T, \lambda) &= 0,
\end{align*}
\]

(5.23)

where \( \lambda > 0 \). The process \( (y(t))_{t \in [0, T]} \) is the mild solution of system (5.14) and \( (W(t))_{t \geq 0} \) is a Q-Wiener process with values in \( H \) and covariance operator \( Q \in \mathcal{L}_{11}^1(H) \). The function \( y_t \in L^2([0, T]; H) \) is the desired velocity field. The operators \( \mathcal{A} \) and \( G^\ast \) are introduced in Section 5.1 and Section 5.4 respectively. The operator \( \mathcal{R}(\lambda) \) is given by equation (5.16) with \( \lambda > 0 \). Similarly to Section 5.4 we introduce a mild solution to system (5.23).

**Definition 5.18.** A pair of predictable processes \((z^\ast(t, \lambda), \Phi(t, \lambda))_{t \in [0, T]}\) with values in the product space \( D(\mathcal{A}) \times \mathcal{L}_{(HS)}(Q^{1/2}(H); H) \) is called a mild solution of system (5.23) if

\[
\sup_{t \in [0, T]} \mathbb{E} \|z^\ast(t, \lambda)\|_{D(\mathcal{A})}^2 < \infty, \quad \mathbb{E} \int_0^T \|\Phi(t, \lambda)\|_{\mathcal{L}_{(HS)}(Q^{1/2}(H); H)}^2 dt < \infty,
\]

and we have for all \( t \in [0, T] \) and \( \mathbb{P}\)-a.s.

\[
z^\ast(t, \lambda) = \int_t^T e^{-\mathcal{A}(s-t)} \mathcal{R}(\lambda) G^\ast(\lambda) \Phi(s, \lambda) ds + \int_t^T e^{-\mathcal{A}(s-t)} \mathcal{R}(\lambda) (y(s) - y_d(s)) ds \\
- \int_t^T e^{-\mathcal{A}(s-t)} \Phi(s, \lambda) dW(s).
\]

Recall that the operators \( \mathcal{R}(\lambda) \) and \( \mathcal{A} \mathcal{R}(\lambda) \) are linear and bounded on \( H \). Hence, existence and uniqueness results of the mild solution to system (5.23) can be obtained similarly to Theorem 3.93. The following lemma states a strong formulation of the mild solution to system (5.23).

**Lemma 5.19.** Let the pair of stochastic processes \((z^\ast(t, \lambda), \Phi(t, \lambda))_{t \in [0, T]}\) be the mild solution of system (5.23). Then we have for fixed \( \lambda > 0 \), all \( t \in [0, T] \) and \( \mathbb{P}\)-a.s.

\[
z^\ast(t, \lambda) = \int_t^T (\mathcal{A} z^\ast(s, \lambda) + \mathcal{R}(\lambda) G^\ast(\lambda) \Phi(s, \lambda)) ds + \int_t^T \mathcal{R}(\lambda) (y(s) - y_d(s)) ds - \int_t^T \Phi(s, \lambda) dW(s).
\]

**Proof.** The claim follows from Theorem 2.35, Theorem 3.112 and Lemma 5.13.

We have the following convergence results.

**Lemma 5.20.** Let \((z^\ast(t, \Phi(t))_{t \in [0, T]}\) and \((z^\ast(t, \lambda), \Phi(t, \lambda))_{t \in [0, T]}\) be the mild solutions of system (5.14) and system (5.23), respectively. Then we have

\[
\lim_{\lambda \to \infty} \sup_{t \in [0, T]} \mathbb{E} \|z^\ast(t) - z^\ast(t, \lambda)\|_H^2 = 0, \quad \lim_{\lambda \to \infty} \mathbb{E} \int_0^T \|\Phi(t) - \Phi(t, \lambda)\|_{\mathcal{L}_{(HS)}(Q^{1/2}(H); H)}^2 dt = 0.
\]
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Proof. Let $I$ be the identity operator on $H$. By definition, we have for all $\lambda > 0$, all $t \in [0,T]$ and $\mathbb{P}$-a.s.

$$z^*(t) - z^*(t, \lambda) = \int_t^T e^{-A(s-t)}[G^*(\Phi(s)) - R(\lambda)G^*(R(\lambda)\Phi(s, \lambda))] \, ds$$

$$+ \int_t^T e^{-A(s-t)}[I - R(\lambda)] (y(s) - y_d(s)) \, ds - \int_t^T e^{-A(s-t)}[\Phi(s) - \Phi(s, \lambda)] \, dW(s). \quad (5.24)$$

Recall that the operator $G^*: \mathcal{L}(H; \mathbb{P}) \to H$ is linear and bounded. Hence, we get for all $\lambda > 0$, all $t \in [0,T]$ and $\mathbb{P}$-a.s.

$$z^*(t) - z^*(t, \lambda) = \int_t^T e^{-A(s-t)}G^*((I - R(\lambda))\Phi(s)) \, ds + \int_t^T e^{-A(s-t)}[I - R(\lambda)]G^*(R(\lambda)\Phi(s)) \, ds$$

$$+ \int_t^T e^{-A(s-t)}R(\lambda)G^*(R(\lambda)[\Phi(s) - \Phi(s, \lambda)]) \, ds + \int_t^T e^{-A(s-t)}[I - R(\lambda)](y(s) - y_d(s)) \, ds$$

$$- \int_t^T e^{-A(s-t)}[\Phi(s) - \Phi(s, \lambda)] \, dW(s).$$

Note that the assumptions of Lemma 5.92 are fulfilled. Thus, inequalities (5.27) and (5.28) hold. Let $T_1 \in [0,T)$. We obtain for all $\lambda > 0$

$$\sup_{t \in [T_1, T]} \mathbb{E} \|z^*(t) - z^*(t, \lambda)\|_H^2 \leq 4c(T - T_1) [\mathcal{I}_1(\lambda) + \mathcal{I}_2(\lambda)], \quad (5.25)$$

$$\mathbb{E} \int_{T_1}^T \|\Phi(t) - \Phi(t, \lambda)\|_{\mathcal{L}(H; \mathbb{P})}^2 \, dt \leq 4c(T - T_1) [\mathcal{I}_1(\lambda) + \mathcal{I}_2(\lambda)], \quad (5.26)$$

where

$$\mathcal{I}_1(\lambda) = \mathbb{E} \int_{T_1}^T \|G^*([I - R(\lambda)]\Phi(t))\|_H^2 + \|[I - R(\lambda)]G^*(R(\lambda)\Phi(t))\|_H^2 + \|[I - R(\lambda)](y(t) - y_d(t))\|_H^2 \, dt,$$

$$\mathcal{I}_2(\lambda) = \mathbb{E} \int_{T_1}^T \|R(\lambda)G^*(R(\lambda)[\Phi(t) - \Phi(t, \lambda)])\|_H^2 \, dt.$$

Using Lemma 5.13 (iii) and Proposition B.7, we can conclude

$$\lim_{\lambda \to \infty} \mathcal{I}_1(\lambda) = 0. \quad (5.27)$$

By Lemma 5.13 (ii), there exists a constant $C^* > 0$ such that for all $\lambda > 0$

$$\mathcal{I}_2(\lambda) \leq C^* \mathbb{E} \int_{T_1}^T \|\Phi(t) - \Phi(t, \lambda)\|_{\mathcal{L}(H; \mathbb{P})}^2 \, dt. \quad (5.28)$$
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Due to inequality (5.26) and inequality (5.28), we get for all $\lambda > 0$
\[
\mathbb{E} \int_{T_1}^T \|\Phi(t) - \Phi(t,\lambda)\|^2_{L_2(H^2)} dt \leq 4c(T - T_1) I_1(\lambda) + 4cC^* \left( \frac{T}{T_1} \right) \mathbb{E} \int_{T_1}^T \|\Phi(t) - \Phi(t,\lambda)\|^2_{L_2(H^2)} dt.
\]

We chose $T_1 \in [0,T)$ such that $4cC^* (T - T_1) < 1$. Thus, we have for all $\lambda > 0$
\[
\mathbb{E} \int_{T_1}^T \|\Phi(t) - \Phi(t,\lambda)\|^2_{L_2(H^2)} dt \leq 4c(T - T_1) I_1(\lambda).
\]

Due to equation (5.27), we can conclude
\[
\lim_{\lambda \to \infty} \mathbb{E} \int_{T_1}^T \|\Phi(t) - \Phi(t,\lambda)\|^2_{L_2(H^2)} dt = 0. \tag{5.29}
\]

Using inequality (5.25), inequality (5.28), equation (5.27) and equation (5.29), we have
\[
\lim_{\lambda \to \infty} \sup_{t \in [T_1,T]} \mathbb{E} \|z^*(t) - z^*(t,\lambda)\|^2_H = 0.
\]

By equation (5.24), we get for all $\lambda > 0$, all $t \in [0,T_1]$ and $\mathbb{P}$-a.s.
\[
z^*(t) - z^*(t,\lambda) = e^{-A(T_1-t)} [z^*(T_1) - z^*(T_1,\lambda)] + \int_t^{T_1} e^{-A(s-t)} [G^*(\Phi(s)) - R(\lambda)G^*(R(\lambda)\Phi(s,\lambda))] ds 
\]
\[+ \int_t^{T_1} e^{-A(s-t)} [I - R(\lambda)] (y(s) - yd(s)) ds - \int_t^{T_1} e^{-A(s-t)} [\Phi(s) - \Phi(s,\lambda)] dW(s).
\]

Again, we find $T_2 \in [0,T_1]$ such that
\[
\lim_{\lambda \to \infty} \sup_{t \in [T_2,T_1]} \mathbb{E} \|z^*(t) - z^*(t,\lambda)\|^2_H dt = 0, \quad \lim_{\lambda \to \infty} \mathbb{E} \int_{T_2}^{T_1} \|\Phi(t) - \Phi(t,\lambda)\|^2_{L_2(H^2)} dt = 0.
\]

By continuing the method, we obtain the result. \hfill \Box

## 5.6. Design of the Optimal Controls

Based on the results provided in the previous sections, we are able to show a duality principle. Since we formulated a control problem with simultaneous distributed controls and boundary controls, we obtain two equations. The first equation gives us a relation between the mild solution of system (5.8) and the mild solution of the adjoint equation (5.14). The second equation provides a relation between the mild solution of system (5.9) and the mild solution of the adjoint equation (5.14).
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**Theorem 5.21.** Let \((y(t; u, v))_{t \in [0, T]}\) and \((z^*(t; u, v), \Phi(t; u, v))_{t \in [0, T]}\) be the mild solutions of system (5.4) and system (5.13) corresponding to the distributed control \(u \in U\) and \(v \in V\), respectively. Moreover, let \((z_1(t; \tilde{u}))_{t \in [0, T]}\) and \((z_2(t; \tilde{v}))_{t \in [0, T]}\) be the mild solutions of system (5.5) and system (5.9) corresponding to the controls \(\tilde{u} \in U\) and \(\tilde{v} \in V\), respectively. Then we have for all \(\alpha \in (0, \frac{1}{2})\),

\[
\begin{align*}
\mathbb{E} \int_0^T (y(t; u, v) - y_d(t), z_1(t; \tilde{u}))_H dt &= \mathbb{E} \int_0^T (z^*(t; u, v), B\tilde{u}(t))_H dt, \\
\mathbb{E} \int_0^T (y(t; u, v) - y_d(t), z_2(t; \tilde{v}))_H dt &= \mathbb{E} \int_0^T (A^{1-\alpha} z^*(t; u, v), A^\alpha D\tilde{v}(t))_H dt.
\end{align*}
\]

**Proof.** For the sake of simplicity, we omit the dependence on the controls. First, we prove the result for the approximations derived in Section 5.5. Let \((z_1(t, \lambda))_{t \in [0, T]}\) and \((z_2(t, \lambda))_{t \in [0, T]}\) be the mild solutions of system (5.17) and system (5.18), respectively. Using Lemma 5.16, we have for all \(\lambda > 0, t \in [0, T]\) and \(\mathbb{P}\)-a.s.

\[
\begin{align*}
z_1(t, \lambda) &= \int_0^t (-A)z_1(s, \lambda) + R(\lambda)B\tilde{u}(s) ds + \int_0^t R(\lambda)G(R(\lambda)z_1(s, \lambda)) dW(s), \\
z_2(t, \lambda) &= \int_0^t (-A)z_2(s, \lambda) + AR(\lambda)D\tilde{v}(s) ds + \int_0^t R(\lambda)G(R(\lambda)z_2(s, \lambda)) dW(s).
\end{align*}
\]

Next, let the pair of stochastic processes \((z^*(t, \lambda), \Phi(t, \lambda))_{t \in [0, T]}\) be the mild solution of system (5.23). Due to Lemma 5.19, we get for all \(\lambda > 0, t \in [0, T]\) and \(\mathbb{P}\)-a.s.

\[
z^*(t, \lambda) = \int_0^T (-A)z^*(s, \lambda) + R(\lambda)G^*(R(\lambda)\Phi(s, \lambda)) + R(\lambda) (y(s) - y_d(s)) ds - \int_0^T \Phi(s, \lambda) dW(s).
\]

By definition, the process \((z^*(t, \lambda))_{t \in [0, T]}\) is predictable. Using Proposition 3.16, we have for all \(\lambda > 0, t \in [0, T]\) and \(\mathbb{P}\)-a.s.

\[
z^*(t, \lambda) = \mathbb{E} \left[ \int_0^T (-A)z^*(s, \lambda) + R(\lambda)G^*(R(\lambda)\Phi(s, \lambda)) + R(\lambda) (y(s) - y_d(s)) ds \bigg| F_t \right] \\
- \int_0^T (-A)z^*(s, \lambda) + R(\lambda)G^*(R(\lambda)\Phi(s, \lambda)) + R(\lambda) (y(s) - y_d(s)) ds.
\]

Due to the martingale representation theorem given by Theorem 3.86 with \((M(t))_{t \in [0, T]}\) satisfying for all \(t \in [0, T]\) and \(\mathbb{P}\)-a.s.

\[
M(t) = \mathbb{E} \left[ \int_0^T (-A)z^*(s, \lambda) + R(\lambda)G^*(R(\lambda)\Phi(s, \lambda)) + R(\lambda) (y(s) - y_d(s)) ds \bigg| F_t \right],
\]

there exists a unique predictable process \((\Psi(t, \lambda))_{t \in [0, T]}\) with values in \(L_{HS}(Q^{1/2}(H); H)\) such that for all
\[ z^*(t, \lambda) = \mathbb{E} \left[ \int_0^T \left( -A z^*(s, \lambda) + R(\lambda)G^*(R(\lambda)\Phi(s, \lambda)) + R(\lambda)(y(s) - y_d(s)) \right) ds \right] - \int_0^T \left( -A z^*(s, \lambda) + R(\lambda)G^*(R(\lambda)\Phi(s, \lambda)) + R(\lambda)(y(s) - y_d(s)) \right) ds + \int_0^T \Psi(s, \lambda) dW(s). \] (5.35)

Since the pair \( (z^*(t, \lambda), \Phi(t, \lambda))_{t \in [0, T]} \) satisfies equation (5.34) uniquely, we can conclude \( \Psi(t, \lambda) = \Phi(t, \lambda) \) for all \( \lambda > 0 \), almost all \( t \in [0, T] \) and \( \mathbb{P} \)-almost surely. Applying the Itô product formula given by Corollary 3.69 to equation (5.32) and equation (5.35), we get for all \( \lambda > 0 \), all \( t \in [0, T] \) and \( \mathbb{P} \)-a.s.

\[ \langle z_1(t, \lambda), z^*(t, \lambda) \rangle_H = \mathcal{I}_1(t, \lambda) + \mathcal{I}_2(t, \lambda) + \mathcal{I}_3(t, \lambda) + \mathcal{I}_4(t, \lambda), \]

where

\[ \mathcal{I}_1(t, \lambda) = \int_0^t \left[ \langle z_1(s, \lambda), A z^*(s, \lambda) \rangle_H - \langle z^*(s, \lambda), A z_1(s, \lambda) \rangle_H \right] ds, \]

\[ \mathcal{I}_2(t, \lambda) = \int_0^t \left[ \langle R(\lambda)G(R(\lambda)z_1(s, \lambda)), \Phi(s, \lambda) \rangle_\mathcal{L}_{	ext{HS}}(Q^2/H, H) - \langle z_1(s, \lambda), R(\lambda)G^*(R(\lambda)\Phi(s, \lambda)) \rangle_H \right] ds, \]

\[ \mathcal{I}_3(t, \lambda) = \int_0^t \langle z^*(s, \lambda), R(\lambda)B\tilde{u}(s) \rangle_H ds - \int_0^t \langle z_1(s, \lambda), R(\lambda)(y(s) - y_d(s)) \rangle_H ds, \]

\[ \mathcal{I}_4(t, \lambda) = \int_0^t \langle z_1(s, \lambda), \Phi(s, \lambda) dW(s) \rangle_H + \int_0^t \langle z^*(s, \lambda), R(\lambda)G(R(\lambda)z_1(s, \lambda)) dW(s) \rangle_H. \]

By definition, we have \( z^*(T, \lambda) = 0 \) for all \( \lambda > 0 \) and \( \mathbb{P} \)-almost surely. Hence, we obtain for all \( \lambda > 0 \) and \( \mathbb{P} \)-a.s.

\[ 0 = \mathcal{I}_1(T, \lambda) + \mathcal{I}_2(T, \lambda) + \mathcal{I}_3(T, \lambda) + \mathcal{I}_4(T, \lambda). \] (5.36)

Since the operator \( A \) is self-adjoint, we have for all \( \lambda > 0 \) and \( \mathbb{P} \)-a.s.

\[ \mathcal{I}_1(T, \lambda) = 0. \] (5.37)

Using Lemma 5.13 (v) and equation (5.15), we obtain for all \( \lambda > 0 \) and \( \mathbb{P} \)-a.s.

\[ \mathcal{I}_4(T, \lambda) = 0. \] (5.38)

By equations (5.36) - (5.38) and \( \mathbb{E} \mathcal{I}_4(T, \lambda) = 0 \) for all \( \lambda > 0 \), we get for all \( \lambda > 0 \)

\[ 0 = \mathbb{E} \mathcal{I}_3(T, \lambda). \]

Hence, we have for all \( \lambda > 0 \)

\[ \mathbb{E} \int_0^T \langle R(\lambda)z_1(t, \lambda), y(t) - y_d(t) \rangle_H dt = \mathbb{E} \int_0^T \langle R(\lambda)z^*(t, \lambda), B\tilde{u}(t) \rangle_H dt. \] (5.39)
Similarly to equation (5.40), we can conclude the Cauchy-Schwarz inequality and Lemma 5.13 (ii), we have for all \( \lambda > 0 \)
\[
\left| \mathbb{E} \int_0^T (z_1(t), y(t) - y_d(t))_H dt - \mathbb{E} \int_0^T (R(\lambda)z_1(t, \lambda), y(t) - y_d(t))_H dt \right|^2 \\
\leq 2 \left| \mathbb{E} \int_0^T ([I - R(\lambda)]z_1(t, \lambda), y(t) - y_d(t))_H dt \right|^2 + 2 \left| \mathbb{E} \int_0^T (R(\lambda)(z_1(t) - z_1(t, \lambda)), y(t) - y_d(t))_H dt \right|^2 \\
\leq 4 \left( \mathbb{E} \int_0^T \|y(t)\|_H^2 dt + \int_0^T \|y_d(t)\|_H^2 dt \right) \left( \mathbb{E} \int_0^T \|[I - R(\lambda)]z_1(t)\|_H^2 dt + \mathbb{E} \int_0^T \|z_1(t) - z_1(t, \lambda)\|_H^2 dt \right).
\]

Using Lemma 5.13 (iii), Proposition B.7 and Lemma 5.17, we can conclude
\[
\lim_{\lambda \to \infty} \mathbb{E} \int_0^T (R(\lambda)z_1(t, \lambda), y(t) - y_d(t))_H dt = \mathbb{E} \int_0^T (z_1(t), y(t) - y_d(t))_H dt. \quad (5.40)
\]

Next, we show that the left hand side and the right hand side of equation (5.39) converges as \( \lambda \to \infty \). By the Cauchy-Schwarz inequality and Lemma 5.13 (ii), we have for all \( \lambda > 0 \)
\[
\left| \mathbb{E} \int_0^T (z^*(t), B\tilde{u}(t))_H dt - \mathbb{E} \int_0^T (R(\lambda)z^*(t, \lambda), B\tilde{u}(t))_H dt \right|^2 \\
\leq 2 \left| \mathbb{E} \int_0^T ([I - R(\lambda)]z^*(t, \lambda), B\tilde{u}(t))_H dt \right|^2 + 2 \left| \mathbb{E} \int_0^T (R(\lambda)(z^*(t) - z^*(t, \lambda)), B\tilde{u}(t))_H dt \right|^2 \\
\leq C^* \left( \mathbb{E} \int_0^T \|\tilde{u}(t)\|_H^2 dt \right) \left( \mathbb{E} \int_0^T \|[I - R(\lambda)]z^*(t)\|_H^2 dt + \sup_{t \in [0, T]} \mathbb{E} \|z^*(t) - z^*(t, \lambda)\|_H^2 \right).
\]

By Lemma 5.13 (iii), Proposition B.7 and Lemma 5.20, we can infer
\[
\lim_{\lambda \to \infty} \mathbb{E} \int_0^T (R(\lambda)z^*(t, \lambda), B\tilde{u}(t))_H dt = \mathbb{E} \int_0^T (z^*(t), B\tilde{u}(t))_H dt.
\]

We conclude that the left hand side and the right hand side of equation (5.39) converges as \( \lambda \to \infty \) and equation (5.30) holds.

Next, we show that equation (5.31) holds. Again, we apply Corollary 3.69 to equation (5.33) and equation (5.35). Similarly to equation (5.39), we find for all \( \lambda > 0 \) and all \( \alpha \in (0, \frac{1}{2}) \)
\[
\mathbb{E} \int_0^T (R(\lambda)z_2(t, \lambda), y(t) - y_d(t))_H dt = \mathbb{E} \int_0^T (R(\lambda)A^{1-\alpha}z^*(t, \lambda), A^\alpha D\tilde{u}(t))_H dt. \quad (5.41)
\]

Similarly to equation (5.40), we can conclude
\[
\lim_{\lambda \to \infty} \mathbb{E} \int_0^T (R(\lambda)z_2(t, \lambda), y(t) - y_d(t))_H dt = \mathbb{E} \int_0^T (z_2(t), y(t) - y_d(t))_H dt.
\]
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Recall that the operator \( A^\alpha D : V^0(\partial D) \to H \) is bounded for all \( \alpha \in (0, \frac{1}{4}) \). Hence, the stochastic process \( (A^\alpha D \tilde{v}(t))_{t \in [0,T]} \) takes values in \( H \) such that \( \mathbb{E} \int_0^T \|A^\alpha D \tilde{v}(t)\|^2_H dt < \infty \). Since \( D(A^{1-\alpha}) \) is dense in \( H \), there exists a sequence of processes \( (v_m(t))_{t \in [0,T]}, \ m \in \mathbb{N}, \) taking values in \( D(A^{1-\alpha}) \) such that
\[
\mathbb{E} \int_0^T \|v_m(t)\|^2_{D(A^{1-\alpha})} dt < \infty \text{ for each } m \in \mathbb{N} \text{ and }
\lim_{m \to \infty} \mathbb{E} \int_0^T \|A^\alpha D \tilde{v}(t) - v_m(t)\|^2_H dt = 0.
\]

Due to Proposition 5.12, the process \( (z^*(t))_{t \in [0,T]} \) takes values in \( D(A^{1-\alpha}) \) for all \( \alpha \in (0, \frac{1}{4}) \). By Lemma 5.13 (ii) and (iv), Lemma 2.34, the Cauchy-Schwarz inequality and Fubini’s theorem, there exists a constant \( C^* > 0 \) such that for all \( \lambda > 0 \), all \( \alpha \in (0, \frac{1}{4}) \) and each \( m \in \mathbb{N} \)
\[
\mathbb{E} \int_0^T \langle A^{1-\alpha} z^*(t), v_m(t) \rangle_H dt - \mathbb{E} \int_0^T \langle R(\lambda) A^{1-\alpha} z^*(t, \lambda), v_m(t) \rangle_H dt \leq 2 \left[ \mathbb{E} \int_0^T \| [I - R(\lambda)] z^*(t, A^{1-\alpha} v_m(t)) \|^2_H dt \right] + 2 \left[ \mathbb{E} \int_0^T \| R(\lambda) (z^*(t) - z^*(t, \lambda), A^{1-\alpha} v_m(t)) \|^2_H dt \right] 
\leq C^* \left( \mathbb{E} \int_0^T \|v_m(t)\|^2_{D(A^{1-\alpha})} dt \right) \left( \mathbb{E} \int_0^T \|[I - R(\lambda)] z^*(t)\|^2_H dt + \sup_{t \in [0,T]} \mathbb{E} \| z^*(t) - z^*(t, \lambda) \|^2_H \right).
\]

Using Lemma 5.13 (iii), Proposition 3.7 and Lemma 5.20, we can infer for each \( m \in \mathbb{N} \)
\[
\lim_{\lambda \to \infty} \mathbb{E} \int_0^T \langle R(\lambda) A^{1-\alpha} z^*(t, \lambda), v_m(t) \rangle_H dt = \mathbb{E} \int_0^T \langle A^{1-\alpha} z^*(t), v_m(t) \rangle_H dt.
\]

Due to the Moore-Osgood theorem [31, Theorem 7.11], we get
\[
\lim_{\lambda \to \infty} \mathbb{E} \int_0^T \langle R(\lambda) A^{1-\alpha} z^*(t, \lambda), A^\alpha D \tilde{v}(t) \rangle_H dt = \lim_{\lambda \to \infty} \lim_{m \to \infty} \mathbb{E} \int_0^T \langle R(\lambda) A^{1-\alpha} z^*(t, \lambda), v_m(t) \rangle_H dt 
= \lim_{m \to \infty} \lim_{\lambda \to \infty} \mathbb{E} \int_0^T \langle R(\lambda) A^{1-\alpha} z^*(t, \lambda), v_m(t) \rangle_H dt 
= \mathbb{E} \int_0^T \langle A^{1-\alpha} z^*(t), A^\alpha D \tilde{v}(t) \rangle_H dt.
\]

We conclude that the left hand side and the right hand side of equation (5.41) converges as \( \lambda \to \infty \) and equation (5.31) holds.

Based on the optimality conditions given by equation (5.12) and equation (5.13), we deduce formulas for the optimal controls using the duality principle derived in the previous theorem.
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Theorem 5.22. Let \((z^*(t; u, v), \Phi(t; u, v))_{t \in [0, T]}\) be the mild solution of system \(5.14\) corresponding to the controls \(u \in U\) and \(v \in V\). Then the optimal controls \(\pi \in U\) and \(\tau \in V\) satisfy for all \(\alpha \in (0, \frac{1}{4})\), almost all \(t \in [0, T]\) and \(\mathbb{P}\)-a.s.

\[
\pi(t) = -\frac{1}{\kappa_1} B^* z^*(t; \pi, \tau), \quad \tau(t) = -\frac{1}{\kappa_2} K^* A^{1-\alpha} z^*(t; \pi, \tau),
\]

(5.42)

where \(B^* \in \mathcal{L}(H)\) and \(K^* \in \mathcal{L}(H; V^0(\partial D))\) are the adjoint operators of the operators \(B \in \mathcal{L}(H)\) and \(K = A^\alpha D \in \mathcal{L}(V^0(\partial D); H)\), respectively.

Proof. Let \((y(t; u, v))_{t \in [0, T]}\) and \((z_1(t; u))_{t \in [0, T]}\) be the mild solutions of system \(5.4\) and system \(5.8\) corresponding to the controls \(u \in U\) and \(v \in V\), respectively. Using equation \(5.10\) and equation \(5.12\), the optimal control \(\pi \in U\) satisfies for every \(\bar{u} \in U\)

\[
\mathbb{E} \int_0^T \langle y(t; \pi, \bar{u}) \rangle_H dt + \kappa_1 \mathbb{E} \int_0^T \langle \pi(t), \bar{u}(t) \rangle_H dt = 0.
\]

By equation \(5.30\), we obtain for every \(\bar{u} \in U\)

\[
\mathbb{E} \int_0^T \langle z^*(t; \pi, \bar{u}) \rangle_H dt + \kappa_1 \mathbb{E} \int_0^T \langle \pi(t), \bar{u}(t) \rangle_H dt = 0.
\]

Hence, we get for every \(\bar{u} \in U\)

\[
\mathbb{E} \int_0^T \langle B^* z^*(t; \pi, \bar{u}) \rangle_H dt = \mathbb{E} \int_0^T \langle \pi(t), \bar{u}(t) \rangle_H dt = 0.
\]

Therefore, the optimal control \(\pi \in U\) satisfies equation \(5.42\) for almost all \(t \in [0, T]\) and \(\mathbb{P}\)-almost surely.

Let \((z_2(t; v))_{t \in [0, T]}\) be the mild solution of system \(5.9\) corresponding to the control \(v \in V\). Due to equation \(5.11\) and equation \(5.13\), the optimal control \(\tau \in V\) fulfills the following equation for every \(\bar{v} \in V\):

\[
\mathbb{E} \int_0^T \langle y(t; \pi, \bar{v}) \rangle_H dt + \kappa_2 \mathbb{E} \int_0^T \langle \tau(t), \bar{v}(t) \rangle_{V^0(\partial D)} dt = 0.
\]

By equation \(5.31\), we have for all \(\alpha \in (0, \frac{1}{4})\) and every \(\bar{v} \in V\)

\[
\mathbb{E} \int_0^T \langle A^{1-\alpha} z^*(t; \pi, \bar{v}) \rangle_H dt + \kappa_2 \mathbb{E} \int_0^T \langle \tau(t), \bar{v}(t) \rangle_{V^0(\partial D)} dt = 0.
\]

Hence, we get for all \(\alpha \in (0, \frac{1}{4})\) and every \(\bar{v} \in V\)

\[
\mathbb{E} \int_0^T \langle B^* A^{1-\alpha} z^*(t; \pi, \bar{v}) \rangle_H dt = \mathbb{E} \int_0^T \langle \pi(t), \bar{v}(t) \rangle_{V^0(\partial D)} dt = 0.
\]

Therefore, the optimal control \(\tau \in V\) satisfies equation \(5.43\) for all \(\alpha \in (0, \frac{1}{4})\), almost all \(t \in [0, T]\) and \(\mathbb{P}\)-almost surely.
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Remark 5.23. Let us denote by \((y(t))_{t \in [0,T]}\) and \((z^*(t), \Phi(t))_{t \in [0,T]}\) the mild solutions of system (5.4) and system (5.14) corresponding to the optimal controls \(u \in U\) and \(v \in V\), respectively. As a consequence of the previous theorem, the optimal velocity field \((y(t))_{t \in [0,T]}\) can be computed by solving the stochastic boundary value problem imposed by the following system of coupled forward-backward SPDEs:

\[
\begin{align*}
    d\overline{y}(t) &= \left[ -Ay(t) - \frac{1}{\kappa_1} BB^* z^*(t) - \frac{1}{\kappa_2} ADK^* A_1^{-1} \Pi^* (t) \right] dt + G(\overline{y}(t)) \, dW(t), \\
    d z^*(t) &= - \left[ -A z^*(t) + G^* (\Phi(t)) + \overline{y}(t) - y_d(t) \right] dt + \Phi(t) \, dW(t), \\
    y(0) &= \xi, \quad \overline{y}(T) = 0.
\end{align*}
\]

Remark 5.24. If system (4.3) is driven by a Lévy process, then one can obtain the optimal controls stated in the previous theorem as follows: We assume that system (4.3) is driven by an additive Lévy noise, i.e. the Hilbert-Schmidt operator \(G\) does not depend on the velocity field. Hence, the partial Fréchet derivatives are given by system (5.8) and system (5.9), whereby the diffusion term vanishes. Furthermore, the adjoint equation (5.14) has a deterministic structure in the sense that \(\Phi(t) = 0\). The duality principle stated in Theorem 5.21 is then a consequence of a suitable product formula. The derivation of the optimal controls follows immediately from the previous theorem.
Chapter 6

Optimal Control of Uncertain Fluid Flows

In this chapter, we consider a control problem constrained by the unsteady stochastic Navier-Stokes equations with homogeneous Dirichlet boundary conditions. Motivated by [44], we first analyze the deterministic Navier-Stokes equations with homogeneous Dirichlet boundary conditions, which are usually considered as no-slip boundary conditions. Similarly to the previous chapters, we reformulate these equations as an evolution equation in a suitable Hilbert space such that the existence and uniqueness of a solution can be obtained using fractional powers of closed operators introduced in Section 2.3. Based on this approach, we extend the Navier-Stokes equations by an additional noise term. Due to the properties of a bilinear operator related to the convection term arising in the Navier-Stokes equations, we get a restriction on the dimension of the domain. However, we will figure out that an existence and uniqueness result of a local mild solution to the stochastic Navier-Stokes equations holds especially in two-dimensional as well as three-dimensional domains. The control problem considered here is motivated by common control strategies such as tracking a desired velocity field or minimizing the enstrophy, see [22, 46, 50, 59, 68, 83, 87]. We provide the existence and uniqueness of the optimal controls, which enables us to solve uniquely the control problem through a stochastic maximum principle. Since the control problem is formulated as a nonconvex optimization problem, we only obtain a necessary optimality condition as a variational inequality. However, we still can utilize this necessary optimality condition using a duality principle to derive the optimal controls. As a consequence, it remains to solve a coupled system of forward and backward SPDEs. Finally, we show that the optimal control satisfies a sufficient optimality condition. The results presented here are mainly based on [6, 7].

Throughout this chapter, let \((\Omega, \mathcal{F}, P)\) be a given complete probability space endowed with a normal filtration \((\mathcal{F}_t)_{t \geq 0}\).

6.1. Motivation

Throughout this chapter, let \(D \subset \mathbb{R}^n, n \geq 2\), be a connected and bounded domain with \(C^\infty\) boundary \(\partial D\). We consider the following Navier-Stokes equations with homogeneous Dirichlet boundary condition:

\[
\begin{aligned}
\frac{\partial}{\partial t} y(t, x) + (y(t, x) \cdot \nabla) y(t, x) + \nabla p(t, x) - \nu \Delta y(t, x) &= f(t, x) & \text{in } (0, T) \times D, \\
div y(t, x) &= 0 & \text{in } (0, T) \times D, \\
y(t, x) &= 0 & \text{on } (0, T) \times \partial D, \\
y(0, x) &= \xi(x) & \text{in } D,
\end{aligned}
\]

where \(y(t, x) \in \mathbb{R}^n\) denotes the velocity field with initial value \(\xi(x) \in \mathbb{R}^n\) and \(p(t, x) \in \mathbb{R}\) describes the pressure of the fluid. The parameter \(\nu > 0\) is the viscosity parameter (for the sake of simplicity, we assume \(\nu = 1\)) and \(f(t, x) \in \mathbb{R}^n\) is the external force.

Next, we reformulate system (6.1) as an evolution equation. For more details, we refer to [44]. According to Section 2.5.2, let us introduce the following Hilbert spaces:

\[H = \{y \in (L^2(D))^n : \text{div } y = 0 \text{ in } D, y \cdot \eta = 0 \text{ on } \partial D\},\]
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\[ V = \{ y \in (H^1_0(D))^n : \text{div} y = 0 \text{ in } D \} \]

and let \( A : D(A) \subset H \rightarrow H \) be the Stokes operator given by

\[ D(A) = (H^2(D))^n \cap V, \quad Ay = -\Delta y \]

for every \( y \in D(A) \), where the operator \( \Pi : (L^2(D))^n \rightarrow H \) is an orthogonal projection. By Theorem 2.61, the operator \(-A\) is the generator of an analytic semigroup of contractions \((e^{-At})_{t \geq 0}\). Hence, we can introduce fractional powers of \( A \) denoted by \( A^\alpha \) with \( \alpha \in \mathbb{R} \) according to Section 2.3. Furthermore, we define \( B(y, z) = \Pi(y \cdot \nabla)z \) for some \( y, z \in H \). If \( y = z \), we write \( B(y) = B(y, y) \). Applying the projection \( \Pi \), system (6.1) can be formulated in the following abstract form:

\[
\begin{aligned}
&\frac{d}{dt} y(t) = -Ay(t) - B(y(t)) + \Pi f(t), \\
y(0) = \Pi \xi.
\end{aligned}
\]  
(6.2)

For the sake of simplicity, we assume \( f(t), \xi \in H \) for all \( t \in [0, T] \). We consider this equation in integral form

\[ y(t) = e^{-At} \xi - \int_0^t e^{-A(t-s)}B(y(s)) - f(s)) \, ds \]

for all \( t \in [0, T] \). Moreover, we have the following properties of the nonlinear term in equation (6.2).

**Lemma 6.1 (cf. Lemma 2.2,[44]).** Let \( 0 \leq \delta < \frac{1}{2} + \frac{\alpha}{4} \). If \( y \in D(A^{\alpha_1}) \) and \( z \in D(A^{\alpha_2}) \), then we have

\[
\| A^{-\delta} B(y, z) \|_H \leq \tilde{M} \| A^{\alpha_1} y \|_H \| A^{\alpha_2} z \|_H,
\]

with some constant \( \tilde{M} = \tilde{M}_{\delta, \alpha_1, \alpha_2} \), provided that \( \alpha_1, \alpha_2 > 0, \delta + \alpha_2 > \frac{1}{2} \) and \( \delta + \alpha_1 + \alpha_2 \geq \frac{\alpha}{4} + \frac{1}{2} \).

**Corollary 6.2.** Let \( \alpha_1, \alpha_2 \) and \( \delta \) be as in Lemma 6.1. If \( y, z \in D(A^\beta), \beta = \max\{\alpha_1, \alpha_2\} \), then we have

\[
\| A^{-\delta} (B(y) - B(z)) \|_H \leq \tilde{M} (\| A^{\alpha_1} y \|_H \| A^{\alpha_2} (y - z) \|_H + \| A^{\alpha_1} (y - z) \|_H \| A^{\alpha_2} z \|_H).
\]

**Proof.** Using Lemma 6.1 we get

\[
\| A^{-\delta} (B(y) - B(z)) \|_H = \| A^{-\delta} (B(y, y - z) + B(y - z, z)) \|_H
\leq \| A^{-\delta} B(y, y - z) \|_H + \| A^{-\delta} B(y - z, z) \|_H
\leq \tilde{M} (\| A^{\alpha_1} y \|_H \| A^{\alpha_2} (y - z) \|_H + \| A^{\alpha_1} (y - z) \|_H \| A^{\alpha_2} z \|_H).
\]

As a consequence, the bilinear operator \( B \) satisfies a growth condition and a Lipschitz condition only locally. Thus, we cannot prove the existence and uniqueness of a solution to system (6.2) over the whole time interval \([0, T]\) in general. However, we have the following local result.

**Theorem 6.3.** Let \( \alpha \in (0, 1) \) and \( \delta \in [0, 1) \) be given parameters such that \( 1 > \delta + \alpha > \frac{1}{2} \) and \( \delta + 2\alpha \geq \frac{\alpha}{4} + \frac{1}{2} \). Furthermore, let the function \( f : [0, T] \rightarrow D(A^{\alpha}) \) satisfy

\[
\int_0^T \| f(t) \|_{D(A^{\alpha})}^2 \, dt < \infty
\]
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with \( \beta \in [0, \alpha] \) such that \( \alpha - \beta < \frac{1}{2} \). Then for any \( \xi \in D(A^\alpha) \), there exists a unique continuous solution \( y: [0, T] \rightarrow D(A^\nu) \) of system (6.3) satisfying

\[
\sup_{t \in [0, \tau]} \|y(t)\|_{D(A^\nu)} < \infty
\]

for a certain point of time \( \tau \in [0, T] \).

**Proof.** The proof can be obtained similarly to [44, Theorem 2.3]. \( \square \)

6.2. The Controlled Stochastic Navier-Stokes Equations

In this section, we introduce the controlled stochastic Navier-Stokes equation with homogeneous Dirichlet boundary conditions. We show that there exists a unique mild solution up to a certain stopping time and we state some basic properties. Let us assume that the external force \( f(t) \) in equation (6.2) can be decomposed as the sum of a control term and a noise term dependent on the velocity field \( u(t) \). Hence, we obtain the stochastic Navier-Stokes equations in \( D(A^\nu) \):

\[
\begin{align*}
\frac{dy(t)}{dt} &= -[Ay(t) + B(y(t))] + Fu(t) + G(y(t))dW(t), \\
y(0) &= \xi,
\end{align*}
\]

(6.3)

where \( \xi \in L^2(\Omega; D(A^\alpha)) \) is \( F_0 \)-measurable and \( (W(t))_{t \geq 0} \) is a Q-Wiener process with values in \( H \) and covariance operator \( Q \in L^2(\Omega; D(A^\beta)) \) containing all \( F_t \)-adapted processes \( (u(t))_{t \in [0, T]} \) with values in \( D(A^\beta) \) such that \( \mathbb{E}(\int_0^T \|u(t)\|_{D(A^\beta)}^r dt)^{k/r} < \infty \) with \( k, r \in [0, \infty) \) and \( \beta \in [0, \alpha] \). The space \( L^2(\Omega; D(A^\beta)) \) equipped with the norm

\[
\|u\|_{L^2(\Omega; D(A^\beta))}^k = \mathbb{E}\left( \int_0^T \|u(t)\|_{D(A^\beta)}^r dt \right)^{k/r},
\]

for every \( u \in L^2(\Omega; D(A^\beta)) \), becomes a Banach space. The set of admissible controls \( U \) is a closed, bounded and convex subset of the Hilbert space \( L^2(\Omega; D(A^\beta)) \) such that \( 0 \in U \). Moreover, we assume that the operators \( F: D(A^\beta) \rightarrow D(A^\beta) \) and \( G: H \rightarrow \mathcal{L}(L^2(\Omega; D(A^\beta))) \) are linear and bounded. In general, we cannot ensure the existence and uniqueness of a mild solution over an arbitrary time interval \([0, T]\) since the nonlinear operator \( B \) satisfies a growth condition and a Lipschitz condition only locally, which is a consequence of Lemma 6.1 and Corollary 6.2. Thus, we need the following definition of a local mild solution.

**Definition 6.4** (cf. Definition 3.2, [25]). Let \( \tau \) be a stopping time taking values in \([0, T]\) and \( (\tau_m)_{m \in \mathbb{N}} \) be an increasing sequence of stopping times taking values in \([0, T]\) satisfying \( \lim_{m \to \infty} \tau_m = \tau \). A predictable process \((y(t))_{t \in [0, \tau]}\) with values in \( D(A^\nu) \) is called a **local mild solution of system** (6.3) if for fixed \( m \in \mathbb{N} \)

\[
\mathbb{E}\sup_{t \in [0, \tau_m]} \|y(t)\|_{D(A^\nu)}^2 < \infty
\]

and we have for each \( m \in \mathbb{N} \), all \( t \in [0, T] \) and \( \mathbb{P} \)-a.s.

\[
y(t \wedge \tau_m) = e^{-A(t \wedge \tau_m)} \xi - \int_0^{t \wedge \tau_m} A^r e^{-A(t \wedge \tau_m - s)} A^{-\delta} B(y(s)) \, ds + \int_0^{t \wedge \tau_m} e^{-A(t \wedge \tau_m - s)} Fu(s) \, ds
\]

\[
+ I_{\tau_m}(G(y))(t \wedge \tau_m),
\]
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Remark 3.83. 

Using Lemma 6.1, Lemma 6.2, inequality (6.7) and inequality (6.8), we have for every $\mathbb{P}$-a.s.

\begin{align*}
\mathbb{E} \sup_{t \in [0,T]} \|y_m(t)\|_{D(A^\alpha)}^2 < \infty
\end{align*}

and we have for all $t \in [0,T]$ and $\mathbb{P}$-a.s.

\begin{align*}
y_m(t) &= e^{-At}\xi - \int_0^t e^{-A(t-s)}A^{-\delta}B(y_m(s))\,ds + \int_0^t e^{-A(t-s)}F u(s)\,ds \\
&\quad + \int_0^t e^{-A(t-s)}G(y_m(s))\,dW(s). 
\end{align*}

Thus, we obtain the following existence and uniqueness result of a local mild solution to system (6.3).
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**Theorem 6.7.** Let the parameters $\alpha \in (0, 1)$ and $\delta \in [0, 1]$ satisfy $1 > \delta + \alpha > \frac{1}{2}$ and $\delta + 2\alpha \geq \frac{5}{4} + \frac{1}{2}$. Furthermore, let $u \in L^2_{\text{loc}}(\Omega; L^2([0, T]; D(A^{\alpha})))$ be fixed for $\beta \in [0, \alpha]$ such that $\alpha - \beta < \frac{1}{2}$. Then for any $\xi \in L^2(\Omega; D(A^{\alpha}))$, there exists a unique local mild solution $(y(t))_{t \in [0, \tau)}$ of system (6.3). Moreover, the process $(y(t))_{t \in [0, \tau)}$ has a continuous modification.

**Proof.** Due to Theorem 6.6, we get the existence and uniqueness of a mild solution $(y_m(t))_{t \in [0, T]}$ to system (6.5), which has a continuous modification. Next, we define a sequence of stopping times $(\tau_m)_{m \in \mathbb{N}}$ by

$$\tau_m = \inf\{t \in (0, T) : \|y_m(t)\|_{D(A^{\alpha})} > m\} \wedge T$$

with the usual convention that $\inf\emptyset = +\infty$. The fact that $\tau_m$ is a stopping time results from Remark 3.14. By definition of the map $\pi_m$, we get $\tau_m(y_m(t)) = y_m(t)$ for all $t \in [0, \tau_m)$ and $\mathbb{P}$-almost surely. Using equation (6.9) and Lemma 3.66, we obtain for fixed $m \in \mathbb{N}$, all $t \in [0, T]$ and $\mathbb{P}$-a.s.

$$y_m(t \wedge \tau_m) = e^{t\wedge\tau_m} - A(\tau_m)\xi - \int_0^{t\wedge\tau_m} A^2 e^{t\wedge\tau_m - s} A^{-\delta} B(y_m(s)) \, ds + \int_0^{t\wedge\tau_m} e^{(t\wedge\tau_m - s)} F u(s) \, ds$$

$$+ I_{\tau_m}(G(y))(t \wedge \tau_m),$$

where $I_{\tau_m}(G(y))(t)$ is given by equation (6.4). Since the sequence of stopping times $(\tau_m)_{m \in \mathbb{N}}$ is increasing and bounded, there exists a stopping time $\tau$ such that $\tau = \lim m \to \infty \tau_m$ resulting from Lemma 3.11 (ii). Moreover, we have $\mathbb{P}$-a.s. $0 < \tau \leq T$. We set for each $m \in \mathbb{N}$, all $t \in [0, \tau_m)$ and $\mathbb{P}$-a.s.

$$y(t) = y_m(t).$$

Then the process $(y(t))_{t \in [0, \tau)}$ is the unique local mild solution of system (6.3). 

**Remark 6.8.** (i) Note that the previous theorem is especially valid for $n = 2$ and $n = 3$. Hence, we get the existence and uniqueness of a solution to the stochastic Navier-Stokes equations for two-dimensional as well as three-dimensional domains up to a certain stopping time.

(ii) In case of additive noise in system (6.3), i.e. $G(y) \equiv G$, we have

$$\mathbb{E} \sup_{t \in [0, \rho]} \|y(t)\|^2_{D(A^{\alpha})} < \infty$$

for a certain stopping time $\rho$ with values in $[0, T]$ and independent of $m \in \mathbb{N}$. The proof can be found in [10, 34].

(iii) If, in addition to the assumptions of Theorem 6.7, we require

$$\mathbb{E} \sup_{t \in [0, \tau]} \int_0^t (t - s)^{-n/4} |\nabla y(s)| \, ds < \infty,$$

then the solution of system (6.3) is a global mild solution in the sense that $\mathbb{P}(\tau = T) = 1$, see [35].

In the remaining part of this chapter, we always assume that the parameters $\alpha \in (0, 1)$, $\delta \in [0, 1)$ and $\beta \in [0, \alpha]$ satisfy the assumptions of Theorem 6.7 and the stopping times $(\tau_m)_{m \in \mathbb{N}}$ are given by equation (6.10). Moreover, we assume that the initial value $\xi \in L^2(\Omega; D(A^{\alpha}))$ is fixed. To illustrate the dependence on the control $u \in L^2_{\text{loc}}(\Omega; L^2([0, T]; D(A^{\alpha})))$, let us denote by $(y_m(t; u))_{t \in [0, T]}$ and $(y(t; u))_{t \in [0, \tau)}$ the mild solution of system (6.5) and the local mild solution of system (6.3), respectively. Note that the stopping times $(\tau_m)_{m \in \mathbb{N}}$ depend on the control as well. Whenever these processes and the stopping times are considered for fixed control, we use the notation introduced above. We have the following continuity property.
Lemma 6.9. For fixed $m \in \mathbb{N}$, let $(y_m(t;u))_{t \in [0,T]}$ be the mild solution of system (6.5) corresponding to the control $u \in L^2_T(\Omega; L^2([0,T]; D(A^\delta)))$. If $u_1, u_2 \in L^2_T(\Omega; L^2([0,T]; D(A^\delta)))$ for $k \geq 2$, then there exists a constant $c > 0$ such that

$$
\mathbb{E} \sup_{t \in [0,T]} \| y_m(t; u_1) - y_m(t; u_2) \|^k_{D(A^\delta)} \leq c \| u_1 - u_2 \|^k_{L^2_T(\Omega; L^2([0,T]; D(A^\delta)))}.
$$

Proof. Recall that the operators $F : D(A^\delta) \to D(A^\delta)$ and $G : H \to L(\mathbb{H}^1/2(H); D(A^\delta))$ are linear and bounded. By definition, we have for all $t \in [0,T]$ and $\mathbb{P}$-a.s.

$$
y_m(t; u_1) - y_m(t; u_2) = - \int_0^t A^\delta e^{-A(t-s)} A^{-\delta} [B(\pi_m(y_m(s; u_1))) - B(\pi_m(y_m(s; u_2)))] ds + \int_0^t e^{-A(t-s)} F[u_1(s) - u_2(s)] ds + \int_0^t e^{-A(t-s)} G(y_m(s; u_1) - y_m(s; u_2)) dW(s).
$$

Let $T_{1,m} \in (0,T]$. Using Theorem 2.35, Corollary 6.2, inequalities (6.7) and (6.8), the Cauchy-Schwarz inequality and Proposition 3.65(ii), there exist constants $C_1, C_2, C_3 > 0$ such that

$$
\mathbb{E} \sup_{t \in [0,T_{1,m}]} \| y_m(t; u_1) - y_m(t; u_2) \|^k_{D(A^\delta)} \\
\leq 3^{k-1} \mathbb{E} \sup_{t \in [0,T_{1,m}]} \left( \int_0^t \left\| A^{\alpha+\delta} e^{-A(t-s)} A^{-\delta} [B(\pi_m(y_m(s; u_1))) - B(\pi_m(y_m(s; u_2)))] \right\|_H ds \right)^k + 3^{k-1} \mathbb{E} \sup_{t \in [0,T_{1,m}]} \left( \int_0^t \left\| A^{\alpha-\beta} e^{-A(t-s)} A^\beta F[u_1(s) - u_2(s)] \right\|_H ds \right)^k + 3^{k-1} \mathbb{E} \sup_{t \in [0,T_{1,m}]} \left\| \int_0^t e^{-A(t-s)} A^\alpha G(y_m(s; u_1) - y_m(s; u_2)) dW(s) \right\|^k_H \\
\leq \left( C_1 T_{1,m}^{(1-\alpha-\delta)} + C_2 T_{1,m}^{k/2} \right) \mathbb{E} \sup_{t \in [0,T_{1,m}]} \| y_m(t; u_1) - y_m(t; u_2) \|^k_{D(A^\delta)} + C_3 \mathbb{E} \left( \int_0^T \| u_1(t) - u_2(t) \|^2_{D(A^\delta)} dt \right)^{k/2}.
$$

We chose $T_{1,m} \in (0,T]$ such that $C_1 T_{1,m}^{(1-\alpha-\delta)} + C_2 T_{1,m}^{k/2} < 1$. Hence, we get

$$
\mathbb{E} \sup_{t \in [0,T_{1,m}]} \| y_m(t; u_1) - y_m(t; u_2) \|^k_{D(A^\delta)} \leq c_{1,m} \mathbb{E} \left( \int_0^T \| u_1(t) - u_2(t) \|^2_{D(A^\delta)} dt \right)^{k/2},
$$
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where $c_{1,m} = \frac{C_3}{1 - C_1 \tau^{(1-(m-1)) \sigma_3} - C_2 \tau^{1/2}}$. Next, we consider for all $t \in [T_1, T]$, $\mathbb{P}$-a.s. and for $i = 1, 2$

$$y_m(t; u_i) = e^{-A(t-T_1, \cdot)} y_m(T_1, u_i) - \int_{T_1}^{t} A^1 e^{-A(t-s, \cdot)} A^2 \beta \pi_m(y_m(s; u_i)) \, ds + \int_{T_1}^{t} e^{-A(t-s, \cdot)} F u_i(s) \, ds$$

$$+ \int_{T_1}^{t} e^{-A(t-s, \cdot)} G(y_m(s; u_i)) \, dW(s).$$

Again, we find $T_{2,m} \in [T_1, T]$ and a constant $c_{2,m} > 0$ such that

$$\mathbb{E} \sup_{t \in [T_1, T_{2,m}]} \|y_m(t; u_1) - y_m(t; u_2)\|_{D(A^\alpha)} \leq c_{2,m} \mathbb{E} \left( \int_{0}^{T} \|u_1(t) - u_2(t)\|_{D(A^\beta)}^2 \, dt \right)^{1/2}.$$

By continuing this method, we obtain the result.

**Remark 6.10.** By definition, we have for all $t \in [0, \tau_m^u)$ and $\mathbb{P}$-a.s. $y(t; u) = y_m(t; u)$. Hence, a similar result of the previous lemma holds for the local mild solution of system (6.3).

In the following lemmas, we show some useful properties of the stopping times.

**Lemma 6.11.** For fixed $m \in \mathbb{N}$, let $(y_m(t; u_i))_{i \in \{0, 2\}}$ be the mild solution of system (6.5) corresponding to the control $u \in L^2_F(\Omega; L^2([0, T]; D(A^\beta)))$ and let the stopping time $\tau_m^u$ be given by equation (6.10). Then we have

$$\lim_{u_1 \to u_2} \mathbb{P}(\tau_m^{u_1} \neq \tau_m^{u_2}) = 0.$$

**Proof.** By the extended version of Markov’s inequality and Lemma 6.9 with $k = 2$, we get for all $\varepsilon > 0$

$$\mathbb{P} \left( \sup_{t \in [0,T]} \|y_m(t; u_1) - y_m(t; u_2)\|_{D(A^\alpha)} \geq \varepsilon \right) \leq \frac{1}{\varepsilon^2} \mathbb{E} \sup_{t \in [0,T]} \|y_m(t; u_1) - y_m(t; u_2)\|_{D(A^\alpha)}^2 \leq \frac{c}{\varepsilon^2} \mathbb{E} \int_{0}^{T} \|u_1(t) - u_2(t)\|_{D(A^\beta)}^2 \, dt. \quad (6.12)$$

Next, we assume $\lim_{u_1 \to u_2} \mathbb{P}(\tau_m^{u_1} < \tau_m^{u_2}) > 0$. Due to the definition of the stopping times, we can conclude

$$\lim_{u_1 \to u_2} \mathbb{P} \left( \|y_m(\tau_m^{u_1}; u_1)\|_{D(A^\alpha)} > m \right) \cap \left\{ \|y_m(\tau_m^{u_1}; u_2)\|_{D(A^\alpha)} \leq m \right\} > 0.$$

Therefore, there exists $\varepsilon_0 > 0$ such that

$$\lim_{u_1 \to u_2} \mathbb{P} \left( \|y_m(\tau_m^{u_1}; u_1)\|_{D(A^\alpha)} - \|y_m(\tau_m^{u_1}; u_2)\|_{D(A^\alpha)} \geq \varepsilon_0 \right) > 0.$$

This implies that $\lim_{u_1 \to u_2} \mathbb{P}(\|y_m(\tau_m^{u_1}; u_1) - y_m(\tau_m^{u_1}; u_2)\|_{D(A^\alpha)} \geq \varepsilon_0) > 0$, which is a contradiction to inequality (6.12). We get $\lim_{u_1 \to u_2} \mathbb{P}(\tau_m^{u_1} < \tau_m^{u_2}) = 0$. Similarly, we obtain $\lim_{u_1 \to u_2} \mathbb{P}(\tau_m^{u_1} > \tau_m^{u_2}) = 0$.

**Lemma 6.12.** For fixed $m \in \mathbb{N}$, let $(y_m(t; u))_{t \in [0, T]}$ be the mild solution of system (6.5) corresponding to the control $u \in L^2_F(\Omega; L^2([0, T]; D(A^\beta)))$ and let the stopping time $\tau_m^u$ be given by equation (6.10). If $u_1, u_2 \in L^2_F(\Omega; L^2([0, T]; D(A^\beta)))$ for $k \geq 1$, then

$$\lim_{\theta \to 0} \frac{\mathbb{P}(\tau_m^{u_1} \neq \tau_m^{u_1 + \theta u_2})}{\theta^k} = 0.$$

**Proof.** The claim follows similarly to Lemma 6.11.
6.3. A Generalized Control Problem

In this section, we introduce the control problem. We provide the existence and uniqueness of an optimal control and we calculate the Gâteaux derivatives of the cost functional related to the control problem. This requires the Gâteaux derivative of the local mild solution to system (6.3), which is given by the local mild solution of the linearized stochastic Navier-Stokes equations. Moreover, we show that the Gâteaux derivatives of the cost functional up to order two coincide with the Fréchet derivatives up to order two. As a consequence, we can obtain necessary and sufficient optimality conditions. Let us introduce the cost functional $J_m : L^2_\mathcal{F}(\Omega; L^2([0, T]; D(A^\beta))) \rightarrow \mathbb{R}$ given by

$$J_m(u) = \frac{1}{2} \mathbb{E} \int_0^{\tau_m^m} \|A^\gamma(y(t; u) - y_d(t))\|^2_H dt + \frac{1}{2} \mathbb{E} \int_0^T \|A^\beta u(t)\|^2_H dt,$$  

(6.13)

where $m \in \mathbb{N}$ is fixed and $\gamma \in [0, \alpha]$. Moreover, the process $(y(t; u))_{t \in [0, \tau^m)}$ is the local mild solution of system (6.3) corresponding to the control $u \in L^2_\mathcal{F}(\Omega; L^2([0, T]; D(A^\beta)))$ and $y_d \in L^2([0, T]; D(A^\gamma))$ is a given desired velocity field. The task is to find a control $\pi_m \in U$ such that

$$J_m(\pi_m) = \inf_{u \in U} J_m(u).$$  

(6.14)

The control $\pi_m \in U$ is called an optimal control. Note that for $\gamma = 0$, the formulation coincides with a tracking problem, for more details see [22, 46, 83]. For $\gamma = \frac{1}{2}$ and $y_d \equiv 0$, we minimize the enstrophy, see [22, 40, 53]. Hence, we are dealing with a generalized cost functional, which incorporates common control problems in fluid dynamics.

Remark 6.13. (i) Note that by definition of the local mild solution, we only can ensure that the first addend of the cost functional given by (6.13) is well defined up to the stopping time $\tau_m^m$ for fixed $m \in \mathbb{N}$.

(ii) In case of additive noise in system (6.3), we can replace the stopping time $\tau_m^m$ in equation (6.13) by a certain stopping time $\rho^m$ independent of $m \in \mathbb{N}$.

(iii) If the assumptions of Remark 6.8 (iii) are fulfilled, then we can replace the stopping time $\tau_m^m$ in equation (6.13) by the deterministic terminal point of time $T$.

6.3.1. Existence and Uniqueness of the Optimal Control

Since the velocity field as well as the stopping times are nonconvex with respect to the control, we formulated the control problem as a nonconvex optimization problem. To obtain the existence and uniqueness of the optimal control $\pi_m \in U$, we show that Corollary 6.18 can be applied. For that purpose, we first show the following continuity result.

Lemma 6.14. Let $(y(t; u))_{t \in [0, \tau^m)}$ be the local mild solution of system (6.3) corresponding to the control $u \in U$, where the stopping times $(\tau_m^m)_{m \in \mathbb{N}}$ are defined by equation (6.10). Then for fixed $m \in \mathbb{N}$, the functional

$$f_m(u) = \mathbb{E} \int_0^{\tau_m^m} \|A^\gamma(y(t; u) - y_d(t))\|^2_H dt$$

is continuous with respect to the control $u \in U$.

Proof. Let the process $(y_m(t; u))_{t \in [0, T]}$ be the mild solution of system (6.5) corresponding to the control $u \in U$ and let $u_1, u_2 \in U$. We define the stopping times $\tau_m^u = \tau_m^{u_1} \wedge \tau_m^{u_2}$ and $\tau_m = \tau_m^{u_1} \vee \tau_m^{u_2}$. Moreover, let the control $\pi \in U$ be given by

$$\pi = \begin{cases} u_1, & \text{if } \tau_m = \tau_m^{u_1}, \\ u_2, & \text{if } \tau_m = \tau_m^{u_2}. \end{cases}$$
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Using Corollary 2.32 equation (6.11) and the Cauchy-Schwarz inequality, there exists a constant \( \tilde{K} > 0 \) such that

\[
|f_m(u_1) - f_m(u_2)| \\
= \left| \mathbb{E} \int_0^{\tau_m} \|A^\gamma(y_m(t; u_1) - y_d(t))\|_H^2 \, dt \right| - \mathbb{E} \int_0^{\tau_m} \|A^\gamma(y_m(t; u_2) - y_d(t))\|_H^2 \, dt \\
\leq \mathbb{E} \int_0^{\tau_m} \|A^\gamma(y_m(t; u_1) - y_d(t))\|_H^2 - \|A^\gamma(y_m(t; u_2) - y_d(t))\|_H^2 \, dt \left( \tilde{K} \right)^{1/2} \\
+ 2 \mathbb{E} \sup_{t \in [0,T]} \|y_m(t; u_1) - y_m(t; u_2)\|_{D(A^\alpha)}^2 \left( C^2 m^2 + \|y_d(t)\|_{D(A^\gamma)}^2 \right) \left( \tilde{K} \right)^{1/2} dt.
\]

Due to Lemma 6.9 with \( k = 2 \), we have \( \lim_{u_1 \to u_2} \mathbb{E} \sup_{t \in [0,T]} \|y_m(t; u_1) - y_m(t; u_2)\|_{D(A^\alpha)}^2 = 0 \). By Lemma 6.17 we get \( \lim_{u_1 \to u_2} \mathbb{P}(\tau_m^{u_1} \land \tau_m^{u_2} \leq t < \tau_m^{u_1} \lor \tau_m^{u_2}) = 0 \). Using Proposition B.7 we obtain

\[
\lim_{u_1 \to u_2} |f_m(u_1) - f_m(u_2)| = 0.
\]

Hence, the functional \( f_m(u) \) is continuous with respect to the control \( u \in U \). \( \Box \)

As a consequence, we get the following existence and uniqueness result.

**Theorem 6.15.** Let the functional \( J_m: L^2_T(\Omega; L^2([0,T]; D(A^\delta))) \to \mathbb{R} \) be given by (6.13). Then there exists a unique optimal control \( \pi_m \in U \).

**Proof.** The space \( L^2_T(\Omega; L^2([0,T]; D(A^\delta))) \) is a Hilbert space and thus, a uniformly convex Banach space and by definition, the set of admissible controls \( U \subset L^2_T(\Omega; L^2([0,T]; D(A^\delta))) \) is bounded and closed such that \( 0 \in U \). Due to Lemma 6.14 the functional

\[
f_m(u) = \mathbb{E} \int_0^{\tau_m} \|A^\gamma(y(t; u) - y_d(t))\|_H^2 \, dt
\]

is continuous and obviously, we have \( f_m(u) \geq 0 \) for every \( u \in U \). Applying Corollary 6.18 with \( p = 2 \), the claim follows. \( \Box \)

**Remark 6.16.** As shown in [2], the previous theorem can be proven for the stochastic Navier-Stokes equations with multiplicative Lévy noise, i.e. in system (6.3), we replace the Q-Wiener process by a square integrable Lévy martingale as introduced in Section 3.9.

### 6.3.2. The Linearized Stochastic Navier-Stokes Equations

We introduce the following system in \( D(A^\alpha) \):

\[
\begin{cases}
  dz(t) = [-A z(t) + B(z(t), y(t)) + B(y(t), z(t)) - F v(t)] \, dt + G(z(t)) \, dW(t), \\
  z(0) = 0,
\end{cases}
\]

(6.15)
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where \( v \in L^2_T(\Omega; L^2([0,T]; D(A^3))) \), the process \((y(t))_{t \in [0,\tau]}\) is the local mild solution of system \((6.5)\) and the process \((W(t))_{t \geq 0}\) is a \(Q\)-Wiener process with values in \(H\) and covariance operator \(Q \in L^1_T(\mathcal{H})\). The operators \(A, B, F, G\) are introduced in Section 6.1 and Section 6.2 respectively.

Similarly to Section 6.2, we first consider the following modified system in \(D(A^\alpha)\):

\[
\begin{align*}
d z_m(t) &= -[A z_m(t) + B(z_m(t), \pi_m(y_m(t))) + B(\pi_m(y_m(t)), z_m(t))] + F v(t) dt + G(z_m(t)) dW(t), \\
z_m(0) &= 0,
\end{align*}
\]

where the process \((y_m(t))_{t \in [0,T]}\) is the mild solution of system \((6.5)\) and \(\pi_m : D(A^\alpha) \to D(A^\alpha)\) is given by equation \((6.6)\). By Theorem 6.6, we get the existence and uniqueness of the mild solution \((z_m(t))_{t \in [0,T]}\) to system \((6.5)\) for fixed \(m \in \mathbb{N}\) and fixed control \(v \in L^2_T(\Omega; L^2([0,T]; D(A^3)))\). Recall that the initial value \(\xi \in L^2(\Omega; D(A^\alpha))\) is fixed as well. Similarly to Theorem 6.6, we obtain the existence and uniqueness of a mild solution \((z_m(t))_{t \in [0,T]}\) to system \((6.15)\) for fixed \(m \in \mathbb{N}\) and fixed \(v \in L^2_T(\Omega; L^2([0,T]; D(A^3)))\). As a consequence, the process \((z_m(t))_{t \in [0,T]}\) takes values in \(D(A^\alpha)\) such that

\[
\mathbb{E} \sup_{t \in [0,T]} \|z_m(t)\|^2_{D(A^\alpha)} < \infty
\]

and we have for all \(t \in [0,T]\) and \(\mathbb{P}\)-a.s.

\[
\begin{align*}
z_m(t) &= -\int_0^t A^\delta e^{-A(t-s)} A^{-\delta} [B(z_m(s), \pi_m(y_m(s))) + B(\pi_m(y_m(s)), z_m(s))] ds + \int_0^t e^{-A(t-s)} F v(s) ds \\
&\quad + \int_0^t e^{-A(t-s)} G(z_m(s)) dW(s).
\end{align*}
\]

Due to Theorem 6.7, we get the existence and uniqueness of the local mild solution \((y(t))_{t \in [0,\tau]}\) to system \((6.5)\) for fixed control \(v \in L^2_T(\Omega; L^2([0,T]; D(A^3)))\). Similarly to Theorem 6.7, we obtain the existence and uniqueness of a local mild solution \((z(t))_{t \in [0,\tau]}\) to system \((6.15)\) for fixed \(m \in \mathbb{N}\) and fixed control \(v \in L^2_T(\Omega; L^2([0,T]; D(A^3)))\). As a consequence, the process \((z(t))_{t \in [0,\tau]}\) takes values in \(D(A^\alpha)\) such that for fixed \(m \in \mathbb{N}\)

\[
\mathbb{E} \sup_{t \in [0,\tau_m]} \|z(t)\|^2_{D(A^\alpha)} < \infty
\]

and we have for each \(m \in \mathbb{N}\), all \(t \in [0,T]\) and \(\mathbb{P}\)-a.s.

\[
\begin{align*}
z(t \land \tau_m) &= -\int_0^{t \land \tau_m} A^\delta e^{-A(t \land \tau_m-s)} A^{-\delta} [B(z(s), y(s)) + B(y(s), z(s))] ds + \int_0^{t \land \tau_m} e^{-A(t \land \tau_m-s)} F v(s) ds \\
&\quad + I_{\tau_m}(G(z))(t \land \tau_m),
\end{align*}
\]

where

\[
I_{\tau_m}(G(z))(t) = \int_0^t \mathbb{I}_{[0,\tau_m]}(s)e^{-A(t-s)} G(z(s \land \tau_m)) dW(s).
\]

Next, we show some useful properties. Note that the mild solution of system \((6.5)\) depends on the control \(u \in L^2_T(\Omega; L^2([0,T]; D(A^3)))\). Hence, the mild solution of system \((6.15)\) depends on the control \(u \in L^2_T(\Omega; L^2([0,T]; D(A^3)))\) as well as on the control \(v \in L^2_T(\Omega; L^2([0,T]; D(A^3)))\). Let us denote by \((z_m(t; u, v))_{t \in [0,T]}\) the mild solution of system \((6.16)\). Similarly, we indicate by \((z(t; u, v))_{t \in [0,\tau]}\) the local mild solution of system \((6.15)\) corresponding to the controls \(u, v \in L^2_T(\Omega; L^2([0,T]; D(A^3)))\). Whenever these processes are considered for fixed controls, we use the notation introduced above.
Lemma 6.17. For fixed $m \in \mathbb{N}$, let $(z_m(t; u, v))_{t \in [0,T]}$ be the mild solution of system (6.16) corresponding to the controls $u, v \in L^2_\mathcal{F}(\Omega; L^2([0,T]; D(A^{\beta})))$. If $v \in L^2_\mathcal{F}(\Omega; L^2([0,T]; D(A^{\beta})))$ for $k \geq 2$, then there exists a constant $\bar{c} > 0$ such that

$$
\mathbb{E} \sup_{t \in [0,T]} \|z_m(t; u,v)\|^{k}_{D(A^{\alpha})} \leq \bar{c} \|v\|^{k}_{L^2_\mathcal{F}(\Omega; L^2([0,T]; D(A^{\beta})))).}
$$

(6.17)

Proof. Let the stochastic process $(y_m(t; u))_{t \in [0,T]}$ be the mild solution of system (6.5) corresponding to the control $u \in L^2_\mathcal{F}(\Omega; L^2([0,T]; D(A^{\beta}))).$ Recall that the operator $F: D(A^\beta) \rightarrow D(A^\beta)$ and the operator $G: H \rightarrow L^1_{\mathbb{F}}(Q^{1/2}(H); D(A^\alpha))$ are bounded. Let $T_{1,m} \in (0,T]$. By Theorem 3.35 (ii), inequality (6.7) and the Cauchy-Schwarz inequality, there exist constants $C_1, C_2, C_3 > 0$ such that

$$
\mathbb{E} \sup_{t \in [0,T_{1,m}]} \|z_m(t; u,v)\|^{k}_{D(A^{\alpha})}
\leq 4^{k-1} \mathbb{E} \sup_{t \in [0,T_{1,m}]} \left( \int_0^t \left\| A^{\alpha+\delta} e^{-A(t-s)} A^{-\delta} B(z_m(s;u,v),\pi_m(y_m(s;u))) \right\|_H^k ds \right) + \frac{4^{k-1}}{2k} \mathbb{E} \sup_{t \in [0,T_{1,m}]} \left( \int_0^t \left\| A^{\alpha+\delta} e^{-A(t-s)} A^{-\delta} B(\pi_m(y_m(s;u)), z_m(s;u,v)) \right\|_H^k ds \right)
+ \frac{4^{k-1}}{2k} \mathbb{E} \sup_{t \in [0,T_{1,m}]} \left( \int_0^t \left\| A^{\alpha+\delta} e^{-A(t-s)} A^{-\delta} B(\pi_m(y_m(s;u)), z_m(s;u,v)) \right\|_H^k ds \right)
+ \frac{4^{k-1}}{2k} \mathbb{E} \sup_{t \in [0,T_{1,m}]} \left( \int_0^t \left\| A^{\alpha+\delta} e^{-A(t-s)} A^{-\delta} B(\pi_m(y_m(s;u)), z_m(s;u,v)) \right\|_H^k ds \right)
\leq \left( C_1 T_{1,m}^{k(1-\alpha-\delta)} + C_2 T_{1,m}^{k/2} \right) \mathbb{E} \sup_{t \in [0,T_{1,m}]} \|z_m(t; u,v)\|^{k}_{D(A^{\alpha})} + C_3 \mathbb{E} \left( \int_0^T \|v(t)\|^{2}_{D(A^{\alpha})} \right)^{k/2}.
$$

We chose $T_{1,m} \in (0,T]$ such that $C_1 T_{1,m}^{k(1-\alpha-\delta)} + C_2 T_{1,m}^{k/2} < 1$. Then we have

$$
\mathbb{E} \sup_{t \in [0,T_{1,m}]} \|z_m(t; u,v)\|^{k}_{D(A^{\alpha})} \leq c_{1,m} \mathbb{E} \left( \int_0^T \|v(t)\|^{2}_{D(A^{\alpha})} \right)^{k/2},
$$

where $c_{1,m} = \frac{C_3}{1-C_1 T_{1,m}^{k(1-\alpha-\delta)}-C_2 T_{1,m}^{k/2}}$. By definition, we have for all $t \in [T_{1,m},T]$ and $\mathbb{P}$-a.s.

$$
z_m(t; u,v) = e^{-A(T_{1,m}-t)} z_m(T_{1,m}; u,v)
- \int_{T_{1,m}}^t A^\delta e^{-A(t-s)} A^{-\delta} \left[ B(z_m(s;u,v),\pi_m(y_m(s;u))) + B(\pi_m(y_m(s;u)), z_m(s;u,v)) \right] ds
+ \int_{T_{1,m}}^t e^{-A(t-s)} Fv(s) ds + \int_{T_{1,m}}^t e^{-A(t-s)} G(z_m(s;u,v)) dW(s).
$$
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Again, we find $T_{2,m} \in [T_{1,m}, T]$ such that

$$
E \sup_{t \in [T_{1,m}, T_{2,m}]} \|z_m(t; u, v)\|_{D(A^\alpha)}^2 \leq c_{2,m}E \left( \int_0^T \|v(t)\|_{D(A^\beta)}^2 dt \right)^{k/2},
$$

where $c_{2,m} > 0$ is a constant. By continuing the method, we obtain inequality (6.17).

\[ \text{Lemma 6.18.} \] For fixed $m \in \mathbb{N}$, let $(z_m(t; u, v))_{t \in [0, T]}$ be the mild solution of system (6.16) corresponding to the controls $u, v \in L^2_{\mathcal{F}}(\Omega; L^2([0, T]; D(A^\beta)))$. Then we have for every $u, v_1, v_2 \in L^2_{\mathcal{F}}(\Omega; L^2([0, T]; D(A^\beta)))$, all $a, b \in \mathbb{R}$, all $t \in [0, T]$ and $\mathbb{P}$-a.s.

$$
z_m(t; u, av) = z_m(t; u, a v_1) + b z_m(t; u, v_2).
$$

Proof. Let the process $(y_m(t; u))_{t \in [0, T]}$ be the mild solution of system (6.16) corresponding to the control $u \in L^2_{\mathcal{F}}(\Omega; L^2([0, T]; D(A^\beta)))$. To simplify the notation, we set for all $t \in [0, T]$ and $\mathbb{P}$-a.s.

$$
z_m(t; u, av) = z_m(t; u, a v_1) + b z_m(t; u, v_2).
$$

Recall that the operators $F: D(A^\beta) \to D(A^\beta)$ and $G: H \to \mathcal{L}(H_{\mathcal{F}})(Q^{1/2}(H); D(A^\alpha))$ are linear and bounded. Let $T_{1,m} \in (0, T]$. By Theorem 2.33, Lemma 6.1, Proposition 3.65 (ii) with $k = 2$ and inequality (6.7), there exist constants $C_1, C_2 > 0$ such that

$$
E \sup_{t \in [0, T_{1,m}]} \|z_m(t)\|_{D(A^\alpha)}^2 \leq 3E \sup_{t \in [0, T_{1,m}]} \left( \int_0^t \left\| A^{\alpha+\delta} e^{-A(t-s)} A^{-\delta} B(\tilde{z}_m(s), \pi_m(y_m(s; u))) \right\|_H^2 ds \right)^2 + 3E \sup_{t \in [0, T_{1,m}]} \left( \int_0^t \left\| A^{\alpha+\delta} e^{-A(t-s)} A^{-\delta} B(\pi_m(y_m(s; u)), \tilde{z}_m(s)) \right\|_H^2 ds \right)^2 + 3E \sup_{t \in [0, T_{1,m}]} \left( \int_0^t e^{-A(t-s)} A^\alpha G(\tilde{z}_m(s)) dW(s) \right)^2_H \leq (C_1 T_{2,m}^{2-2\alpha-2\delta} + C_2 T_{1,m}) E \sup_{t \in [0, T]} \|z_m(t)\|_{D(A^\alpha)}^2.
$$

We chose $T_{1,m} \in (0, T]$ such that $C_1 T_{2,m}^{2-2\alpha-2\delta} + C_2 T_{1,m} < 1$. Then we have

$$
E \sup_{t \in [0, T_{1,m}]} \|z_m(t)\|_{D(A^\alpha)}^2 = E \sup_{t \in [0, T_{1,m}]} \|z_m(t; u, a v_1 + b v_2) - a z_m(t; u, v_1) - b z_m(t; u, v_2)\|_{D(A^\alpha)}^2 = 0.
$$

Similarly to Lemma 6.17, we can conclude that the result holds for the whole time interval $[0, T]$.

\[ \text{Lemma 6.19.} \] For fixed $m \in \mathbb{N}$, let $(z_m(t; u, v))_{t \in [0, T]}$ be the mild solution of system (6.16) corresponding to the controls $u, v \in L^2_{\mathcal{F}}(\Omega; L^2([0, T]; D(A^\beta)))$. Then there exists a constant $\tau > 0$ such that for every $u_1, u_2 \in L^2_{\mathcal{F}}(\Omega; L^2([0, T]; D(A^\alpha)))$ and every $v \in L^2_{\mathcal{F}}(\Omega; L^2([0, T]; D(A^\beta)))$

$$
E \sup_{t \in [0, T]} \|z_m(t; u_1, v) - z_m(t; u_2, v)\|_{D(A^\alpha)}^2 \leq \tau \|v\|_{L^2_{\mathcal{F}}(\Omega; L^2([0, T]; D(A^\beta)))}^2 \|u_1 - u_2\|_{L^2_{\mathcal{F}}(\Omega; L^2([0, T]; D(A^\alpha)))}^2.
$$

(6.18)
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Proof. To simplify the notation, we set for every \( y, z \in D(A^\circ) \)
\[
\vec{B}(y, z) = B(z, y) + B(y, z).
\]
Since the operator \( B \) is bilinear on \( D(A^\circ) \times D(A^\circ) \), the operator \( \vec{B} \) is bilinear as well and using Lemma 6.1 we get for every \( y, z \in D(A^\circ) \)
\[
\left\| A^{-\delta} \vec{B}(y, z) \right\|_H \leq 2 \tilde{M} \|y\|_{D(A^\circ)} \|z\|_{D(A^\circ)}.
\] (6.19)
Let the stochastic process \( (y_m(t; u_i))_{t \in [0, T]} \) be the mild solution of system 6.5 corresponding to the control \( u_i \in L^2_2(\Omega; L^2([0, T]; D(A^2))) \) for \( i = 1, 2 \). Recall that the operator \( G: H \to LHS(\mathbb{R}^{1/2}(H); D(A^\circ)) \) is linear and bounded. Let \( T_{1,m} \in (0, T] \). By Theorems 2.35, the inequalities 6.7, 6.8 and 6.19, Proposition 3.67 (ii) with \( k = 2 \) and the Cauchy-Schwarz inequality, there exist constants \( C_1, C_2, C_3 > 0 \) such that
\[
E \sup_{t \in [0, T_{1,m}]} \|z_m(t; u_1, v) - z_m(t; u_2, v)\|_{D(A^\circ)}^2
\]
\[
\leq 3 E \sup_{t \in [0, T_{1,m}]} \left( \int_0^t \left\| A^{\alpha+\delta} e^{-A(t-s)} A^{-\delta} \vec{B}(\pi_m(y_m(s; u_1)), z_m(s; u_1, v) - z_m(s; u_2, v)) \right\|_H \, ds \right)^2
\]
\[
+ 3 E \sup_{t \in [0, T_{1,m}]} \left( \int_0^t \left\| e^{-A(t-s)} A^\alpha G(z_m(s; u_1, v) - z_m(s; u_2, v)) \, dW(s) \right\|_H \right)^2
\]
\[
\leq \left( C_1 T_{1,m}^{2-2\alpha-2\delta} + C_2 T_{1,m} \right) E \sup_{t \in [0, T_{1,m}]} \|z_m(t; u_1, v) - z_m(t; u_2, v)\|_{D(A^\circ)}^2
\]
\[
+ C_3 E \sup_{t \in [0, T_{1,m}]} \|y_m(t; u_1) - y_m(t; u_2)\|_{D(A^\circ)}^2 \right)^{1/2}.
\]
Using Lemma 6.9 with \( k = 2 \) and Lemma 6.17 with \( k = 4 \), we can conclude that there exists a constant \( C_3^* > 0 \) such that
\[
E \sup_{t \in [0, T_{1,m}]} \|z_m(t; u_1, v) - z_m(t; u_2, v)\|_{D(A^\circ)}^2
\]
\[
\leq \left( C_1 T_{1,m}^{2-2\alpha-2\delta} + C_2 T_{1,m} \right) E \sup_{t \in [0, T_{1,m}]} \|z_m(t; u_1, v) - z_m(t; u_2, v)\|_{D(A^\circ)}^2
\]
\[
+ C_3^* \left( E \int_0^T \|v(t)\|_{D(A^\circ)}^2 \, dt \right)^{1/2} \left( E \int_0^T \|u_1(t) - u_2(t)\|_{D(A^\circ)}^2 \, dt \right)^{1/2}.
\]
We chose \( T_{1,m} \in (0, T] \) such that \( C_1 T_{1,m}^{2-2\alpha-2\delta} + C_2 T_{1,m} < 1 \). Then we infer
\[
E \sup_{t \in [0, T_{1,m}]} \|z_m(t; u_1, v) - z_m(t; u_2, v)\|_{D(A^\circ)}^2
\]
\[
\leq c_{1,m} \left( E \int_0^T \|v(t)\|_{D(A^\circ)}^2 \, dt \right)^{1/2} \left( E \int_0^T \|u_1(t) - u_2(t)\|_{D(A^\circ)}^2 \, dt \right)^{1/2},
\]
133
where \( c_{1,m} = \frac{c_1}{1 - c_1 T_{1,m}^{-eta} - c_2 Y_{1,m}} \). Similarly to Lemma 6.17, we can conclude that the result holds for the whole time interval \([0, T]\).

**Remark 6.20.** By definition, we have for all \( t \in [0, \tau^u_{m}] \) and \( \mathbb{P}\)-a.s. \( z(t; u, v) = z_m(t; u, v) \). Hence, one can easily obtain similar results for the local mild solution of system (6.15).

### 6.3.3. The Derivatives of the Cost Functional

First, we show that the local mild solution of system (6.15) is the Gâteaux derivative of the local mild solution to system (6.3) with respect to the control variable.

**Theorem 6.21.** Let \((y(t; u))_{t \in [0, \tau^u_{m}]}\) and \((z(t; u, v))_{t \in [0, \tau^u_{m}]}\) be the local mild solution of system (6.3) and system (6.15) corresponding to the controls \( u, v \in L^2_\mathbb{F}(\Omega; L^2([0, T]; D(A^\beta))) \), respectively. Then for fixed \( m \in \mathbb{N} \), the Gâteaux derivative of \( y(t; u) \) at \( u \in L^2_\mathbb{F}(\Omega; L^2([0, T]; D(A^\beta))) \) in direction \( v \in L^2_\mathbb{F}(\Omega; L^2([0, T]; D(A^\beta))) \) satisfies for all \( t \in [0, \tau^u_{m}] \) and \( \mathbb{P}\)-a.s.

\[
d^G y(t; u)[v] = z(t; u, v).
\]

**Proof.** First, we assume that \( u, v \in L^2_\mathbb{F}(\Omega; L^2([0, T]; D(A^\beta))) \). Since the operator \( B \) is bilinear on the space \( D(A^\alpha) \times D(A^\alpha) \) and the operators \( F : D(A^\beta) \to D(A^\beta) \) and \( G : H \to \mathcal{L}_{HS}(Q^{1/2}(H); D(A^\alpha)) \) are linear, we find for all \( \theta \in \mathbb{R}\setminus\{0\} \), all \( t \in [0, \tau^u_{m} \wedge \tau^u_{m+\theta v}] \) and \( \mathbb{P}\)-a.s.

\[
\frac{1}{\theta}[y(t; u + \theta v) - y(t; u)] - z(t; u, v)
\]

\[
= - \int_0^t \frac{1}{\theta} [y(s; u + \theta v) - y(s; u)] - z(s; u, v) \, ds
\]

\[
- \int_0^t A^\delta e^{-A(t-s)} A^{-\delta} B \left( \frac{1}{\theta} [y(s; u + \theta v) - y(s; u)] - z(s; u, v) \right) \, ds\]

\[
- \int_0^t A^\delta e^{-A(t-s)} A^{-\delta} B (y(s; u + \theta v) - y(s; u), z(s; u, v)) \, ds
\]

\[
+ \int_0^t e^{-A(t-s)} G \left( \frac{1}{\theta} [y(s; u + \theta v) - y(s; u)] - z(s; u, v) \right) \, dW(s). \tag{6.20}
\]

Next, let \( 0 = T_{0,m} < T_{1,m} < \ldots < T_{l,m} = T \) be a partition of the time interval \([0, T]\), which we specify below. Since the stopping time \( \tau^u_{m} \wedge \tau^u_{m+\theta v} \) takes values in \([0, T]\), we have for almost all \( \omega \in \Omega \) and all \( \theta \in \mathbb{R}\setminus\{0\} \)

\[
\mathbb{I}_{\tau^u_{m} \wedge \tau^u_{m+\theta v} \in [0, T_{1,m}]}(\omega) + \sum_{j=1}^{l-1} \mathbb{I}_{\tau^u_{m} \wedge \tau^u_{m+\theta v} \in (T_{j,m}, T_{j+1,m}]}(\omega) = 1. \tag{6.21}
\]

To simplify notation, we set \( \mathbb{I}_0 = \mathbb{I}_{\tau^u_{m} \wedge \tau^u_{m+\theta v} \in [0, T_{1,m}]} \) and \( \mathbb{I}_j = \mathbb{I}_{\tau^u_{m} \wedge \tau^u_{m+\theta v} \in (T_{j,m}, T_{j+1,m}]} \) for \( j = 1, \ldots, l - 1 \). Furthermore, let \((y_m(t; u^*))_{t \in [0, T_{1,m}]} \) and \((z_m(t; u^*, v^*))_{t \in [0, T_{1,m}]}\) be the mild solutions of system (6.5) and system (6.16) corresponding to arbitrary controls \( u^*, v^* \in L^2_\mathbb{F}(\Omega; L^2([0, T]; D(A^\beta))) \), respectively. By definition, we have for every \( u^*, v^* \in L^2_\mathbb{F}(\Omega; L^2([0, T]; D(A^\beta))) \), all \( t \in [0, \tau^u_{m}] \) and \( \mathbb{P}\)-a.s. \( y(t; u^*) = y_m(t; u^*) \) and \( z(t; u^*, v^*) = z_m(t; u^*, v^*) \). Recall that \( G : H \to \mathcal{L}_{HS}(Q^{1/2}(H); D(A^\alpha)) \) is bounded. By equation (6.20),
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Theorem 2.35 Lemma 6.1 Proposition 3.65 (ii) with $k = 2$ and the Cauchy-Schwarz inequality, there exist constants $C_1, C_2, C_3 > 0$ such that for all $\theta \in \mathbb{R}\backslash\{0\}$ and for $j = 1, \ldots, l - 1$

\[
\mathbb{E} \left[ I_j \sup_{t \in [0, T_{1,m}]} \left\| \frac{1}{\theta} \left[ y(t; u + \theta v) - y(t; u) \right] - z(t; u, v) \right\|_{D(A^\alpha)}^2 \right] 
\leq \left( C_1 T_{1,m}^{2-2\alpha-2\delta} + C_2 T_{1,m} \right) \mathbb{E} \left[ I_j \sup_{t \in [0, T_{1,m}]} \left\| \frac{1}{\theta} \left[ y(t; u + \theta v) - y(t; u) \right] - z(t; u, v) \right\|_{D(A^\alpha)}^2 \right] 
+ C_3 \left( \mathbb{E} \sup_{t \in [0, T_{1,m}]} \left\| z_m(t; u, v) \right\|_{D(A^\alpha)}^4 \right)^{1/2} \left( \mathbb{E} \sup_{t \in [0, T_{1,m}]} \left\| y_m(t; u + \theta v) - y_m(t; u) \right\|_{D(A^\alpha)}^4 \right)^{1/2}.
\]

We chose $T_{1,m} \in (0, T]$ such that $C_1 T_{1,m}^{2-2\alpha-2\delta} + C_2 T_{1,m} < 1$. Then we find for all $\theta \in \mathbb{R}\backslash\{0\}$ and for $j = 1, \ldots, l - 1$

\[
\mathbb{E} \left[ I_j \sup_{t \in [0, T_{1,m}]} \left\| \frac{1}{\theta} \left[ y(t; u + \theta v) - y(t; u) \right] - z(t; u, v) \right\|_{D(A^\alpha)}^2 \right] 
\leq c_{1,m} \left( \mathbb{E} \sup_{t \in [0, T_{1,m}]} \left\| z_m(t; u, v) \right\|_{D(A^\alpha)}^4 \right)^{1/2} \left( \mathbb{E} \sup_{t \in [0, T_{1,m}]} \left\| y_m(t; u + \theta v) - y_m(t; u) \right\|_{D(A^\alpha)}^4 \right)^{1/2},
\]

where $c_{1,m} = \frac{C_3}{1 - C_1 T_{1,m}^{2-2\alpha-2\delta} - C_2 T_{1,m}}$. Using Lemma 6.9 with $k = 4$ and Lemma 6.17 with $k = 4$, we can conclude for $j = 1, \ldots, l - 1$

\[
\lim_{\theta \to 0} \mathbb{E} \left[ I_j \sup_{t \in [0, T_{1,m}]} \left\| \frac{1}{\theta} \left[ y(t; u + \theta v) - y(t; u) \right] - z(t; u, v) \right\|_{D(A^\alpha)}^2 \right] = 0. \tag{6.22}
\]

Similarly, we get

\[
\lim_{\theta \to 0} \mathbb{E} \left[ I_0 \sup_{t \in [0, \tau_m \wedge \tau_m^{\theta}]} \left\| \frac{1}{\theta} \left[ y(t; u + \theta v) - y(t; u) \right] - z(t; u, v) \right\|_{D(A^\alpha)}^2 \right] = 0.
\]

By definition, we have for all $t \in [T_{1,m}, T]$, \text{P-a.s.} and for $i = 1, 2$

\[
y(t \wedge \tau_m^{u_i}; u_i) = e^{-A(t \wedge \tau_m^{u_i} - T_{1,m} \wedge \tau_m^{u_i})} \left[ y(T_{1,m} \wedge \tau_m^{u_i}; u_i) - I_{\tau_m^{u_i}}(G(y))(T_{1,m} \wedge \tau_m^{u_i}) \right]
- \int_{T_{1,m} \wedge \tau_m^{u_i}}^{t \wedge \tau_m^{u_i}} A^\delta e^{-A(t \wedge \tau_m^{u_i} - s) - \delta} B(y(s; u_i)) \, ds + \int_{T_{1,m} \wedge \tau_m^{u_i}}^{t \wedge \tau_m^{u_i}} e^{-A(t \wedge \tau_m^{u_i} - s) - \delta} F u_i(s) \, ds + I_{\tau_m^{u_i}}(G(y))(t \wedge \tau_m^{u_i}),
\]

where $u_1 = u + \theta v$ and $u_2 = u$ and

\[
z(t \wedge \tau_m^{u}; u, v) = e^{-A(t \wedge \tau_m^{u} - T_{1,m} \wedge \tau_m^{u})} \left[ z(T_{1,m} \wedge \tau_m^{u}; u, v) - I_{\tau_m^{u}}(G(z))(T_{1,m} \wedge \tau_m^{u}) \right]
- \int_{T_{1,m} \wedge \tau_m^{u}}^{t \wedge \tau_m^{u}} A^\delta e^{-A(t \wedge \tau_m^{u} - s) - \delta} [B(z(s; u, v), y(s; u)) + B(y(s; u), z(s; u, v))] \, ds
- \int_{T_{1,m} \wedge \tau_m^{u}}^{t \wedge \tau_m^{u}} e^{-A(t \wedge \tau_m^{u} - s) - \delta} F v(s) \, ds + I_{\tau_m^{u}}(G(z))(t \wedge \tau_m^{u}).
\]
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Again, we find $T_{2,m} \in [T_{1,m}, T]$ such that for $j = 2, \ldots, l - 1$

$$
\lim_{\theta \to 0} \mathbb{E} \left[ \mathbf{I}_{j} \sup_{t \in [T_{1,m}, T_{2,m}]} \left\| \frac{1}{\theta} [y(t; u + \theta v) - y(t; u)] - z(t; u, v) \right\|_{D(A^\alpha)}^2 \right] = 0
$$

and

$$
\lim_{\theta \to 0} \mathbb{E} \left[ \mathbf{I}_{1} \sup_{t \in [T_{1,m}, \tau_{m}^{u} \land \tau_{m}^{v} \land \tau_{m}^{u + \theta v}]} \left\| \frac{1}{\theta} [y(t; u + \theta v) - y(t; u)] - z(t; u, v) \right\|_{D(A^\alpha)}^2 \right] = 0.
$$

Using equation (6.22) for $j = 1$, we obtain

$$
\lim_{\theta \to 0} \mathbb{E} \left[ \mathbf{I}_{1} \sup_{t \in [0, \tau_{m}^{u} \land \tau_{m}^{v} \land \tau_{m}^{u + \theta v}]} \left\| \frac{1}{\theta} [y(t; u + \theta v) - y(t; u)] - z(t; u, v) \right\|_{D(A^\alpha)}^2 \right] = 0.
$$

By continuing the method, we obtain for $j = 0, 1, \ldots, l - 1$

$$
\lim_{\theta \to 0} \mathbb{E} \left[ \mathbf{I}_{j} \sup_{t \in [0, \tau_{m}^{u} \land \tau_{m}^{v} \land \tau_{m}^{u + \theta v}]} \left\| \frac{1}{\theta} [y(t; u + \theta v) - y(t; u)] - z(t; u, v) \right\|_{D(A^\alpha)}^2 \right] = 0.
$$

Due to equation (6.21), we have

$$
\lim_{\theta \to 0} \mathbb{E} \left[ \sup_{t \in [0, \tau_{m}^{u} \land \tau_{m}^{v} \land \tau_{m}^{u + \theta v}]} \left\| \frac{1}{\theta} [y(t; u + \theta v) - y(t; u)] - z(t; u, v) \right\|_{D(A^\alpha)}^2 \right] = 0.
$$

$$
\sum_{j=0}^{l-1} \lim_{\theta \to 0} \mathbb{E} \left[ \mathbf{I}_{j} \sup_{t \in [0, \tau_{m}^{u} \land \tau_{m}^{v} \land \tau_{m}^{u + \theta v}]} \left\| \frac{1}{\theta} [y(t; u + \theta v) - y(t; u)] - z(t; u, v) \right\|_{D(A^\alpha)}^2 \right] = 0.
$$

Therefore, the Gâteaux derivative of the velocity field $(y(t; u))_{t \in [0, \tau_{m}^{u} \land \tau_{m}^{v} \land \tau_{m}^{u + \theta v}]}$ at $u \in L_{x}^{2}(\Omega; L^{2}([0, T]; D(A^{\beta})))$ in direction $v \in L_{x}^{2}(\Omega; L^{2}([0, T]; D(A^{\beta})))$ satisfies for all $t \in [0, \tau_{m}^{u} \land \tau_{m}^{u + \theta v}]$ and $\mathbb{P}$-a.s.

$$
d^{\alpha}_{u} y(t; u)[v] = z(t; u, v). \tag{6.23}
$$

Note that by Lemma 6.11 we have

$$
\lim_{\theta \to 0} \mathbb{P}(\tau_{m}^{u} \neq \tau_{m}^{u + \theta v}) = 0.
$$

Moreover, the operator $d^{\alpha}_{u} y(t; u)$ is linear and bounded due to Lemma 6.17 with $k = 4$ and Lemma 6.18. Since the space $L_{x}^{2}(\Omega; L^{2}([0, T]; D(A^{\beta})))$ is dense in $L_{x}^{2}(\Omega; L^{2}([0, T]; D(A^{\beta})))$, the equation (6.23) holds for $u, v \in L_{x}^{2}(\Omega; L^{2}([0, T]; D(A^{\beta})))$, which is a consequence of Lemma 6.17 with $k = 2$, Lemma 6.18 and Lemma 6.19.

This enables us to derive the Gâteaux derivative of the cost functional.

**Theorem 6.22.** Let $J_{m} : L_{x}^{2}(\Omega; L^{2}([0, T]; D(A^{\beta}))) \to \mathbb{R}$ be defined by (6.13). Then the Gâteaux derivative at $u \in L_{x}^{2}(\Omega; L^{2}([0, T]; D(A^{\beta})))$ in direction $v \in L_{x}^{2}(\Omega; L^{2}([0, T]; D(A^{\beta})))$ satisfies

$$
d^{\alpha} J_{m}(u)[v] = \mathbb{E} \left[ \int_{0}^{\tau_{m}^{u}} \mathbb{A}^{\alpha} (y(t; u) - y_{0}(t))^{2} A^{\beta} z(t; u, v) dt \right] + \mathbb{E} \left[ \int_{0}^{T} \langle A^{\beta} u(t), A^{\beta} v(t) \rangle_{H} dt \right],
$$

where the process $(z(t; u, v))_{t \in [0, \tau_{m}^{u} \land \tau_{m}^{v} \land \tau_{m}^{u + \theta v}]}$ is the local mild solution of system (6.13) corresponding to the controls $u, v \in L_{x}^{2}(\Omega; L^{2}([0, T]; D(A^{\beta})))$.\qed
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Proof. We define the functionals \( \Phi_1, \Phi_2 : L^2_T(\Omega; L^2(0, T; D(A^\beta))) \to \mathbb{R} \) by

\[
\Phi_1(u) = \frac{1}{2} \mathbb{E} \int_0^{\tau_m^*} \| A^\gamma(y(t; u) - y_d(t)) \|_H^2 \, dt, \quad \Phi_2(u) = \frac{1}{2} \mathbb{E} \int_0^T \| A^\beta u(t) \|_H^2 \, dt.
\]

First, we derive the Gâteaux derivative of the functional \( \Phi_1 \) at \( u \in L^2_T(\Omega; L^2([0, T]; D(A^\beta))) \) in direction \( v \in L^2_T(\Omega; L^2([0, T]; D(A^\beta))) \). We get for all \( \theta \in \mathbb{R}\setminus\{0\} \)

\[
\frac{1}{\theta} [\Phi_1(u + \theta v) - \Phi_1(u)] - \mathbb{E} \int_0^{\tau_m^*} \langle A^\gamma(y(t; u) - y_d(t)), A^\gamma z(t; u, v) \rangle_H \, dt \\
\leq I_1(\theta) + I_2(\theta) + I_3(\theta) + I_4(\theta) + I_5(\theta),
\]

where

\[
I_1(\theta) = \left| \frac{1}{2\theta} \mathbb{E} \int_0^{\tau_m^* \wedge \tau_m^* + \theta v} \| A^\gamma(y(t; u + \theta v) - y(t; u)) \|_H^2 \, dt \right|,
\]

\[
I_2(\theta) = \mathbb{E} \int_0^{\tau_m^* \wedge \tau_m^* + \theta v} \left\langle A^\gamma(y(t; u) - y_d(t)), A^\gamma\left( \frac{1}{\theta} [y(t; u + \theta v) - y(t; u)] - z(t; u, v) \right) \right\rangle_H \, dt,
\]

\[
I_3(\theta) = \left| \frac{1}{2\theta} \mathbb{E} \int_{\tau_m^* \wedge \tau_m^* + \theta v}^{\tau_m^* + \theta v} \| A^\gamma(y(t; u + \theta v) - y_d(t)) \|_H^2 \, dt \right|,
\]

\[
I_4(\theta) = \left| \frac{1}{2\theta} \mathbb{E} \int_{\tau_m^* + \theta v}^{\tau_m^* \wedge \tau_m^* + \theta v} \| A^\gamma(y(t; u) - y_d(t)) \|_H^2 \, dt \right|,
\]

\[
I_5(\theta) = \mathbb{E} \int_{\tau_m^* \wedge \tau_m^* + \theta v}^{\tau_m^*} \langle A^\gamma(y(t; u) - y_d(t)), A^\gamma z(t; u, v) \rangle_H \, dt.
\]

Let the process \( (y_m(t; u^*), t \in [0, T]) \) be the mild solution of system \([6.5]\) corresponding to an arbitrary control \( u^* \in L^2_T(\Omega; L^2([0, T]; D(A^\beta))) \). We have for every \( u^* \in L^2_T(\Omega; L^2([0, T]; D(A^\beta))) \), all \( t \in [0, \tau_m^*] \) and \( \mathbb{P}\text{-a.s.} \)

\[
y(t; u^*) = y_m(t; u^*) \text{ and } \| y(t; u^*) \|_{D(A^\beta)} \leq m.
\]

Using Corollary 2.32 we obtain for all \( \theta \in \mathbb{R}\setminus\{0\} \)

\[
I_1(\theta) \leq \frac{CT}{2\theta} \mathbb{E} \sup_{t \in [0, T]} \| y_m(t; u + \theta v) - y_m(t; u) \|_{D(A^\beta)}^2.
\]

Due to Lemma 6.9 with \( k = 2 \), we can conclude

\[
\lim_{\theta \to 0} I_1(\theta) = 0.
\]

Using the Cauchy-Schwarz inequality and Corollary 2.32 there exists a constant \( C^* > 0 \) such that for all \( \theta \in \mathbb{R}\setminus\{0\} \)

\[
I_3(\theta) \leq C^* \left( \mathbb{E} \sup_{t \in [0, \tau_m^* \wedge \tau_m^* + \theta v]} \left\| \frac{1}{\theta} [y(t; u + \theta v) - y(t; u)] - z(t; u, v) \right\|_{D(A^\beta)}^2 \right)^{1/2}.
\]
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\]
Due to Theorem 6.21, we can infer
\[
\lim_{\theta \to 0} \mathcal{I}_2(\theta) = 0. \quad (6.26)
\]
Using Corollary 2.32 and Fubini's theorem, we get for all \( \theta \in \mathbb{R}\setminus\{0\} \)
\[
\mathcal{I}_3(\theta) \leq \int_0^T \frac{1}{2\theta} \mathbb{P}\left( \tau^u_m \wedge \tau^{u+\theta v}_m \leq t < \tau^{u+\theta v}_m \right) \left( 2C^2 m^2 + 2\|y_d(t)\|^2_{D(A^\gamma)} \right) dt.
\]
Due to Lemma 6.12 with \( k = 1 \), we have
\[
\lim_{\theta \to 0} \frac{1}{\theta} \mathbb{P}\left( \tau^u_m \wedge \tau^{u+\theta v}_m \leq t < \tau^{u+\theta v}_m \right) = 0
\]
for all \( t \in [0, T] \). By Proposition B.7, we can infer
\[
\lim_{\theta \to 0} \mathcal{I}_3(\theta) = 0. \quad (6.27)
\]
Similarly, we find
\[
\lim_{\theta \to 0} \mathcal{I}_4(\theta) + \lim_{\theta \to 0} \mathcal{I}_5(\theta) = 0. \quad (6.28)
\]
Using inequality 6.24 and equations 6.25 – 6.28, we get
\[
\lim_{\theta \to 0} \frac{1}{\theta} |\Phi_1(u + \theta v) - \Phi_1(u)| - \mathbb{E} \int_0^{T_m} \langle A\gamma(y(t; u) - y_d(t)), A\gamma z(t; u, v) \rangle_H dt = 0.
\]
Therefore, the Gâteaux derivative of \( \Phi_1 : L^2_x(\Omega; L^2([0, T]; D(A^\beta))) \to \mathbb{R} \) at \( u \in L^2_x(\Omega; L^2([0, T]; D(A^\beta))) \) in direction \( v \in L^2_x(\Omega; L^2([0, T]; D(A^\beta))) \) is given by
\[
d^G \Phi_1(u)[v] = \mathbb{E} \int_0^{T_m} \langle A\gamma(y(t; u) - y_d(t)), A\gamma z(t; u, v) \rangle_H dt. \quad (6.29)
\]
Let the stochastic process \((z_m(t; u, v))_{t \in [0, T]}\) be the mild solution of system (6.16) corresponding to the controls \( u, v \in L^2_x(\Omega; L^2([0, T]; D(A^\beta))) \). We have for all \( t \in [0, T] \) and P-a.s. \( z(t; u, v) = z_m(t; u, v) \). Using Lemma 6.18, the functional \( d^G \Phi_1(u) \) is linear. Moreover, by the Cauchy-Schwarz inequality, Corollary 2.32 and Lemma 6.17 with \( k = 2 \), there exists a constant \( C^* > 0 \) such that
\[
|d^G \Phi_1(u)[v]|^2 \leq \left( 2 \mathbb{E} \int_0^{T_m} \|A\gamma y(t; u)\|^2_H dt + 2 \int_0^T \|A\gamma y_d(t)\|^2_H dt \right) \mathbb{E} \int_0^{T_m} \|A\gamma z(t; u, v)\|^2_H dt
\]
\[
\leq C^* \|v\|^2_{L^2_x(\Omega; L^2([0, T]; D(A^\beta)))}.
\]
Hence, the functional \( d^G \Phi_1(u) \) is bounded.

Note that the functional \( \Phi_2 : L^2_x(\Omega; L^2([0, T]; D(A^\beta))) \to \mathbb{R} \) is given by the squared norm in the Hilbert space \( L^2_x(\Omega; L^2([0, T]; D(A^\beta))) \). Similarly to Remark D.6 (ii), we get that the Gâteaux derivative of \( \Phi_2 \) at \( u \in L^2_x(\Omega; L^2([0, T]; D(A^\beta))) \) in direction \( v \in L^2_x(\Omega; L^2([0, T]; D(A^\beta))) \) is given by
\[
d^G \Phi_2(u)[v] = \mathbb{E} \int_0^T \langle A^\beta u(t), A^\beta v(t) \rangle_H dt. \quad (6.30)
\]
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Obviously, the functional \( d^G \Phi_2(u) \) is linear and bounded.

Using equation (6.29) and equation (6.30), the Gâteaux derivative of \( J_m \) at \( u \in L^2_\mathcal{F}(\Omega; L^2([0,T]; D(A^\beta))) \) in direction \( v \in L^2_\mathcal{F}(\Omega; L^2([0,T]; D(A^\beta))) \) is given by

\[
d^G J_m(u)[v] = d^G \Phi_1(u)[v] + d^G \Phi_2(u)[v] = \mathbb{E} \int_0^T \langle A^\gamma \gamma(t; u) - y_d(t), A^\gamma z(t; u, v) \rangle_H dt + \mathbb{E} \int_0^T \langle A^\delta u(t), A^\delta v(t) \rangle_H dt.
\]

Since \( d^G \Phi_1(u) \) and \( d^G \Phi_2(u) \) are linear and bounded, the functional \( d^G J_m(u) \) is linear and bounded as well.

Recall that the set of admissible controls \( U \) is a closed, bounded and convex subset of the Hilbert space \( L^2_\mathcal{F}(\Omega; L^2([0,T]; D(A^\beta))) \) such that \( 0 \in U \). Moreover, the cost functional \( J_m: U \to \mathbb{R} \) given by equation (6.13) satisfies the assumptions of Proposition D.19. Hence, the optimal control \( \pi_m \in U \) satisfies the necessary optimality condition

\[
d^G J_m(\pi_m)[u - \pi_m] \geq 0 \quad (6.31)
\]

for fixed \( m \in \mathbb{N} \) and every \( u \in U \). Due to Theorem 6.22, we get the variational inequality

\[
\mathbb{E} \int_0^T \langle A^\gamma \gamma(t; \pi_m) - y_d(t), A^\gamma z(t; \pi_m, u - \pi_m) \rangle_H dt + \mathbb{E} \int_0^T \langle A^\delta \pi_m(t), A^\delta (u(t) - \pi_m(t)) \rangle_H dt \geq 0 \quad (6.32)
\]

for fixed \( m \in \mathbb{N} \) and every \( u \in U \). We will use this inequality to derive an explicit formula for the optimal control \( \pi_m \in U \).

Remark 6.23. If system (6.3) is driven by a square integrable Lévy martingale (introduced in Section 3.3) then one may obtain the necessary optimality condition \( (6.31) \) as follows:

Note that it is also necessary to replace the Q-Wiener process by a square integrable Lévy martingale in system (6.13). Especially, a generalization of Lemma 6.17 with \( k = 4 \) is required as an auxiliary result to obtain Theorem 6.22. To prove this lemma, we need a generalization of the maximal inequality stated in Proposition 3.65 (i) for \( k = 4 \). Such an inequality can be found in [94, Proposition 1.3 (i)], which requires to calculate the quadratic variation of a square integrable Lévy martingale. In general, the quadratic variation of a right-continuous square integrable martingale \((M(t))_{t \geq 0}\) with values in an arbitrary Hilbert space \( \mathcal{H} \) is defined by

\[
[M]_t = \lim_{j \to \infty} \sum_{t_i \in P_j} \| M(t_{i+1} \wedge t) - M(t_i \wedge t) \|^2_{\mathcal{H}} \quad (6.33)
\]

for all \( t \geq 0 \) and \( \mathbb{P} \)-almost surely, where \( P_j \) contains the points of time \( 0 < t_0 < t_1 < ... < t_j \) satisfying \( \lim_{j \to \infty} t_i = \infty \) and \( \lim_{j \to \infty} \delta(P_j) = 0 \) with \( \delta(P_j) = \sup_{t \in P_j} (t_{i+1} - t_i) \). The convergence of equation (6.33) is in \( L^1(\Omega, \mathcal{F}, \mathbb{P}) \). Let \((\langle M \rangle(t))_{t \geq 0}\) be the predictable variation of \((M(t))_{t \geq 0}\) introduced in Theorem 3.20. If \((M(t))_{t \geq 0}\) is real-valued and continuous, then

\[
[M]_t = \langle M \rangle_t
\]

for all \( t \geq 0 \) and \( \mathbb{P} \)-almost surely, see [94, Theorem 18.6]. One can easily adopt the proof to obtain this result for a Hilbert space valued process. However, for a square integrable Lévy martingale, the quadratic variation and the predictable variation do not coincide in general. Hence, the determination of the quadratic variation to a square integrable Lévy martingale might be the most challenging task here.
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Next, we state the second order Gâteaux derivative of the cost functional \( (6.13) \). Moreover, we show that the Gâteaux derivatives and the Fréchet derivatives coincide, which will enable us to obtain a sufficient optimality condition.

**Corollary 6.24.** Let \( J_m: L^2_2(\Omega; L^2([0, T]; D(A^3))) \to \mathbb{R} \) be defined by \( (6.13) \). Then the Gâteaux derivative of order two at \( u \in L^2_2(\Omega; L^2([0, T]; D(A^3))) \) in directions \( v_1, v_2 \in L^2_2(\Omega; L^2([0, T]; D(A^3))) \) satisfies

\[
d^2 J_m(u)[v_1, v_2] = \mathbb{E} \int_0^T \langle A^\gamma z(t; u, v_1), A^\gamma z(t; u, v_2) \rangle_H \, dt + \mathbb{E} \int_0^T \langle A^\beta v_1(t), A^\beta v_2(t) \rangle_H \, dt,
\]

where the processes \((z(t; u, v_1))_{t \in [0, T]}\) form the local mild solution of system \( (6.15) \) corresponding to the controls \( u, v_1 \in L^2_2(\Omega; L^2([0, T]; D(A^3))) \) for \( i = 1, 2 \).

**Proof.** The result can be obtained similarly to Theorem 6.22.

**Corollary 6.25.** Let \( J_m: L^2_2(\Omega; L^2([0, T]; D(A^3))) \to \mathbb{R} \) be defined by \( (6.13) \). Then the Fréchet derivative at \( u \in L^2_2(\Omega; L^2([0, T]; D(A^3))) \) in direction \( v \in L^2_2(\Omega; L^2([0, T]; D(A^3))) \) satisfies

\[
d^F J_m(u)[v] = \mathbb{E} \int_0^T \langle A^\gamma (y(t; u) - y(t; v)), A^\gamma z(t; u, v) \rangle_H \, dt + \mathbb{E} \int_0^T \langle A^\beta u(t), A^\beta v(t) \rangle_H \, dt,
\]

where the process \((z(t; u, v))_{t \in [0, T]}\) is the local mild solution of system \( (6.15) \) corresponding to the controls \( u, v \in L^2_2(\Omega; L^2([0, T]; D(A^3))) \). Moreover, the functional \( d^F J_m(u)[v] \) is continuous with respect to \( u \).

**Proof.** Using Theorem 6.22, we have that the Gâteaux derivative at \( u \in L^2_2(\Omega; L^2([0, T]; D(A^3))) \) in direction \( v \in L^2_2(\Omega; L^2([0, T]; D(A^3))) \) satisfies

\[
d^2 J_m(u)[v] = \mathbb{E} \int_0^T \langle A^\gamma (y(t; u) - y(t; v)), A^\gamma z(t; u, v) \rangle_H \, dt + \mathbb{E} \int_0^T \langle A^\beta u(t), A^\beta v(t) \rangle_H \, dt.
\]

If \( v \in L^2_2(\Omega; L^2([0, T]; D(A^3))) \), then the process \((z(t; u, v))_{t \in [0, T]}\) is continuous with respect to the control \( u \in L^2_2(\Omega; L^2([0, T]; D(A^3))) \) resulting from Lemma 6.19. By Lemma 6.17 with \( k = 2 \), Lemma 6.18 and the fact that the space \( L^2_2(\Omega; L^2([0, T]; D(A^3))) \) is dense in \( L^2_2(\Omega; L^2([0, T]; D(A^3))) \), we can conclude that the process \((z(t; u, v))_{t \in [0, T]}\) is continuous with respect to \( u \in L^2_2(\Omega; L^2([0, T]; D(A^3))) \) for \( v \in L^2_2(\Omega; L^2([0, T]; D(A^3))) \). The fact that \((y(t; u))_{t \in [0, T]}\) is continuous with respect to the control \( u \in L^2_2(\Omega; L^2([0, T]; D(A^3))) \) is an immediate consequence of Lemma 6.9 with \( k = 2 \). Using additionally Lemma 6.11 one can show that \( u \mapsto d^2 J_m(u) \) is a continuous mapping from \( L^2_2(\Omega; L^2([0, T]; D(A^3))) \) into \( L(L^2_2(\Omega; L^2([0, T]; D(A^3))); \mathbb{R}) \). Hence, we can apply Corollary D.3 and the claim follows.

**Corollary 6.26.** Let \( J_m: L^2_2(\Omega; L^2([0, T]; D(A^3))) \to \mathbb{R} \) be defined by \( (6.13) \). Then the Fréchet derivative of order two at \( u \in L^2_2(\Omega; L^2([0, T]; D(A^3))) \) in directions \( v_1, v_2 \in L^2_2(\Omega; L^2([0, T]; D(A^3))) \) satisfies

\[
d^F J_m(u)[v_1, v_2] = \mathbb{E} \int_0^T \langle A^\gamma z(t; u, v_1), A^\gamma z(t; u, v_2) \rangle_H \, dt + \mathbb{E} \int_0^T \langle A^\beta v_1(t), A^\beta v_2(t) \rangle_H \, dt,
\]

where the processes \((z(t; u, v_1))_{t \in [0, T]}\) are the local mild solution of system \( (6.15) \) corresponding to the controls \( u, v_i \in L^2_2(\Omega; L^2([0, T]; D(A^3))) \) for \( i = 1, 2 \). Moreover, the functional \( d^F J_m(u)[v_1, v_2] \) is continuous with respect to \( u \).

**Proof.** The result can be obtained similarly to Corollary 6.25.
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6.4. The Adjoint Equation

We will use the necessary optimality condition (6.32) to derive an explicit formula the optimal control \( \pi_m \in U \) to have to satisfy. Therefore, we need a duality principle, which provides a relation between the local mild solution to system (6.15) and the corresponding adjoint equation, which is given by the following backward SPDE in \( D(A^\alpha) \):

\[
\begin{cases}
    dz_m^*(t) = -1_{[0,\tau_m)}(t)[-Az_m^*(t) - A^{2\alpha} B_\alpha^* (y(t), A^\alpha z_m^*(t)) + G^*(A^{-2\alpha} \Phi_m(t)) \\
    \quad + A^\alpha (y(t) - y_d(t))] dt + \Phi_m(t) dW(t), \\
    z_m^*(T) = 0,
\end{cases}
\]

where \( m \in \mathbb{N} \) and the process \( (y(t))_{t \in [0, \tau]} \) is the local mild solution of system (6.3). The stopping times \( (\tau_m)_{m \in \mathbb{N}} \) are defined by equation (6.10) and \( y_d \in L^2([0, T]; D(A^\gamma)) \) is the given desired velocity field. The operator \( A \) and its fractional powers are introduced in Section 6.1. The process \((W(t))_{t \geq 0}\) is a Q-Wiener process with values in \( H \) and covariance operator \( Q \in L_+^1(H) \). The operators \( B_\alpha^* (y(t), \cdot) : H \to D(A^\alpha) \) for \( t \in [0, \tau_m) \) and \( G^* : L_{(H)}(Q^{1/2}(H); D(A^\alpha)) \to H \) are linear and bounded. A precise meaning is given in the following remark.

**Remark 6.27.** (i) By Lemma 6.1, we obtain that the operator \( A^{-\alpha}[B(\cdot, y) + B(y, \cdot)] : D(A^\alpha) \to H \) is linear and bounded for every \( y \in D(A^\alpha) \) such that \( \|y\|_{D(A^\alpha)} \leq m \). Therefore, there exists a linear and bounded operator \( B_\alpha^* (y, \cdot) : H \to D(A^\alpha) \) satisfying for every \( h \in H \) and every \( z \in D(A^\alpha) \)

\[
(A^{-\alpha}[B(z, y) + B(y, z)], h) = (z, B_\alpha^* (y, h))_{D(A^\alpha)}.
\]

We can rewrite this equivalently as

\[
(A^{-\alpha}[B(z, y) + B(y, z)], h) = (A^\alpha z, A^\alpha B_\alpha^* (y, h))_H
\]

for every \( h \in H \) and every \( z \in D(A^\alpha) \). By the closed graph theorem, the operator \( A^\alpha B_\alpha^* (y, \cdot) : H \to H \) is linear and bounded.

(ii) Recall that \( \|y(t)\|_{D(A^\alpha)} \leq m \) for all \( t \in [0, \tau_m) \) and \( \mathbb{P} \)-almost surely.

(iii) Due to the fact that the operator \( G : H \to L_{(H)}(Q^{1/2}(H); D(A^\alpha)) \) is linear and bounded, there exists a linear and bounded operator \( G^* : L_{(H)}(Q^{1/2}(H); D(A^\alpha)) \to H \) satisfying for every \( h \in H \) and every \( \Phi \in L_{(H)}(Q^{1/2}(H); D(A^\alpha)) \)

\[
\langle G(h), \Phi \rangle_{L_{(H)}(Q^{1/2}(H); D(A^\alpha))} = \langle h, G^*(\Phi) \rangle_H.
\]

We can rewrite this equivalently as

\[
\langle A^\alpha G(h), A^\alpha \Phi \rangle_{L_{(H)}(Q^{1/2}(H); D(A^\alpha))} = \langle h, G^*(\Phi) \rangle_H
\]

for every \( h \in H \) and every \( \Phi \in L_{(H)}(Q^{1/2}(H); D(A^\alpha)) \).

Here, we use a mild solution to system (6.34) in the sense of Definition 3.95 with \( \mathcal{H} = H \). By Theorem 6.7 we get the existence and uniqueness of a local mild solution \((y(t))_{t \in [0, \tau]}\) to system (6.3) for fixed control \( u \in L^2_2(\Omega; L^2([0, T]; D(A^\beta))) \). As a consequence of Theorem 3.98 we can conclude that there exists a unique mild solution \((z_m^*(t), \Phi_m(t))_{t \in [0, T]}\) of system (6.34) for fixed control \( u \in L^2_2(\Omega; L^2([0, T]; D(A^\beta))) \) and fixed \( m \in \mathbb{N} \). Hence, the pair of processes \((z_m^*(t), \Phi_m(t))_{t \in [0, T]}\) takes values in \( D(A^\delta) \times L_{(H)}(Q^{1/2}(H); \mathcal{H}) \) such that

\[
\mathbb{E} \sup_{t \in [0, T]} \|z_m^*(t)\|^2_{D(A^\delta)} < \infty,
\]

\[
\mathbb{E} \int_0^T \|\Phi_m(t)\|^2_{L_{(H)}(Q^{1/2}(H); \mathcal{H})} dt < \infty
\]
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and we have for all \( t \in [0, T] \) and \( \mathbb{P} \)-a.s.

\[
z^*_m(t) = - \int_t^T \mathbf{1}_{[0, \tau_m]}(s) A^\alpha e^{-A(s-t)} A^\alpha B_{\delta_0}^* (y(s \land \tau_m), A^\delta z^*_m(s)) \, ds \\
+ \int_t^T \mathbf{1}_{[0, \tau_m]}(s) e^{-A(s-t)} G^* (A^{-2\alpha} \Phi_m(s)) \, ds \\
+ \int_t^T \mathbf{1}_{[0, \tau_m]}(s) A^\gamma e^{-A(s-t)} A^\gamma (y(s \land \tau_m) - y_d(s)) \, ds \\
- \int_t^T e^{-A(s-t)} \Phi_m(s) \, dW(s).
\]

Since the local mild solution of system (6.3) depends on the control \( u \in L^2_F(\Omega; L^2([0, T]; D(A^\gamma))) \), we get this property for the mild solution of system (6.34) as well. To illustrate the dependence on the control \( u \in L^2_F(\Omega; L^2([0, T]; D(A^\gamma))) \), let us denote by \((z^*_m(t); u^*, \Phi_m(t; u))_{t \in [0, T]} \) the mild solution of system (6.34).

Whenever these processes are considered for fixed controls, we use the notation introduced above.

**Remark 6.28.** (i) As a consequence of Theorem 3.98, we get the additional restrictions \( \alpha, \delta < \frac{1}{2} \) and \( \gamma + \delta < \frac{1}{2} \). Therefore, we can not solve the control problem (6.14) for \( \gamma = \frac{1}{2} \) through a stochastic maximum principle directly. However, we will show in Section 6.7 that we easily overcome this problem in the case of additive noise in system (6.3).

(ii) If \( y_d \in L^\infty([0, T]; D(A^\gamma)) \), then the restriction \( \gamma + \delta < \frac{1}{2} \) vanishes.

**Lemma 6.29.** Let \((z^*_m(t); \Phi_m(t))_{t \in [0, T]} \) be the mild solution of system (6.34). Then we have for fixed \( m \in \mathbb{N} \)

\[
\mathbb{E} \sup_{t \in [\tau_m, T]} \| z^*_m(t) \|^2_{D(A^\gamma)} = 0 \quad \text{and} \quad \mathbb{E} \int_{\tau_m}^T \| \Phi_m(t) \|^2_{L^\infty(H_0^1(Q^{1/2}(H); H))} \, dt = 0.
\]

**Proof.** By definition, we obtain for all \( t \in [\tau_m, T] \) and \( \mathbb{P} \)-a.s.

\[
z^*_m(t) = - \int_t^T e^{-A(s-t)} \Phi_m(s) \, dW(s).
\]

The claim follows by Lemma 3.96.

**6.5. Approximation by a Strong Formulation**

As shown in Section 5.6 through a duality principle one can utilize an optimality condition to obtain an explicit formula the optimal control has to satisfy. A duality principle of solutions to forward and backward SPDEs can be obtained by applying an Itô product formula. Since this formula is not applicable to solutions in a mild sense, we derive an approximation similarly to Section 5.5. Recall that the operator \( R(\lambda) \in \mathcal{L}(H) \) is given by

\[
R(\lambda) = \lambda R(\lambda; -A)
\]

for all \( \lambda \in \rho(-A) \), where \( \lambda R(\lambda; -A) \) is the resolvent operator of \(-A\) introduced in Section 2.1. Especially, we use Lemma 5.13 which is directly applicable here. Furthermore, we omit the dependence on the controls in this section.
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6.5.1. The Forward Equation

Here, we provide an approximation of the mild solution to system (6.16). We introduce the following system in $D(A^{1+\alpha})$:

\[
\begin{aligned}
dz_m(t,\lambda) &= -[A\,m(t,\lambda) + R(\lambda)B(R(\lambda)m(t,\lambda), \pi_m(y_m(t)))
\quad
+ R(\lambda)B(\pi_m(y_m(t)), R(\lambda)m(t,\lambda)) - R(\lambda)Fv(t)]
\quad
+ R(\lambda)G(R(\lambda)m(t,\lambda))
\quad
+ R(\lambda)Fv(t)]
\quad
+ R(\lambda)G(R(\lambda)m(t,\lambda))
\quad
+ R(\lambda)Fv(t)]\,dt
\quad
+ R(\lambda)G(R(\lambda)m(t,\lambda))
\quad
+ R(\lambda)Fv(t)]
\quad
+ R(\lambda)G(R(\lambda)m(t,\lambda))
\quad
+ R(\lambda)Fv(t)]\,dW(t),
\end{aligned}
\]

where $m \in \mathbb{N}$ and $v \in L^2_\mathbb{P}(\Omega; L^2([0, T]; D(A^\alpha)))$. The operator $R(\lambda)$ is given by equation (6.37) with $\lambda > 0$ and the operators $A, B, F, G$ are introduced in Section 6.1 and Section 6.2, respectively. The mapping $\pi_m : D(A^\alpha) \to D(A^\alpha)$ is given by (6.6) and the process $(y_m(t))_{t \in [0, T]}$ is the mild solution of system (6.5).

The process $W(t)$ is a Q-Wiener process with values in $H$ and covariance operator $Q \in L^+_1(H)$. The process $(W(t))_{t \geq 0}$ is a Q-Wiener process with values in $H$ and covariance operator $Q \in L^+_1(H)$.

Definition 6.30. A predictable process $(z_m(t,\lambda))_{t \in [0, T]}$ with values in $D(A^{1+\alpha})$ is called a mild solution of system (6.38) if

\[
\mathbb{E} \sup_{t \in [0, T]} \|z_m(t,\lambda)\|^2_{D(A^{1+\alpha})} < \infty
\]

and we have for all $t \in [0, T]$ and $\mathbb{P}$-a.s.

\[
z_m(t,\lambda) = -\int_0^t A^\delta e^{-A(t-s)}R(\lambda)A^{-\delta} [B(R(\lambda)m(s,\lambda), \pi_m(y_m(s))) + B(\pi_m(y_m(s)), R(\lambda)m(s,\lambda))]
\quad
+ R(\lambda)Fv(s)ds + \int_0^t e^{-A(t-s)}R(\lambda)G(R(\lambda)m(s,\lambda))
\quad
+ R(\lambda)Fv(s)ds + \int_0^t e^{-A(t-s)}R(\lambda)G(R(\lambda)m(s,\lambda))
\quad
+ R(\lambda)Fv(s)ds + \int_0^t e^{-A(t-s)}R(\lambda)G(R(\lambda)m(s,\lambda))
\quad
+ R(\lambda)Fv(s)ds + \int_0^t e^{-A(t-s)}R(\lambda)G(R(\lambda)m(s,\lambda))
\quad
+ R(\lambda)Fv(s)ds + \int_0^t e^{-A(t-s)}R(\lambda)G(R(\lambda)m(s,\lambda))
\quad
+ R(\lambda)Fv(s)ds + \int_0^t e^{-A(t-s)}R(\lambda)G(R(\lambda)m(s,\lambda))
\quad
+ R(\lambda)Fv(s)ds + \int_0^t e^{-A(t-s)}R(\lambda)G(R(\lambda)m(s,\lambda))
\quad
+ R(\lambda)Fv(s)ds + \int_0^t e^{-A(t-s)}R(\lambda)G(R(\lambda)m(s,\lambda))
\]

Recall that the operators $R(\lambda)$ and $AR(\lambda)$ are linear and bounded on $H$. Hence, for fixed $m \in \mathbb{N}$ and fixed $\lambda > 0$, an existence and uniqueness result of a mild solution to system (6.38) can be obtained similarly to the mild solution of system (6.16). In the following lemma, we state a strong formulation of the mild solution to system (6.38).

Lemma 6.31. Let $(z_m(t,\lambda))_{t \in [0, T]}$ be the mild solution of system (6.38). Then we have for fixed $m \in \mathbb{N}$, fixed $\lambda > 0$, all $t \in [0, T]$ and $\mathbb{P}$-a.s.

\[
z_m(t,\lambda) = -\int_0^t A\,m(s,\lambda) + A^\delta R(\lambda)A^{-\delta} [B(R(\lambda)m(s,\lambda), \pi_m(y_m(s))) + B(\pi_m(y_m(s)), R(\lambda)m(s,\lambda))]
\quad
+ \int_0^t R(\lambda)Fv(s)ds + \int_0^t R(\lambda)G(R(\lambda)m(s,\lambda))
\quad
+ \int_0^t R(\lambda)Fv(s)ds + \int_0^t R(\lambda)G(R(\lambda)m(s,\lambda))
\quad
+ \int_0^t R(\lambda)Fv(s)ds + \int_0^t R(\lambda)G(R(\lambda)m(s,\lambda))
\quad
+ \int_0^t R(\lambda)Fv(s)ds + \int_0^t R(\lambda)G(R(\lambda)m(s,\lambda))
\quad
+ \int_0^t R(\lambda)Fv(s)ds + \int_0^t R(\lambda)G(R(\lambda)m(s,\lambda))
\]

Proof. The claim follows immediately from Theorem 2.35, Theorem 3.106 and Lemma 5.13.

We get the following convergence result.

Lemma 6.32. Let $(z_m(t))_{t \in [0, T]}$ and $(z_m(t,\lambda))_{t \in [0, T]}$ be the mild solutions of system (6.16) and system (6.38), respectively. Then we have for fixed $m \in \mathbb{N}$

\[
\lim_{\lambda \to \infty} \mathbb{E} \sup_{t \in [0, T]} \|z_m(t) - z_m(t,\lambda)\|^2_{D(A^\alpha)} = 0.
\]
Proof. Let $I$ be the identity operator on $H$. We define the operator

$$
\tilde{B}(y, z) = B(z, y) + B(y, z)
$$

for every $y, z \in D(A^\alpha)$. Since $B$ is bilinear on $D(A^\alpha) \times D(A^\alpha)$, the operator $\tilde{B}$ is bilinear as well and using Lemma 6.1, we get for every $y, z \in D(A^\alpha)$

$$
\left\| A^{-\delta} \tilde{B}(y, z) \right\|_H \leq 2\bar{M} \| y \|_{D(A^\alpha)} \| z \|_{D(A^\alpha)}.
$$

(6.39)

Recall that the operator $G: H \to L_{HS}(Q^{1/2}(H); D(A^\alpha))$ is linear and bounded. By definition, we find for all $\lambda > 0$, all $t \in [0, T]$ and $\mathbb{P}$-a.s.

$$
\begin{align*}
\quad & z_m(t) - z_m(t, \lambda) = -\int_0^t A^\delta e^{-A(t-s)} A^{-\delta} \tilde{B}(\pi_m(y_m(s)), [I - R(\lambda)]z_m(s)) \, ds \\
& \quad - \int_0^t A^\delta e^{-A(t-s)} [I - R(\lambda)] A^{-\delta} \tilde{B}(\pi_m(y_m(s)), R(\lambda)z_m(s)) \, ds \\
& \quad - \int_0^t A^\delta e^{-A(t-s)} R(\lambda) A^{-\delta} \tilde{B}(\pi_m(y_m(s)), R(\lambda) [z_m(s) - z_m(s, \lambda)]) \, ds \\
& \quad + \int_0^t e^{-A(t-s)} [I - R(\lambda)] Fv(s) \, ds \\
& \quad + \int_0^t e^{-A(t-s)} G([I - R(\lambda)] z_m(s)) \, dW(s) \\
& \quad + \int_0^t e^{-A(t-s)} [I - R(\lambda)] G(R(\lambda) z_m(s)) \, dW(s) \\
& \quad + \int_0^t e^{-A(t-s)} R(\lambda) G(R(\lambda) [z_m(s) - z_m(s, \lambda)]) \, dW(s).
\end{align*}
$$

Let $T_{1,m} \in (0, T]$. Then we get for all $\lambda > 0$

$$
\mathbb{E} \sup_{t \in [0, T_{1,m}]} \left\| z_m(t) - z_m(t, \lambda) \right\|_{D(A^\alpha)}^2 \leq \mathcal{I}_1(\lambda) + \mathcal{I}_2(\lambda) + \mathcal{I}_3(\lambda),
$$

(6.40)

where

$$
\begin{align*}
\mathcal{I}_1(\lambda) &= \mathbb{E} \sup_{t \in [0, T_{1,m}]} \left\| \int_0^t A^\delta e^{-A(t-s)} R(\lambda) A^{-\delta} \tilde{B}(\pi_m(y_m(s)), R(\lambda) [z_m(s) - z_m(s, \lambda)]) \, ds \right\|_{D(A^\alpha)}^2 \\
& \quad + \mathbb{E} \sup_{t \in [0, T_{1,m}]} \left\| \int_0^t e^{-A(t-s)} R(\lambda) G(R(\lambda) [z_m(s) - z_m(s, \lambda)]) \, dW(s) \right\|_{D(A^\alpha)}^2,
\end{align*}
$$
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\[ \mathcal{I}_2(\lambda) = \mathbb{E} \sup_{t \in [0, T_{1,m}]} \left\| \int_0^T A^\delta e^{-A(t-s)} A^{-\delta} \tilde{B}(\pi_m(y_m(s)), [I - R(\lambda)]z_m(s)) \, ds \right\|_{D(A^\ast)}^2 \\
+ \mathbb{E} \sup_{t \in [0, T_{1,m}]} \left\| \int_0^T A^\delta e^{-A(t-s)} [I - R(\lambda)]A^{-\delta} \tilde{B}(\pi_m(y_m(s)), R(\lambda)z_m(s)) \, ds \right\|_{D(A^\ast)}^2 \\
+ \mathbb{E} \sup_{t \in [0, T_{1,m}]} \left\| \int_0^T e^{-A(t-s)} [I - R(\lambda)]Fv(s) \, ds \right\|_{D(A^\ast)}^2, \]

\[ \mathcal{I}_3(\lambda) = \mathbb{E} \sup_{t \in [0, T_{1,m}]} \left\| \int_0^T e^{-A(t-s)} G([I - R(\lambda)]z_m(s)) \, dW(s) \right\|_{D(A^\ast)}^2 \\
+ \mathbb{E} \sup_{t \in [0, T_{1,m}]} \left\| \int_0^T e^{-A(t-s)} [I - R(\lambda)]G(R(\lambda)z_m(s)) \, dW(s) \right\|_{D(A^\ast)}^2. \]

By Theorem 2.35, Corollary 2.32, Lemma 5.13, Proposition 3.65 (ii) with \( k = 2 \), inequality 6.7 and inequality 6.39, there exist constants \( C_1, C_2 > 0 \) such that for all \( \lambda > 0 \)

\[ \mathcal{I}_1(\lambda) \leq (C_1 T_{1,m}^{2-2\alpha - 2\delta} + C_2 T_{1,m}) \mathbb{E} \sup_{t \in [0, T_{1,m}]} \| z_m(t) - z_{m}(t, \lambda) \|_{D(A^\ast)}^2. \]  \hspace{1cm} (6.41)

Similarly, there exists a constant \( C^* > 0 \) such that for all \( \lambda > 0 \)

\[ \mathcal{I}_2(\lambda) \leq C^* \mathbb{E} \sup_{t \in [0, T_{1,m}]} \| [I - R(\lambda)]A^\alpha z_m(t) \|_H^2 + C^* \mathbb{E} \sup_{t \in [0, T_{1,m}]} \| [I - R(\lambda)]A^{-\delta} \tilde{B}(\pi_m(y_m(t)), R(\lambda)z_m(t)) \|_H^2 \\
+ C^* \mathbb{E} \int_0^{T_{1,m}} \| [I - R(\lambda)]A^\beta Fv(t) \|_H^2 \, dt, \]

\[ \mathcal{I}_3(\lambda) \leq C^* \mathbb{E} \int_0^{T_{1,m}} \| [I - R(\lambda)]z_m(t) \|_H^2 \, dt + C^* \mathbb{E} \int_0^{T_{1,m}} \| [I - R(\lambda)]A^\alpha G(R(\lambda)z_m(t)) \|_{\mathbb{E}^2(t(H^2) \cup Q^{1/2}(H^2); H)}^2 \, dt. \]

Using Lemma 5.13 (iii) and Proposition B.7, we can conclude

\[ \lim_{\lambda \to \infty} \mathcal{I}_2(\lambda) + \lim_{\lambda \to \infty} \mathcal{I}_3(\lambda) = 0. \]  \hspace{1cm} (6.42)

Due to inequality (6.40) and inequality 6.41, we find for all \( \lambda > 0 \)

\[ \mathbb{E} \sup_{t \in [0, T_{1,m}]} \| z_m(t) - z_{m}(t, \lambda) \|_{D(A^\ast)}^2 \leq K_{1,m} \mathbb{E} \sup_{t \in [0, T_{1,m}]} \| z_m(t) - z_{m}(t, \lambda) \|_{D(A^\ast)}^2 + 7 \mathcal{I}_2(\lambda) + 7 \mathcal{I}_3(\lambda), \]

where \( K_{1,m} = 7C_1 T_{1,m}^{2-2\alpha - 2\delta} + 7C_2 T_{1,m} \). We chose \( T_{1,m} \in (0, T] \) such that \( K_{1,m} < 1 \). Then we obtain for all \( \lambda > 0 \)

\[ \mathbb{E} \sup_{t \in [0, T_{1,m}]} \| z_m(t) - z_{m}(t, \lambda) \|_{D(A^\ast)}^2 \leq \frac{7 \mathcal{I}_2(\lambda) + 7 \mathcal{I}_3(\lambda)}{1 - K_{1,m}}. \]
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By equation (6.42), we get
\[
\lim_{\lambda \to \infty} \mathbb{E} \sup_{t \in [0, T]} \|z_m(t) - z_m(t, \lambda)\|^2_{D(A^{1/2})} = 0.
\]

Similarly to Lemma 6.17, we can conclude that the result holds for the whole time interval \([0, T]\).

6.5.2. The Backward Equation

Here we provide an approximation of the mild solution to system (6.34). We introduce the following backward SPDE in \(D(A^{1/2})\):

\[
\begin{align*}
    dz_m^*(t, \lambda) &= -1_{[0, \tau_m]}(t) \left[ -A z_m^*(t, \lambda) - A^\alpha R(\lambda) A^\alpha B_0^* (y(t), R(\lambda) A^\delta z_m^*(t, \lambda)) \\
               & \quad + R(\lambda) G^*(A^{-2\alpha} R(\lambda) \Phi_m(t, \lambda)) + A^\gamma R(\lambda) A^\gamma (y(t) - y_d(t)) \right] dt + \Phi_m(t, \lambda) dW(t),
\end{align*}
\]

where \(m \in \mathbb{N}\). The operator \(R(\lambda)\) is given by equation (6.37) with \(\lambda > 0\) and the operators \(A, B_0^*, G^*\) are introduced in Section 6.1 and Section 6.4 respectively. The process \((y(t))_{t \in [0, T]}\) is the local mild solution of system (6.3) with stopping times \((\tau_m)_{m \in \mathbb{N}}\) defined by (6.10) and \(y_d \in L^2([0, T]; D(A^\gamma))\) is the given desired velocity field. The process \((W(t))_{t \geq 0}\) is a Q-Wiener process with values in \(H\) and covariance operator \(Q \in \mathcal{L}_1^2(H)\).

Definition 6.33. We call a pair of predictable processes \((z_m^*(t, \lambda), \Phi_m(t, \lambda))_{t \in [0, T]}\) with values in the space \(D(A^{1/2}) \times \mathcal{L}(H_S)(Q^{1/2}(H); H)\) a mild solution of system (6.43) if

\[
\mathbb{E} \sup_{t \in [0, T]} \|z_m^*(t, \lambda)\|^2_{D(A^{1/2})} < \infty, \quad \mathbb{E} \int_0^T \|\Phi_m(t, \lambda)\|^2_{\mathcal{L}(H_S)(Q^{1/2}(H); H)} dt < \infty
\]

and we have for all \(t \in [0, T]\) and \(\mathbb{P}\text{-a.s.}\)

\[
z_m^*(t, \lambda) = - \int_0^T 1_{[0, \tau_m]}(s) A^\alpha e^{-A(s-t)} R(\lambda) A^\alpha B_0^*(y(s \land \tau_m), R(\lambda) A^\delta z_m^*(s, \lambda)) ds
\]

\[
+ \int_0^T 1_{[0, \tau_m]}(s) e^{-A(s-t)} R(\lambda) G^*(A^{-2\alpha} R(\lambda) \Phi_m(s, \lambda)) ds
\]

\[
+ \int_0^T 1_{[0, \tau_m]}(s) A^\gamma e^{-A(s-t)} R(\lambda) A^\gamma (y(s \land \tau_m) - y_d(s)) ds - \int_0^T e^{-A(s-t)} \Phi_m(s, \lambda) dW(s).
\]

Recall that the operators \(R(\lambda)\) and \(A R(\lambda)\) are linear and bounded on \(H\). Hence, an existence and uniqueness result of a mild solution to system (6.43) can be obtained similarly to the mild solution of system (6.34) for fixed \(m \in \mathbb{N}\). Moreover, we get the following result.

Lemma 6.34. Let the pair of processes \((z_m^*(t, \lambda), \Phi_m(t, \lambda))_{t \in [0, T]}\) be the mild solution of system (6.43). Then we have for fixed \(m \in \mathbb{N}\) and fixed \(\lambda > 0\)

\[
\mathbb{E} \sup_{t \in [\tau_m, T]} \|z_m^*(t, \lambda)\|^2_{D(A^{1/2})} = 0 \quad \text{and} \quad \mathbb{E} \int_{\tau_m}^T \|\Phi_m(t, \lambda)\|^2_{\mathcal{L}(H_S)(Q^{1/2}(H); H)} dt = 0.
\]
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**Proof.** The claim follows similarly to Lemma 6.29.

The following lemma gives us a strong formulation of the mild solution to system 6.43.

**Lemma 6.35.** Let the pair of processes \((z_m^*(t, \lambda), \Phi_m(t, \lambda))_{t \in [0, T]}\) be the mild solution of system 6.43. Then we have for fixed \(m \in \mathbb{N}\), fixed \(\lambda > 0\), all \(t \in [0, T]\) and \(\mathbb{P}\)-a.s.

\[
\begin{align*}
z_m^*(t, \lambda) &= -\int_t^T \mathbf{1}_{[0, \tau_m]}(s) \left[ A z_m^*(s, \lambda) + A^\gamma R(\lambda)A^\delta (y(s \wedge \tau_m), R(\lambda)A^\delta z_m^*(s, \lambda)) \right] ds \\
&\quad + \int_t^T \mathbf{1}_{[0, \tau_m]}(s) G^*(A^{-\alpha}R(\lambda)\Phi_m(s, \lambda)) ds \\
&\quad + \int_t^T \mathbf{1}_{[0, \tau_m]}(s) A^\gamma (y(s \wedge \tau_m) - y_d(s)) ds \\
&\quad - \int_t^T \Phi_m(s, \lambda) dW(s).
\end{align*}
\]

**Proof.** The claim follows from Theorem 2.35, Theorem 3.112 and Lemma 5.13.

We get the following convergence results.

**Lemma 6.36.** Let \((z_m^*(t, \Phi_m(t)))_{t \in [0, T]}\) and \((z_m^*(t, \lambda), \Phi_m(t, \lambda))_{t \in [0, T]}\) be the mild solutions of system 6.34 and system 6.43, respectively. Then we have for fixed \(m \in \mathbb{N}\)

\[
\begin{align*}
\lim_{\lambda \to \infty} \mathbb{E} \sup_{t \in [0, T]} \|z_m^*(t) - z_m^*(t, \lambda)\|_{D(A^\delta)}^2 &= 0, \\
\lim_{\lambda \to \infty} \mathbb{E} \int_0^T \|\Phi_m(t) - \Phi_m(t, \lambda)\|_{\mathcal{L}(\mathcal{H})}^2 dt &= 0.
\end{align*}
\]

**Proof.** Let \(I\) be the identity operator on \(H\). By definition, we have for all \(\lambda > 0\), all \(t \in [0, T]\) and \(\mathbb{P}\)-a.s.

\[
\begin{align*}
z_m^*(t) - z_m^*(t, \lambda) &= -\int_t^T \mathbf{1}_{[0, \tau_m]}(s) A^\alpha e^{-A(s-t)} [A^\delta B_\delta (y(s \wedge \tau_m), A^\delta z_m^*(s)) - R(\lambda)A^\alpha B_\delta (y(s \wedge \tau_m), R(\lambda)A^\delta z_m^*(s, \lambda))] ds \\
&\quad + \int_t^T \mathbf{1}_{[0, \tau_m]}(s) A^\gamma e^{-A(s-t)} [G^*(A^{-\alpha}\Phi_m(s)) - R(\lambda)G^*(A^{-\alpha}R(\lambda)\Phi_m(s, \lambda))] ds \\
&\quad + \int_t^T \mathbf{1}_{[0, \tau_m]}(s) A^\gamma e^{-A(s-t)} [I - R(\lambda)] A^\gamma (y(s \wedge \tau_m) - y_d(s)) ds \\
&\quad - \int_t^T e^{-A(s-t)} [\Phi_m(s) - \Phi_m(s, \lambda)] dW(s).
\end{align*}
\]
Recall that the operators $A^\alpha B^*_\delta(y(t), \cdot) : H \to H$ for $t \in [0, \tau_m]$ and $G^* : L_{(HS)}(Q^{1/2}(H); D(A^\alpha)) \to H$ are linear and bounded. Hence, we find for all $\lambda > 0$, all $t \in [0, T]$ and $\mathbb{P}$-a.s.

$$z_m^*(t) - z^*_m(t, \lambda) = - \int_t^T 1_{[0, \tau_m]}(s) A^\alpha e^{-A(s-t)} A^\alpha B^*_\delta(y(s \wedge \tau_m), [I - R(\lambda)] A^\delta z_m^*(s)) \, ds$$

$$- \int_t^T 1_{[0, \tau_m]}(s) A^\alpha e^{-A(s-t)} [I - R(\lambda)] A^\alpha B^*_\delta(y(s \wedge \tau_m), R(\lambda) A^\delta z_m^*(s)) \, ds$$

$$- \int_t^T 1_{[0, \tau_m]}(s) A^\alpha e^{-A(s-t)} R(\lambda) A^\alpha B^*_\delta(y(s \wedge \tau_m), R(\lambda) A^\delta [z_m^*(s) - z_m^*(s, \lambda)]) \, ds$$

$$+ \int_t^T 1_{[0, \tau_m]}(s) e^{-A(s-t)} G^* A^{-2\alpha} [I - R(\lambda)] \Phi_m(s)) \, ds$$

$$+ \int_t^T 1_{[0, \tau_m]}(s) e^{-A(s-t)} [I - R(\lambda)] G^* A^{-2\alpha} R(\lambda) \Phi_m(s)) \, ds$$

$$+ \int_t^T 1_{[0, \tau_m]}(s) e^{-A(s-t)} R(\lambda) G^* A^{-2\alpha} R(\lambda) [\Phi_m(s) - \Phi_m(s, \lambda)] \, ds$$

$$+ \int_t^T 1_{[0, \tau_m]}(s) A^\gamma e^{-A(s-t)} [I - R(\lambda)] A^\gamma(y(s \wedge \tau_m) - y_d(s)) \, ds$$

$$- \int_t^T e^{-A(s-t)} [\Phi_m(s) - \Phi_m(s, \lambda)] \, dW(s).$$

Note that each integrand of the Bochner integrals on the right hand side satisfies the assumptions of Lemma \ref{lem:bochner} and Corollary \ref{cor:bochner} respectively. Let $T_{1,m} \in [0, T]$. Using inequality (3.39) and inequality (3.45), we get for all $\lambda > 0$

$$\mathbb{E} \sup_{t \in [T_{1,m}, T]} \|z_m^*(t) - z_m^*(t, \lambda)\|_{D(A^\delta)}^2 \leq 7 \mathcal{I}_1(\lambda) + 7 \mathcal{I}_2(\lambda) + 7 \mathcal{I}_3(\lambda), \quad (6.44)$$

where

$$\mathcal{I}_1(\lambda) = \hat{c}(T - T_{1,m})^{2 - 2\alpha - 2\delta} \mathbb{E} \sup_{t \in [T_{1,m}, T]} \left[ 1_{[0, \tau_m]}(t) \|R(\lambda) A^\alpha B^*_\delta(y(t \wedge \tau_m), R(\lambda) A^\delta [z_m^*(t) - z_m^*(t, \lambda)])\|_H^2 \right]$$

$$+ \hat{c}(T - T_{1,m})^{1 - 2\delta} \mathbb{E} \int_{T_{1,m}}^T 1_{[0, \tau_m]}(t) \|R(\lambda) G^* A^{-2\alpha} R(\lambda) [\Phi_m(t) - \Phi_m(t, \lambda)]\|_H^2 \, dt,$$

$$\mathcal{I}_2(\lambda) = \hat{c}(T - T_{1,m})^{2 - 2\alpha - 2\delta} \mathbb{E} \sup_{t \in [T_{1,m}, T]} \left[ 1_{[0, \tau_m]}(t) \|A^\alpha B^*_\delta(y(t \wedge \tau_m), [I - R(\lambda)] A^\delta z_m^*(t))\|_H^2 \right]$$

$$+ \hat{c}(T - T_{1,m})^{2 - 2\alpha - 2\delta} \mathbb{E} \sup_{t \in [T_{1,m}, T]} \left[ 1_{[0, \tau_m]}(t) \|[I - R(\lambda)] A^\alpha B^*_\delta(y(t \wedge \tau_m), R(\lambda) A^\delta z_m^*(t))\|_H^2 \right],$$
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\[ \mathcal{I}_3(\lambda) = c(T - T_{1,m})^{1-2\delta} \mathbb{E} \int_{T_{1,m}}^T I_{[0,\tau_m]}(t) \left\| G^*(A^{-2\alpha}(I - R(\lambda))\Phi_m(t)) \right\|_H^2 dt \]

\[ + c(T - T_{1,m})^{1-2\delta} \mathbb{E} \int_{T_{1,m}}^T I_{[0,\tau_m]}(t) \left\| [I - R(\lambda)]G^*(A^{-2\alpha} R(\lambda)\Phi_m(t)) \right\|_H^2 dt \]

\[ + c(T - T_{1,m})^{1-2\gamma-2\delta} \mathbb{E} \int_{T_{1,m}}^T I_{[0,\tau_m]}(t) \left\| [I - R(\lambda)]A^\gamma (y(t \wedge \tau_m) - y_d(t)) \right\|_H^2 dt. \]

By Lemma 5.13(ii), there exist constants \( C_1, C_2 > 0 \) such that for all \( \lambda > 0 \)

\[ \mathcal{I}_1(\lambda) \leq C_1(T - T_{1,m})^{2-2\alpha-2\delta} \mathbb{E} \sup_{t \in [T_{1,m}, T]} \| z_m^*(t) - z_m^*(t, \lambda) \|_H^2 \]

\[ + C_2(T - T_{1,m})^{1-2\delta} \mathbb{E} \int_{T_{1,m}}^T \| \Phi_m(t) - \Phi_m(t, \lambda) \|_{L(H, T)}^2 dt. \tag{6.45} \]

Moreover, there exists a constant \( C^* > 0 \) such that for all \( \lambda > 0 \)

\[ \mathcal{I}_2(\lambda) \leq C^* \mathbb{E} \sup_{t \in [T_{1,m}, T]} \| [I - R(\lambda)]A^\delta z_m^*(t) \|_H^2 \]

\[ + C^* \mathbb{E} \sup_{t \in [T_{1,m}, T]} \left[ \mathbb{E} \left[ I_{[0,\tau_m]}(t) \left\| [I - R(\lambda)]A^\alpha B_\delta^* (y(t \wedge \tau_m), R(\lambda)A^\delta z_m^*(t)) \right\|_H^2 \right] \right], \]

\[ \mathcal{I}_3(\lambda) \leq C^* \mathbb{E} \int_{T_{1,m}}^T \| [I - R(\lambda)]\Phi_m(t) \|_H^2 dt + C^* \mathbb{E} \int_{T_{1,m}}^T \| [I - R(\lambda)]G^*(A^{-2\alpha} R(\lambda)\Phi_m(t)) \|_H^2 dt \]

\[ + C^* \mathbb{E} \int_{T_{1,m}}^T I_{[0,\tau_m]}(t) \left\| [I - R(\lambda)]A^\gamma (y(t \wedge \tau_m) - y_d(t)) \right\|_H^2 dt. \]

Using Lemma 5.13(iii) and Proposition B.7, we can conclude

\[ \lim_{\lambda \to \infty} \mathcal{I}_2(\lambda) + \lim_{\lambda \to \infty} \mathcal{I}_3(\lambda) = 0. \tag{6.46} \]

Due to inequality (3.40) and inequality (3.46), we get for all \( \lambda > 0 \)

\[ \mathbb{E} \int_{T_{1,m}}^T \| \Phi_m(t) - \Phi_m(t, \lambda) \|_{L(H, T)}^2 dt \leq 7 \mathcal{I}_4(\lambda) + 7 \mathcal{I}_5(\lambda) + 7 \mathcal{I}_6(\lambda), \tag{6.47} \]

where

\[ \mathcal{I}_4(\lambda) = \tilde{c}(T - T_{1,m})^{2-2\alpha} \mathbb{E} \sup_{t \in [T_{1,m}, T]} \left[ \mathbb{E} \left[ I_{[0,\tau_m]}(t) \left\| R(\lambda)A^\alpha B_\delta^* (y(t \wedge \tau_m), R(\lambda)A^\delta z_m^*(t) - z_m^*(t, \lambda)) \right\|_H^2 \right] \right] \]

\[ + \tilde{c}(T - T_{1,m}) \mathbb{E} \int_{T_{1,m}}^T I_{[0,\tau_m]}(t) \left\| R(\lambda)G^*(A^{-2\alpha} R(\lambda)\Phi_m(t) - \Phi_m(t, \lambda)) \right\|_H^2 dt, \]
Similarly to equation (6.46), we get

\[ I_5(\lambda) = c(T - T_{1,m})^{2-2\alpha} \mathbb{E} \sup_{t \in [T_{1,m}, T]} \left[ l_{[0, \tau_m]}(t) \left\| A^\alpha B^*_\delta \left( y(t \land \tau_m), [I - R(\lambda)]A^\delta z^{\ast}_m(t) \right) \right\|_H^2 \right] \]

\[ + c(T - T_{1,m})^{2-2\alpha} \mathbb{E} \sup_{t \in [T_{1,m}, T]} \left[ l_{[0, \tau_m]}(t) \left\| [I - R(\lambda)]A^\alpha B^*_\delta \left( y(t \land \tau_m), R(\lambda)A^\delta z^{\ast}_m(t) \right) \right\|_H^2 \right], \]

\[ I_6(\lambda) = c(T - T_{1,m}) \mathbb{E} \int_{T_{1,m}}^{T} l_{[0, \tau_m]}(t) \left\| G^\alpha (A^{-2\alpha} [I - R(\lambda)] \Phi_m(t)) \right\|_H^2 dt \]

\[ + c(T - T_{1,m}) \mathbb{E} \int_{T_{1,m}}^{T} l_{[0, \tau_m]}(t) \left\| [I - R(\lambda)]G^\alpha (A^{-2\alpha} R(\lambda) \Phi_m(t)) \right\|_H^2 dt \]

\[ + c(T - T_{1,m})^{1-2\gamma} \mathbb{E} \int_{T_{1,m}}^{T} l_{[0, \tau_m]}(t) \left\| [I - R(\lambda)]A^\gamma (y(t \land \tau_m) - y_0(t)) \right\|_H^2 dt. \]

Again, there exist constants \( C_1, C_2 > 0 \) such that for all \( \lambda > 0 \)

\[ I_4(\lambda) \leq C_1(T - T_{1,m})^{2-2\alpha} \mathbb{E} \sup_{t \in [T_{1,m}, T]} \left\| z^{\ast}_m(t) - z^{\ast}_m(t, \lambda) \right\|_{D(A^\delta)}^2 \]

\[ + C_2(T - T_{1,m}) \mathbb{E} \int_{T_{1,m}}^{T} \left\| \Phi_m(t) - \Phi_m(t, \lambda) \right\|_{L(H)}^2 \left( Q^{1/2}(H) : H \right) dt. \]

Similarly to equation (6.46), we get

\[ \lim_{\lambda \to \infty} I_5(\lambda) + \lim_{\lambda \to \infty} I_6(\lambda) = 0. \]  

By inequalities (6.44), (6.45), (6.47) and (6.48), we have for all \( \lambda > 0 \)

\[ \mathbb{E} \sup_{t \in [T_{1,m}, T]} \left\| z^{\ast}_m(t) - z^{\ast}_m(t, \lambda) \right\|_{D(A^\delta)}^2 + \mathbb{E} \int_{T_{1,m}}^{T} \left\| \Phi_m(t) - \Phi_m(t, \lambda) \right\|_{L(H)}^2 \left( Q^{1/2}(H) : H \right) dt \]

\[ \leq K_{1,m} \left( \mathbb{E} \sup_{t \in [T_{1,m}, T]} \left\| z^{\ast}_m(t) - z^{\ast}_m(t, \lambda) \right\|_{D(A^\delta)}^2 + \mathbb{E} \int_{T_{1,m}}^{T} \left\| \Phi_m(t) - \Phi_m(t, \lambda) \right\|_{L(H)}^2 \left( Q^{1/2}(H) : H \right) dt \right) \]

\[ + 7 I_2(\lambda) + 7 I_3(\lambda) + 7 I_5(\lambda) + 7 I_6(\lambda), \]

where

\[ K_{1,m} = \max \{ C_1(T - T_{1,m})^{2-2\alpha-2\delta} + C_1(T - T_{1,m})^{2-2\alpha}, C_2(T - T_{1,m})^{1-2\delta} + C_2(T - T_{1,m}) \}. \]

We chose \( T_{1,m} \in [0, T) \) such that \( K_{1,m} < 1 \). Thus, we get for all \( \lambda > 0 \)

\[ \mathbb{E} \sup_{t \in [T_{1,m}, T]} \left\| z^{\ast}_m(t) - z^{\ast}_m(t, \lambda) \right\|_{D(A^\delta)}^2 + \mathbb{E} \int_{T_{1,m}}^{T} \left\| \Phi_m(t) - \Phi_m(t, \lambda) \right\|_{L(H)}^2 \left( Q^{1/2}(H) : H \right) dt \]

\[ \leq \frac{7 I_2(\lambda) + 7 I_3(\lambda) + 7 I_5(\lambda) + 7 I_6(\lambda)}{1 - K_{1,m}}. \]
Due to equation (6.46) and equation (6.49), we have
\[
\lim_{\lambda \to \infty} \mathbb{E} \sup_{t \in [T_1, T]} \| z^*_m(t) - z^*_m(t, \lambda) \|^2_{L^2(A^\delta)} = 0,
\]
and
\[
\lim_{\lambda \to \infty} \mathbb{E} \int_{T_1}^T \| \Phi_m(t) - \Phi_m(t, \lambda) \|^2_{L^2(H; (Q^{1/2}(H); H))} dt = 0.
\]

Similarly to Lemma 6.17, we can conclude that the result holds for the whole time interval \([0, T]\].

6.6. Design of the Optimal Control

Based on the results provided in the previous sections, we are able to show a duality principle, which gives us a relation between the local mild solution of system (6.15) and the mild solution of system (6.34).

**Theorem 6.37.** Let the processes \((y(t; u))_{t \in [0, \tau^\ast)}\) and \((z(t; u, v))_{t \in [0, \tau^\ast)}\) be the local mild solutions of system (6.3) and system (6.13), respectively, corresponding to the controls \(u, v \in L^2_T(\Omega; L^2([0, T]; D(A^\delta)))\). Moreover, let the process \((z^*_m(t; u), \Phi_m(t; u))_{t \in [0, T]}\) be the mild solution of system (6.34) corresponding to the control \(u \in L^2_T(\Omega; L^2([0, T]; D(A^\delta)))\). Then we have for fixed \(m \in \mathbb{N}\)
\[
\mathbb{E} \int_0^{\tau^\ast_m} \langle A^\gamma y(t; u) - y_d(t), A^\gamma z(t; u, v) \rangle_H dt = \mathbb{E} \int_0^{\tau^\ast_m} \langle z^*_m(t; u), F v(t) \rangle_H dt. \tag{6.50}
\]

**Proof.** For the sake of simplicity, we omit the dependence on the controls. First, we prove the result for the approximations derived in Section 6.5. Let \((z^*_m(t, \lambda))_{t \in [0, T]}\) be the mild solution of system (6.38). Using Lemma 6.31, we have for all \(\lambda > 0\), all \(t \in [0, T]\) and \(\mathbb{P}\)-a.s.
\[
z^*_m(t, \lambda) = -\int_0^t A z^*_m(s, \lambda) + A^\delta R(\lambda) A^{-\delta} \left[ B(R(\lambda) z^*_m(s, \lambda), \pi_m(y_m(s))) + B(\pi_m(y_m(s)), R(\lambda) z^*_m(s, \lambda)) \right] ds
\]
\[+ \int_0^t R(\lambda) F v(s) ds + \int_0^t R(\lambda) G R(\lambda) z^*_m(s, \lambda) dW(s). \tag{6.51}
\]

Next, let the pair of stochastic processes \((z^*_m(t, \lambda), \Phi_m(t, \lambda))_{t \in [0, T]}\) be the mild solution of system (6.43). By Lemma 6.35, we get for all \(\lambda > 0\), all \(t \in [0, T]\) and \(\mathbb{P}\)-a.s.
\[
z^*_m(t, \lambda) = -\int_t^T \mathbb{I}_{[0, \tau_m]}(s) \left[ A z^*_m(s, \lambda) + A^{\gamma} R(\lambda) A^{\delta} B^\gamma (y(s \wedge \tau_m), R(\lambda) A^{\delta} z^*_m(s, \lambda)) \right] ds
\]
\[+ \int_t^T \mathbb{I}_{[0, \tau_m]}(s) R(\lambda) G^\gamma (A^{-2\alpha} R(\lambda) \Phi_m(s, \lambda)) ds + \int_t^T \mathbb{I}_{[0, \tau_m]}(s) A^{\gamma} R(\lambda) A^\gamma (y(s \wedge \tau_m) - y_d(s)) ds
\]
\[+ \int_t^T \Phi_m(s, \lambda) dW(s). \tag{6.52}
\]
Chapter 6. Optimal Control of Uncertain Fluid Flows

By definition, the process \( (z^*_m(t, \lambda))_{t \in [0, T]} \) is predictable. Using Proposition 3.16, we find for all \( \lambda > 0 \), all \( t \in [0, T] \) and \( \mathbb{P} \)-a.s.

\[
\begin{align*}
\dot{z}^*_m(t, \lambda) &= -\mathbb{E} \left[ \int_0^T \mathbb{1}_{[0, \tau_m)}(s) \left[ A z^*_m(s, \lambda) + A^\alpha R(\lambda) A^\alpha B^*_\delta \left( y(s \wedge \tau_m), R(\lambda) A^\delta z^*_m(s, \lambda) \right) \right] ds \bigg| \mathcal{F}_t \right] \\
&+ \mathbb{E} \left[ \int_0^T \mathbb{1}_{[0, \tau_m)}(s) R(\lambda) G^*(A^{-2\alpha} R(\lambda) \Phi_m(s, \lambda)) ds + \int_0^T \mathbb{1}_{[0, \tau_m)}(s) A^\gamma R(\lambda) A^\gamma (y(s \wedge \tau_m) - y_d(s)) ds \bigg| \mathcal{F}_t \right] \\
&+ \int_0^T \mathbb{1}_{[0, \tau_m)}(s) \left[ A z^*_m(s, \lambda) + A^\alpha R(\lambda) A^\alpha B^*_\delta \left( y(s \wedge \tau_m), R(\lambda) A^\delta z^*_m(s, \lambda) \right) \right] ds \\
&- \int_0^T \mathbb{1}_{[0, \tau_m)}(s) R(\lambda) G^*(A^{-2\alpha} R(\lambda) \Phi_m(s, \lambda)) ds - \int_0^T \mathbb{1}_{[0, \tau_m)}(s) A^\gamma R(\lambda) A^\gamma (y(s \wedge \tau_m) - y_d(s)) ds.
\end{align*}
\]

By Theorem 3.86 with \( (M(t))_{t \in [0, T]} \) satisfying for all \( t \in [0, T] \) and \( \mathbb{P} \)-a.s.

\[
M(t) = -\mathbb{E} \left[ \int_0^T \mathbb{1}_{[0, \tau_m)}(s) \left[ A z^*_m(s, \lambda) + A^\alpha R(\lambda) A^\alpha B^*_\delta \left( y(s \wedge \tau_m), R(\lambda) A^\delta z^*_m(s, \lambda) \right) \right] ds \bigg| \mathcal{F}_t \right] \\
+ \mathbb{E} \left[ \int_0^T \mathbb{1}_{[0, \tau_m)}(s) R(\lambda) G^*(A^{-2\alpha} R(\lambda) \Phi_m(s, \lambda)) ds + \int_0^T \mathbb{1}_{[0, \tau_m)}(s) A^\gamma R(\lambda) A^\gamma (y(s \wedge \tau_m) - y_d(s)) ds \bigg| \mathcal{F}_t \right],
\]

there exists a unique predictable process \( (\Psi_m(t, \lambda))_{t \in [0, T]} \) with values in \( \mathcal{L}(H_S)(Q^{1/2}(H); H) \) such that for all \( \lambda > 0 \), all \( t \in [0, T] \) and \( \mathbb{P} \)-a.s.

\[
\begin{align*}
z^*_m(t, \lambda) &= -\mathbb{E} \left[ \int_0^T \mathbb{1}_{[0, \tau_m)}(s) \left[ A z^*_m(s, \lambda) + A^\alpha R(\lambda) A^\alpha B^*_\delta \left( y(s \wedge \tau_m), R(\lambda) A^\delta z^*_m(s, \lambda) \right) \right] ds \right] \\
&+ \mathbb{E} \left[ \int_0^T \mathbb{1}_{[0, \tau_m)}(s) R(\lambda) G^*(A^{-2\alpha} R(\lambda) \Phi_m(s, \lambda)) ds + \int_0^T \mathbb{1}_{[0, \tau_m)}(s) A^\gamma R(\lambda) A^\gamma (y(s \wedge \tau_m) - y_d(s)) ds \right] \\
&+ \int_0^T \mathbb{1}_{[0, \tau_m)}(s) \left[ A z^*_m(s, \lambda) + A^\alpha R(\lambda) A^\alpha B^*_\delta \left( y(s \wedge \tau_m), R(\lambda) A^\delta z^*_m(s, \lambda) \right) \right] ds \\
&- \int_0^T \mathbb{1}_{[0, \tau_m)}(s) R(\lambda) G^*(A^{-2\alpha} R(\lambda) \Phi_m(s, \lambda)) ds - \int_0^T \mathbb{1}_{[0, \tau_m)}(s) A^\gamma R(\lambda) A^\gamma (y(s \wedge \tau_m) - y_d(s)) ds \\
&+ \int_0^T \Psi_m(s, \lambda) dW(s).
\end{align*}
\]
Since the pair \((z_m(t, \lambda), \Phi_m(t, \lambda))\) satisfies equation (6.52) uniquely, we have \(\Psi_m(t, \lambda) = \Phi_m(t, \lambda)\) for all \(\lambda > 0\), almost all \(t \in [0, T]\) and \(\mathbb{P}\)-almost surely. Applying Corollary 3.69 to equation (6.51) and equation (6.53), we get for all \(\lambda > 0\), all \(t \in [0, T]\) and \(\mathbb{P}\)-a.s.

\[
\langle z_m(t, \lambda), z_m^*(t, \lambda) \rangle_H = \mathcal{I}_1(t, \lambda) + \mathcal{I}_2(t, \lambda) + \mathcal{I}_3(t, \lambda) + \mathcal{I}_4(t, \lambda) + \mathcal{I}_5(t, \lambda),
\]

where

\[
\begin{align*}
\mathcal{I}_1(t, \lambda) &= \int_0^t \mathbb{I}_{[0, \tau_m)}(s) \langle z_m(s, \lambda), A z_m^*(s, \lambda) \rangle_H ds - \int_0^t \langle z_m^*(s, \lambda), A z_m(s, \lambda) \rangle_H ds, \\
\mathcal{I}_2(t, \lambda) &= \int_0^t \mathbb{I}_{[0, \tau_m)}(s) \langle z_m(s, \lambda), A^\alpha R(\lambda) A^\alpha B^*_\delta(y(s \wedge \tau_m), R(\lambda) A^\gamma z_m^*(s, \lambda)) \rangle_H ds \\
&\quad - \int_0^t \langle z_m^*(s, \lambda), A^\gamma R(\lambda) A^\gamma [B(R(\lambda)z_m(s, \lambda), \pi_m(y_m(s))) + B(\pi_m(y_m(s)), R(\lambda)z_m(s, \lambda))] \rangle_H ds, \\
\mathcal{I}_3(t, \lambda) &= \int_0^t \langle R(\lambda) G(R(\lambda)z_m(s, \lambda), \Phi_m(s, \lambda)) \rangle_{L(H)}(Q^{1/2}(H), H) ds \\
&\quad - \int_0^t \mathbb{I}_{[0, \tau_m)}(s) \langle z_m(s, \lambda), R(\lambda) G^*(A^{-2\alpha} R(\lambda) \Phi_m(s, \lambda)) \rangle_H ds, \\
\mathcal{I}_4(t, \lambda) &= \int_0^t \langle z_m^*(s, \lambda), R(\lambda) F v(s) \rangle_H ds - \int_0^t \mathbb{I}_{[0, \tau_m)}(s) \langle z_m(s, \lambda), A^\gamma R(\lambda) A^\gamma (y(s \wedge \tau_m) - y_d(s)) \rangle_H ds, \\
\mathcal{I}_5(t, \lambda) &= \int_0^t \langle z_m(s, \lambda), \Phi_m(s, \lambda) dW(s) \rangle_H + \int_0^t \langle z_m^*(s, \lambda), R(\lambda) G(R(\lambda)z_m(s, \lambda)) dW(s) \rangle_H.
\end{align*}
\]

By Lemma 6.34 we obtain for all \(\lambda > 0\) and \(\mathbb{P}\)-a.s.

\[
0 = \mathcal{I}_1(\tau_m, \lambda) + \mathcal{I}_2(\tau_m, \lambda) + \mathcal{I}_3(\tau_m, \lambda) + \mathcal{I}_4(\tau_m, \lambda) + \mathcal{I}_5(\tau_m, \lambda).
\] (6.54)

Since the operator \(A\) is self-adjoint, we have for all \(\lambda > 0\) and \(\mathbb{P}\)-a.s.

\[
\mathcal{I}_1(\tau_m, \lambda) = 0.
\] (6.55)

Recall that \(y(t) = \pi_m(y_m(t))\) for all \(t \in [0, \tau_m]\) and \(\mathbb{P}\)-almost surely. Using Lemma 2.34 Lemma 5.13 and equation (6.35), we find for all \(\lambda > 0\) and \(\mathbb{P}\)-a.s.

\[
\mathcal{I}_2(\tau_m, \lambda) = 0.
\] (6.56)

Due to Lemma 2.29 (iv), Lemma 2.34 and equation (6.36), we obtain for all \(\lambda > 0\) and \(\mathbb{P}\)-a.s.

\[
\mathcal{I}_3(\tau_m, \lambda) = 0.
\] (6.57)

By equations (6.54) - (6.57) and the fact that \(\mathbb{E} \mathcal{I}_5(\tau_m, \lambda) = 0\), we get for all \(\lambda > 0\)

\[
0 = \mathbb{E} \mathcal{I}_4(\tau_m, \lambda).
\]
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Hence, we have for all $\lambda > 0$

$$\mathbb{E} \int_0^{\tau_m} \langle R(\lambda)A^\gamma z_m(t, \lambda) , A^\gamma (y(t) - y_d(t)) \rangle_H \, dt = \mathbb{E} \int_0^{\tau_m} \langle R(\lambda)z_m^*(t, \lambda) , Fv(t) \rangle_H \, dt. \quad (6.58)$$

Next, we show that the right hand side and the left hand side of equation $6.58$ converges as $\lambda \to \infty$. Let $(y_m(t))_{t \in [0,T]}$ and $(z_m(t))_{t \in [0,T]}$ be the mild solutions of system $6.5$ and system $6.16$, respectively. By definition, we have for all $t \in [0, \tau_m)$ and P-a.s. $y(t) = y_m(t)$, $\|y_m(t)\|_{D(A^\delta)} \leq m$ and $z(t) = z_m(t)$. Using Lemma $6.32$, we obtain

$$\lim_{\lambda \to \infty} \mathbb{E} \sup_{t \in [0, \tau_m)} \|z(t) - z_m(t, \lambda)\|^2_{D(A^\delta)} = 0. \quad (6.59)$$

By the Cauchy-Schwarz inequality, Lemma $5.13$ (ii) and Corollary $2.32$, there exists a constant $C^* > 0$ such that for all $\lambda > 0$

$$\begin{align*}
\mathbb{E} \int_0^{\tau_m} \langle A^\gamma z(t), A^\gamma (y(t) - y_d(t)) \rangle_H \, dt & \leq 2 \mathbb{E} \int_0^{\tau_m} \langle (I - R(\lambda))A^\gamma z(t), A^\gamma (y(t) - y_d(t)) \rangle_H \, dt \\
& + 2 \mathbb{E} \int_0^{\tau_m} \langle R(\lambda)A^\gamma (z(t) - z_m(t, \lambda)), A^\gamma (y(t) - y_d(t)) \rangle_H \, dt \\
& \leq C^* \left( \mathbb{E} \int_0^{\tau_m} \|I - R(\lambda)\|^2_{A^\delta} \, dt + \mathbb{E} \sup_{t \in [0, \tau_m)} \|z(t) - z_m(t, \lambda)\|^2_{D(A^\delta)} \right).
\end{align*}$$

Using Lemma $5.13$ (iii), equation $6.59$ and Proposition $B.7$, we can conclude

$$\lim_{\lambda \to \infty} \mathbb{E} \int_0^{\tau_m} \langle R(\lambda)A^\gamma z_m(t, \lambda) , A^\gamma (y(t) - y_d(t)) \rangle_H \, dt = \mathbb{E} \int_0^{\tau_m} \langle A^\gamma z(t) , A^\gamma (y(t) - y_d(t)) \rangle_H \, dt.$$

Recall that the operator $F: D(A^\delta) \to D(A^\beta)$ is bounded. Similarly as above, there exist constants $C^* > 0$ such that for all $\lambda > 0$

$$\begin{align*}
\mathbb{E} \int_0^{\tau_m} \langle z_m^*(t) , Fv(t) \rangle_H \, dt & \leq 2 \mathbb{E} \int_0^{\tau_m} \langle (I - R(\lambda))z_m^*(t) , Fv(t) \rangle_H \, dt + \mathbb{E} \int_0^{\tau_m} \langle R(\lambda)(z_m^*(t) - z_m^*(t, \lambda)) , Fv(t) \rangle_H \, dt \\
& \leq C^* \left( \mathbb{E} \int_0^{T} \|I - R(\lambda)\|^2_{A^\delta} \, dt + \mathbb{E} \sup_{t \in [0, T]} \|z_m^*(t) - z_m^*(t, \lambda)\|^2_{D(A^\beta)} \right).
\end{align*}$$

By Lemma $5.13$ (iii), Lemma $6.36$ and Proposition $B.7$, we can infer

$$\lim_{\lambda \to \infty} \mathbb{E} \int_0^{\tau_m} \langle R(\lambda)z_m^*(t, \lambda) , Fv(t) \rangle_H \, dt = \mathbb{E} \int_0^{\tau_m} \langle z_m^*(t) , Fv(t) \rangle_H \, dt.$$
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We conclude that the right hand side and the left hand side of equation (6.58) converges as \( \lambda \to \infty \) and equation (6.50) holds.

Based on the necessary optimality condition formulated as the variational inequality (6.32) and the duality principle derived in the previous theorem, we are able to deduce a formula the optimal control has to satisfy.

**Theorem 6.38.** Let \((z^*_m(t; u), \Phi_m(t; u))_{t \in [0,T]}\) be the mild solution of system (6.34) corresponding to the control \( u \in L^2_T(\Omega; L^2([0,T]; D(A^3))) \). Then for fixed \( m \in \mathbb{N} \), the optimal control \( \overline{u}_m \in U \) satisfies for almost all \( t \in [0,T] \) and \( \mathbb{P} \)-a.s.

\[
\overline{u}_m(t) = -P_U \left( F^* A^{-2\beta} z^*_m(t; \overline{u}_m) \right),
\]

where \( P_U : L^2_T(\Omega; L^2([0,T]; D(A^3))) \to U \) is the projection onto \( U \) and \( F^* \in \mathcal{L}(D(A^3)) \) is the adjoint operator of \( F \in \mathcal{L}(D(A^3)) \).

**Proof.** Using inequality (6.32) and Theorem 6.37 the optimal control \( \overline{u}_m \in U \) satisfies for every \( u \in U \)

\[
\mathbb{E} \int_0^T \langle z^*_m(t; \overline{u}_m), F(u(t) - \overline{u}_m(t)) \rangle_H \, dt + \mathbb{E} \int_0^T \langle A^\beta \overline{u}_m(t), A^\beta (u(t) - \overline{u}_m(t)) \rangle_H \, dt \geq 0.
\]

By Lemma 6.29, we have \( \mathbb{1}_{[0,T]} (t) z^*_m(t; \overline{u}_m) = z^*_m(t; \overline{u}_m) \) for all \( t \in [0,T] \) and \( \mathbb{P} \)-almost surely. Due to Lemma 2.29(iv), Lemma 2.34 we obtain for every \( u \in U \)

\[
\mathbb{E} \int_0^T \langle z^*_m(t; \overline{u}_m), F(u(t) - \overline{u}_m(t)) \rangle_H \, dt = \mathbb{E} \int_0^T \langle \mathbb{1}_{[0,T]} (t) z^*_m(t; \overline{u}_m), F(u(t) - \overline{u}_m(t)) \rangle_H \, dt
\]

\[
= \mathbb{E} \int_0^T \langle A^\beta A^{-2\beta} z^*_m(t; \overline{u}_m), A^\beta (u(t) - \overline{u}_m(t)) \rangle_H \, dt
\]

\[
= \mathbb{E} \int_0^T \langle A^\beta F^* A^{-2\beta} z^*_m(t; \overline{u}_m), A^\beta (u(t) - \overline{u}_m(t)) \rangle_H \, dt.
\]

Hence, we find for every \( u \in U \)

\[
\mathbb{E} \int_0^T \langle -F^* A^{-2\beta} z^*_m(t; \overline{u}_m), u(t) - \overline{u}_m(t) \rangle_{D(A^\beta)} \, dt \leq 0.
\]

By Proposition D.21 we obtain equation (6.60). We note that the mild solution of system (6.34) is a pair of predictable processes \((z^*_m(t; u), \Phi_m(t; u))_{t \in [0,T]}\) such that especially \( \mathbb{E} \sup_{t \in [0,T]} \| z^*_m(t; u) \|_{D(A^\beta)} < \infty \) for every \( u \in L^2_T(\Omega; L^2([0,T]; D(A^3))) \). Hence, we get \( F^* A^{-2\beta} z^*_m(\cdot; \overline{u}_m) \in L^2_T(\Omega; L^2([0,T]; D(A^3))) \), which justifies the application of the projection operator \( P_U \). □

**Remark 6.39.** Let us denote by \( (\overline{y}(t))_{t \in [0,T]} \) and \( (\overline{z}_m(t), \overline{\Phi}_m(t))_{t \in [0,T]} \) the local mild solutions of system (6.3) and the mild solution of system (6.34), respectively, corresponding to the optimal control \( \overline{u}_m \in U \). As a consequence of the previous theorem, the optimal velocity field \( (\overline{v}(t))_{t \in [0,T]} \) can be computed by solving the following system of coupled forward-backward SPDEs:

\[
\begin{align*}
\frac{d \overline{y}}{dt} &= -[A \overline{y} + B(\overline{y}) + F P_U \left( F^* A^{-2\beta} \overline{z}_m(t) \right)] + G(\overline{y}) \, dW(t), \\
\frac{d \overline{z}_m}{dt} &= -\mathbb{1}_{[0,\tau_m]}(t)[ -A \overline{z}_m(t) - A^{2\alpha} B^\beta_3 (\overline{y}(t), A^\beta \overline{z}_m(t)) ] + G^*(A^{-2\alpha} \overline{\Phi}_m(t)) + A^{2\gamma} (G^*(\overline{y}(t) - y_d(t))) \, dt \\
&\quad + \overline{\Phi}_m(t) \, dW(t), \\
\overline{y}(0) &= \xi, \quad \overline{z}_m(0) = 0.
\end{align*}
\]
Corollary 6.40. Let the control \( \pi_m \in U \) be given by equation (6.60). Then we have for fixed \( m \in \mathbb{N} \)
\[
\mathbb{E} \int_{\tau_m}^{T} \| \pi_m(t) \|^2_{D(A^\delta)} \, dt = 0.
\]

Proof. Let \((z_m(t; \pi_m), \Phi_m(t; \pi_m))_{t \in [0,T]}\) be the mild solution of system (6.34) corresponding to the optimal control \( \pi_m \in U \). By Lemma 6.29 we have \( \mathbb{E} \sup_{t \in [\tau_m, T]} \| z_m(t; \pi_m) \|^2_{D(A^\delta)} = 0 \). Moreover, note that the operators in equation (6.60) are linear and bounded. Using Corollary 2.32 there exists a constant \( C^* > 0 \) such that
\[
\mathbb{E} \int_{\tau_m}^{T} \| \pi_m(t) \|^2_{D(A^\delta)} \, dt = \mathbb{E} \int_{\tau_m}^{T} \| P_U(F^*A^{-2\beta}z_m(t; \pi_m)) \|^2_{D(A^\delta)} \, dt \leq C^* \mathbb{E} \sup_{t \in [\tau_m, T]} \| z_m(t; \pi_m) \|^2_{D(A^\delta)} = 0.
\]

Finally, we show that the optimal control \( \pi_m \in U \) given by equation (6.60) satisfies a sufficient optimality condition.

Theorem 6.41. Let \( \pi_m \in U \) be given by equation (6.60). Then \( \pi_m \in U \) is an optimal control of the control problem (6.14).

Proof. Note that the set \( U \) is a convex subset of the Hilbert space \( L^2_{\mathcal{P}}{\Omega}; L^2([(0,T]; D(A^3))} \). By Corollary 6.26 the cost functional \( J_m \) given by equation (6.13) is twice continuous Fréchet differentiable. Recall that \( \pi_m \in U \) satisfies the necessary optimality condition (6.31), which are also valid for the Fréchet derivative due to Theorem 6.22 and Corollary 6.25. Moreover, we have for every \( v \in L^2_{\mathcal{P}}{\Omega}; L^2([(0,T]; D(A^\delta))} \)
\[
d^2(J_m(\pi_m))^2[v,v] = \mathbb{E} \int_{0}^{T} \| A^\alpha z(t; \pi_m, v) \|^2_{H} \, dt + \mathbb{E} \int_{0}^{T} \| A^\beta v(t) \|^2_H \, dt \geq \mathbb{E} \int_{0}^{T} \| v(t) \|^2_{D(A^\delta)} \, dt.
\]
Hence, the assumptions of Proposition 6.22 are fulfilled and the optimal control \( \pi_m \in U \) given by equation (6.60) is a local minimum of the cost functional \( J_m \). Due to Theorem 6.15 we can conclude that this minimum is also global. 

6.7. The Case of Additive Noise

As described in Remark 6.28 the control problem (6.14) for \( \gamma = \frac{1}{2} \) can not be solved through a stochastic maximum principle directly. Here, we give a possible simplification, which enables us to overcome this problem.

We introduce the stochastic Navier-Stokes equations with additive noise in \( D(A^\alpha) \):
\[
\begin{cases}
\frac{dy(t)}{dt} = -[Ay(t) + B(y(t)) - Fu(t)] \, dt + G \, dW(t), \\
y(0) = \xi,
\end{cases}
\]
where \( u \in L^2_{\mathcal{P}}{\Omega}; L^2([0,T]; D(A^3)) \), \( \xi \in L^2{\Omega}; D(A^\alpha) \) is \( \mathcal{F}_0 \) measurable and the process \( (W(t))_{t \geq 0} \) is a Q-Wiener process with values in \( H \) and covariance operator \( Q \in L^2{\mathbb{H}}(H) \). The operators \( A, B, F \) are introduced in Section 6.1 and Section 6.2 respectively. Moreover, we assume that \( G \in L(D(HS)(Q^{1/2}; H); D(A^\alpha)) \). Note that system (6.61) is a special case of system (6.3). Hence, the existence and uniqueness of a local mild solution to system (6.61) is an immediate consequence of Theorem 6.7. We denote by \( (y(t; u))_{t \in [0,T]} \) the local mild solution of system (6.61) to illustrate the dependence on the control \( u \in L^2_{\mathcal{P}}{\Omega}; L^2([0,T]; D(A^3)) \).
Remark 6.42. Similarly to Section 6.2 one first considers the following system in $D(A^\alpha)$:
\[
\begin{cases}
dy_m(t) = -[Ay_m(t) + B(\pi_m(y_m(t))) - Fu(t)] dt + GdW(t), \\
y_m(0) = \xi,
\end{cases}
\] (6.62)
where $m \in \mathbb{N}$ and $\pi_m: D(A^\alpha) \to D(A^\alpha)$ is given by equation (6.6). If the parameters $\alpha \in (0,1)$ and $\delta \in [0,1)$ and $\beta \in [0,\alpha]$ satisfy the assumptions of Theorem 6.6, then there exists a unique mild solution of system (6.62) for fixed $m \in \mathbb{N}$, fixed $u \in L^2_2(\Omega; L^2([0,T]; D(A^\beta)))$ and any $\xi \in L^2(\Omega; D(A^\alpha))$ in the sense of Definition 3.81. Similarly to the proof of Theorem 6.7, the sequence of stopping times $(\tau_m)_{m \in \mathbb{N}}$ is defined by
\[
\tau_m = \inf \{ t \in (0,T) : \|y_m(t)\|_{D(A^\alpha)} > m \} \land T
\] (6.63)
$\mathbb{P}$-a.s. and the stopping time $\tau$ is given by $\tau = \lim_{m \to \infty} \tau_m$.

Following Section 6.3 we consider again the cost functional $J_m: L^2_2(\Omega; L^2([0,T]; D(A^\beta))) \to \mathbb{R}$ given by
\[
J_m(u) = \frac{1}{2} \mathbb{E} \int_0^{\tau_m} \|A^\gamma(y(t,u) - y_d(t))\|^2_H dt + \frac{1}{2} \mathbb{E} \int_0^T \|u(t)\|^2_{D(A^\beta)} dt,
\] (6.64)
where $m \in \mathbb{N}$ is fixed and $\gamma \in [0,\alpha]$. Moreover, the process $(y(t,u))_{t \in [0,\tau]}$ is the local mild solution of system (6.61) corresponding to the control $u \in L^2_2(\Omega; L^2([0,T]; D(A^\beta)))$ and $y_d \in L^2([0,T]; D(A^\gamma))$ is a given desired velocity field. The task is to find a control $\pi_m \in U$ such that
\[
J_m(\pi_m) = \inf_{u \in U} J_m(u),
\]
where the set of admissible controls $U$ is a closed, bounded and convex subset of the Hilbert space $L^2_2(\Omega; L^2([0,T]; D(A^\beta)))$ such that $0 \in U$. The control $\pi_m \in U$ is called an optimal control. The existence and uniqueness of the optimal control follows from Theorem 6.15.

Next, we state the necessary optimality condition. Similarly to Section 6.3, we first introduce the following linearized system in $D(A^\alpha)$:
\[
\begin{cases}
dz(t) = -[Az(t) + B(z(t), y(t)) + B(y(t), z(t)) - Fv(t)] dt, \\
z(0) = 0,
\end{cases}
\] (6.65)
where $v \in L^2_2(\Omega; L^2([0,T]; D(A^\beta)))$, the process $(y(t))_{t \in [0,\tau]}$ is the local mild solution of system (6.61). The operators $A, B, F$ are introduced in Section 6.1 and Section 6.2, respectively. Note that system (6.65) is a special case of system (6.15). Hence, the existence and uniqueness of a local mild solution to system (6.65) follows immediately. We denote by $(z(t;u,v))_{t \in [0,\tau]}$ the local mild solution of system (6.61) to illustrate the dependence on the control $u, v \in L^2_2(\Omega; L^2([0,T]; D(A^\beta)))$. Furthermore, for fixed $m \in \mathbb{N}$, the Gâteaux derivative of $y(t;u)$ at $u \in L^2_2(\Omega; L^2([0,T]; D(A^\beta)))$ in direction $v \in L^2_2(\Omega; L^2([0,T]; D(A^\beta)))$ satisfies for all $t \in [0,\tau_m)$ and $\mathbb{P}$-a.s.
\[
d^2 J_m(u)[v] = z(t;u,v),
\]
which can be obtained similarly to Theorem 6.21. Therefore, the Gâteaux derivative of the cost functional $J_m: L^2_2(\Omega; L^2([0,T]; D(A^\beta))) \to \mathbb{R}$ given by (6.64) at $u \in L^2_2(\Omega; L^2([0,T]; D(A^\beta)))$ in direction $v \in L^2_2(\Omega; L^2([0,T]; D(A^\beta)))$ satisfies
\[
d^2 J_m(u)[v] = \mathbb{E} \int_0^{\tau_m} \langle A^\gamma(y(t,u) - y_d(t)), A^\gamma z(t,u,v) \rangle_H dt + \mathbb{E} \int_0^T \langle A^\beta u(t), A^\beta v(t) \rangle_H dt.
\]
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This result follows immediately from Theorem 6.22. The Gateaux derivative of order two as well as the Fréchet derivatives can be obtained from Corollaries 6.24–6.26. According to inequality (6.31), the optimal control \( u_m \in U \) satisfies the following necessary optimality condition for fixed \( m \in \mathbb{N} \) and every \( u \in U \):

\[
d^2 J_m(\pi_m)[u - \pi_m] \geq 0.
\]

To utilize this necessary optimality condition, we first introduce the adjoint equation in \( D(A^\beta) \):

\[
\begin{cases}
    dz_m^*(t) = -1_{[0,\tau_m]}(t)[ -A z_m^*(t) - A^{2\alpha} B^*_\delta (y(t), A^\beta z_m^*(t)) + A^{2\gamma} (y(t) - y_d(t))] dt, \\
    z_m^*(T) = 0,
\end{cases}
\]

where \( m \in \mathbb{N} \) and the process \((y(t))_{t \in [0, \tau]})\) is the local mild solution of system (6.61). The sequence of stopping times \((\tau_m)_{m \in \mathbb{N}}\) is defined by equation (6.63) and \( y_d \in L^2([0, T]; D(A^\beta)) \) is the given desired velocity field. The operator \( A \) and its fractional powers are introduced in Section 6.1. Moreover, the operator \( B^*_\delta (y(t), \cdot) : H \to D(A^\alpha) \) for \( t \in [0, \tau_m] \) is linear and bounded. A precise meaning is given by Remark 6.27 (i). The existence and uniqueness of a mild solution to system (6.66) can be obtained using the Banach fixed point theorem without additional restrictions on the parameters \( \alpha \in (0,1) \) and \( \delta \in [0,1) \) and \( \beta, \gamma \in [0, \alpha] \) if we require that \( y_d \in L^\infty([0, T]; D(A^\beta)) \). Let us denote by \((z_m^*(t; u))_{t \in [0, T]} \) the mild solution of system (6.66) to illustrate the dependence on the control \( u \in L^2(F; L^2([0, T]; D(A^\beta))) \). Note that the process \((z_m^*(t; u))_{t \in [0, T]} \) is not \( \mathcal{F}_t \)-adapted. Furthermore, we can easily derive a duality principle similarly to Theorem 6.37. As a consequence, for fixed \( m \in \mathbb{N} \), the optimal control \( \pi_m \in U \) satisfies for almost all \( t \in [0, T] \) and \( \mathbb{P} \)-a.s.

\[
\pi_m(t) = -P_U \left( F^* A^{-2\beta} \mathbb{E} [z_m^*(t; \pi_m)] | \mathcal{F}_t \right),
\]

where \( P_U : L^2(F; L^2([0, T]; D(A^\beta))) \to U \) is the projection onto \( U \) and \( F^* \in \mathcal{L}(D(A^\beta)) \) is the adjoint operator of \( F \in \mathcal{L}(D(A^\beta)) \). This result follows immediately from Theorem 6.38. As described in Section 6.6, the optimal control \( \pi_m \in U \) given by equation (6.67) satisfies also a sufficient optimality condition.

**Remark 6.43.** Note that we can easily generalize these results if system (6.3) is driven by a square integrable Lévy martingale as introduced in Section 7.3.
Appendix

A. Some Gronwall-type Inequalities

In this section, we state the Gronwall inequality and their modifications. Let $T > 0$. We start with the classical version.

**Proposition A.1** (Corollary 6.60, [69]). Let $a: [0, T] \to [0, \infty)$ be an increasing function and let the functions $x, b: [0, T] \to \mathbb{R}$ be integrable such that $b(t) \geq 0$ for almost all $t \in [0, T]$ and

$$
\int_0^T b(t)|x(t)| \, dt < \infty.
$$

If

$$
x(t) \leq a(t) + \int_0^t b(s)x(s) \, ds
$$

for $t \in [0, T]$, then

$$
x(t) \leq a(t) \exp \left\{ \int_0^t b(s) \, ds \right\}
$$

for $t \in [0, T]$.

As a consequence of the previous Proposition, we get the following Gronwall inequality of backward type. A proof for Stieltjes integrals can be found in [69] Corollary 6.61.

**Corollary A.2.** Let $a: [0, T] \to [0, \infty)$ be a decreasing function and let the functions $x, b: [0, T] \to \mathbb{R}$ be integrable such that $b(t) \geq 0$ for almost all $t \in [0, T]$ and

$$
\int_0^T b(t)|x(t)| \, dt < \infty.
$$

If

$$
x(t) \leq a(t) + \int_t^T b(s)x(s) \, ds
$$

for $t \in [0, T]$, then

$$
x(t) \leq a(t) \exp \left\{ \int_t^T b(s) \, ds \right\}
$$

for $t \in [0, T]$. 

159
Appendix

Proof. By a change of variables, we get for \( t \in [0, T] \)

\[
x(T - t) \leq a(T - t) + \int_0^t b(T - s) x(T - s) \, ds.
\]

We set \( \tilde{x}(t) = x(T - t), \tilde{a}(t) = a(T - t) \) and \( \tilde{b}(t) = b(T - t) \) for \( t \in [0, T] \). Applying Proposition A.1, we obtain for \( t \in [0, T] \)

\[
\tilde{x}(t) \leq \tilde{a}(t) \exp \left\{ \int_0^t \tilde{b}(s) \, ds \right\}.
\]

Thus, we have for \( t \in [0, T] \)

\[
x(T - t) \leq a(T - t) \exp \left\{ \int_0^t b(T - s) \, ds \right\} = a(T - t) \exp \left\{ \int_{T - t}^T b(s) \, ds \right\}.
\]

Therefore, the claim follows. \( \square \)

The following inequality is applicable for nonmonotonic functions.

Proposition A.3 (Theorem 1, [90]). Let \( a, x: [0, T] \to [0, \infty) \) be integrable functions such that \( a(t), x(t) \geq 0 \) for \( t \in [0, T] \) and let the function \( b: [0, T] \to [0, \infty) \) be nondecreasing and continuous such that \( 0 \leq b(t) \leq M \) for all \( t \in [0, T] \). Suppose that \( \beta > 0 \). If

\[
x(t) \leq a(t) + b(t) \int_0^t (t - s)^{\beta-1} x(s) \, ds
\]

for \( t \in [0, T] \), then

\[
x(t) \leq a(t) + \int_0^t \left[ \sum_{n=1}^{\infty} \frac{(b(t) \Gamma(\beta))^n}{\Gamma(n\beta)} (t - s)^{n\beta-1} a(s) \right] \, ds
\]

for \( t \in [0, T] \), where \( \Gamma(\cdot) \) is the gamma function.

The previous result has some useful consequences.

Corollary A.4. Let \( a, x: [0, T] \to [0, \infty) \) be integrable functions such that \( a(t), x(t) \geq 0 \) for \( t \in [0, T] \) and let \( b \geq 0 \). If

\[
x(t) \leq a(t) + b \int_0^t x(s) \, ds
\]

for \( t \in [0, T] \), then

\[
x(t) \leq a(t) + b \int_0^t e^{b(t-s)} a(s) \, ds
\]

for \( t \in [0, T] \).
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Proof. Using Proposition A.3 with \( b(t) = b \) for all \( t \in [0, T] \) and \( \beta = 1 \), we get for \( t \in [0, T] \)

\[
x(t) \leq a(t) + \int_0^t \left( \sum_{n=1}^{\infty} \frac{(b \Gamma(1))^n}{\Gamma(n)}(t - s)^{n-1}a(s) \right) ds.
\]

Since \( \Gamma(n) = (n-1)! \) for each \( n \in \mathbb{N} \), the claim follows. \( \square \)

Corollary A.5. Let \( a, x : [0, T] \to [0, \infty) \) be integrable functions such that \( a(t), x(t) \geq 0 \) for \( t \in [0, T] \) and let \( b \geq 0 \). If

\[
x(t) \leq a(t) + b \int_t^T x(s) ds
\]

for \( t \in [0, T] \), then

\[
x(t) \leq a(t) + b \int_t^T e^{b(s-t)}a(s) ds
\]

for \( t \in [0, T] \).

Proof. The claim can be obtained similarly to Corollary A.2. \( \square \)

B. The Bochner Integral

Here, we introduce the Bochner integral and we will state some basic properties. For more details, we refer to [27, 58]. Throughout this section, let \( X \) be a Banach space and let \( (\Omega, \Sigma, \mu) \) be a measure space with finite measure \( \mu \).

Let \( f : \Omega \to X \) be a simple function, i.e.

\[
f = \sum_{k=1}^n x_k \mathbb{1}_{A_k},
\]

where \( (A_k)_{k=1,\ldots,n} \subset \Sigma \) is a partition of \( \Omega \) and \( (x_k)_{k=1,\ldots,n} \subset X \). Then the Bochner integral is defined by

\[
\int_{\Omega} f d\mu = \sum_{k=1}^n x_k \mu(A_k)
\]

and for every \( A \in \Sigma \), we set

\[
\int_A f d\mu = \int_{\Omega} \mathbb{1}_A f d\mu.
\]

Next, we extend the definition of the Bochner integral.

Definition B.1. a) A function \( f : \Omega \to X \) is called (strongly) measurable if there exists a sequence of simple functions \( (f_n)_{n \in \mathbb{N}} \) such that \( \mu \text{-a.e. } \lim_{n \to \infty} \| f - f_n \|_X = 0 \).

b) We call \( f : \Omega \to X \) weakly measurable if for every \( x' \in X' \), the real-valued function \( \omega \mapsto \langle x', f(\omega) \rangle \) is measurable.

On separable Banach spaces, we have the following equivalences, which are consequences of Pettis measurability theorem.
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Proposition B.2 (Corollary 3.10.5, [27]). Let $X$ be a separable Banach space and let $f: \Omega \to X$. Then the following conditions are equivalent:

(i) $f$ is measurable;

(ii) $f$ is weakly measurable;

(iii) for every open (or closed) set $A$ in $X$, we have $f^{-1}(A) \in \Sigma$.

Remark B.3. Whenever we are dealing with separable Banach spaces, we use property (iii) of the previous Proposition to characterize that a function is measurable.

Definition B.4. A measurable function $f: \Omega \to X$ is called **Bochner integrable** if there exists a sequence $(f_n)_{n \in \mathbb{N}}$ such that

$$\lim_{n \to \infty} \int_{\Omega} \|f - f_n\|_X \, d\mu = 0.$$ 

We call the sequence $(f_n)_{n \in \mathbb{N}}$ an **approximating sequence**.

For every Bochner integrable function $f: \Omega \to X$ with approximating sequence $(f_n)_{n \in \mathbb{N}}$, we define for every $A \in \Sigma$

$$\int_A f \, d\mu = \lim_{n \to \infty} \int_A f_n \, d\mu.$$ 

The definition is independent of the approximating sequence. Furthermore, a characterization of Bochner integrable functions is given as follows.

Theorem B.5 (Theorem 3.10.9, [27]). A measurable function $f: \Omega \to X$ is Bochner integrable if and only if $\int_{\Omega} \|f\|_X \, d\mu < \infty$.

Corollary B.6 (Corollary 3.10.10 and Corollary 3.10.11, [27]). If $f: \Omega \to X$ is Bochner integrable, then

$$\left\| \int_{\Omega} f \, d\mu \right\|_X \leq \int_{\Omega} \|f\|_X \, d\mu$$

and the Bochner integral of $f$ is absolutely continuous with respect to the measure $\mu$, i.e.

$$\lim_{\mu(A) \to 0} \int_A f \, d\mu = 0.$$ 

We denote by $L^1(\Omega, \Sigma, \mu)$ the space of integrable real-valued functions with respect to the measure space $(\Omega, \Sigma, \mu)$. Then we get the following dominated convergence theorem for Bochner integrals.

Proposition B.7 (Theorem 3.10.12, [27]). Let $f_n: \Omega \to X$, $n \in \mathbb{N}$, be Bochner integrable functions and $f: \Omega \to X$ such that $\lim_{n \to \infty} \mu\{\|f_n - f\|_X > \varepsilon\} = 0$ for all $\varepsilon > 0$ and there exists $g \in L^1(\Omega, \Sigma, \mu)$ such that $\mu$-a.e. $\|f_n\|_X \leq g$ for each $n \in \mathbb{N}$. Then $f: \Omega \to X$ is Bochner integrable and

$$\lim_{n \to \infty} \int_{\Omega} f_n \, d\mu = \int_{\Omega} f \, d\mu.$$ 

In this context, we also recall the monotone convergence theorem for nonnegative real valued functions.

Proposition B.8 (Theorem 2.2.6, [27]). Let $f_n: \Omega \to [0, +\infty]$, $n \in \mathbb{N}$, be an increasing sequence of measurable functions converging to a function $f: \Omega \to [0, +\infty]$. Then $f$ is measurable and

$$\lim_{n \to \infty} \int_{\Omega} f_n \, d\mu = \int_{\Omega} f \, d\mu.$$
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The following property is useful, when dealing with closed linear operators $A: D(A) \subset X \to Y$, where $Y$ is another Banach space.

**Proposition B.9** (Theorem 3.10.16, [27]). If $f: \Omega \to X$ and $Af: \Omega \to Y$ are Bochner integrable, then

$$A \int_{\Omega} f \, d\mu = \int_{\Omega} Af \, d\mu.$$

Finally, we introduce $L^p$-spaces for Banach space valued functions. For $p \in [1, \infty)$, we set

$$L^p(\Omega; X) = \{ f: \Omega \to X: f \text{ is Bochner integrable such that } \int_{\Omega} \|f\|_X^p \, d\mu < \infty \}$$

and

$$L^\infty(\Omega; X) = \{ f: \Omega \to X: f \text{ is measurable and there exists } M > 0 \text{ such that } \mu\text{-a.e. } \|f\|_X \leq M \}.$$

Moreover, let $\mathcal{N} = \{ f: \Omega \to X: \mu\text{-a.e. } f = 0 \}$. We define the $L^p$-space as quotient spaces as follows:

$$L^p(\Omega; X) = L^p(\Omega; X)/\mathcal{N} \text{ for } p \in [1, \infty), \quad L^\infty(\Omega; X) = L^\infty(\Omega; X)/\mathcal{N}.$$

If we equip the space $L^p(\Omega; X)$ for $p \in [1, \infty)$ with the norm

$$\|f\|_{L^p(\Omega; X)} = \left( \int_{\Omega} \|f\|_X^p \, d\mu \right)^{1/p},$$

then $L^p(\Omega; X)$ becomes a Banach space. Similarly, if we equip the space $L^\infty(\Omega; X)$ with the norm

$$\|f\|_{L^\infty(\Omega; X)} = \inf \{ M > 0: \mu(\{ \|f\|_X > M \}) = 0 \},$$

then $L^\infty(\Omega; X)$ becomes a Banach space. Furthermore, simple functions are dense in $L^p(\Omega; X)$ for $p \in [1, \infty)$.

### C. Nuclear and Hilbert-Schmidt Operators

In this section, we state some basic facts of linear and bounded operators on Hilbert spaces. We will mainly focus on nuclear operators and Hilbert-Schmidt operators. Here, we closely follow [23, 45, 71, 73]. Let $U$ and $H$ be two separable Hilbert spaces.

The space of all linear and bounded (or continuous) operators is denoted by $L(U; H)$. Then $L(U; H)$ equipped with the operator norm

$$\|T\|_{L(U; H)} = \sup_{x \in U, x \neq 0} \frac{\|Tx\|_H}{\|x\|_U}$$

for every $T \in L(U; H)$ becomes a Banach space. For the sake of simplicity, we set $L(U) = L(U; U)$.

**Remark C.1.** Note that we can define linear and bounded operators even if $U$ and $H$ are Banach spaces.

The adjoint operator of $T \in L(U; H)$ is denoted by $T^* \in L(H; U)$. It is uniquely determined by the following equation for every $x \in U$ and every $y \in H$:

$$(Tx, y)_H = (x, T^* y)_U.$$

We call an operator $T \in L(U)$ self-adjoint if $T = T^*$. The operator $T \in L(U)$ is nonnegative (semidefinite) if $(Tx, x)_U \geq 0$ for every $x \in U$.  
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Definition C.2. An operator \( T \in \mathcal{L}(\mathcal{U}; \mathcal{H}) \) is called **nuclear** or **trace class** if it has the representation

\[
Tx = \sum_{n=1}^{\infty} a_n \langle b_n, x \rangle \mathcal{U}
\]

for every \( x \in \mathcal{U} \), where the sequences \( (a_n)_{n \in \mathbb{N}} \subset \mathcal{H} \) and \( (b_n)_{n \in \mathbb{N}} \subset \mathcal{U} \) satisfy \( \sum_{n=1}^{\infty} \|a_n\|_\mathcal{H} \|b_n\|_\mathcal{U} < \infty \).

The space of all nuclear operators is denoted by \( \mathcal{L}_1(\mathcal{U}; \mathcal{H}) \). Similarly as above, we set \( \mathcal{L}_1(\mathcal{U}) = \mathcal{L}_1(\mathcal{U}; \mathcal{U}) \).

The space \( \mathcal{L}_1(\mathcal{U}; \mathcal{H}) \) equipped with the nuclear norm

\[
\|T\|_{\mathcal{L}_1(\mathcal{U}; \mathcal{H})} = \inf \left\{ \sum_{n=1}^{\infty} \|a_n\|_\mathcal{H} \|b_n\|_\mathcal{U} : Tx = \sum_{n=1}^{\infty} a_n \langle b_n, x \rangle \mathcal{U} \right\}
\]

for every \( T \in \mathcal{L}_1(\mathcal{U}; \mathcal{H}) \) becomes a separable Banach space. We get the following basic properties.

**Proposition C.3** (Proposition A.4, [71]). Let \( \mathcal{V} \) be another separable Hilbert space.

(i) If \( S \in \mathcal{L}_1(\mathcal{U}; \mathcal{H}) \) and \( T \in \mathcal{L}(\mathcal{H}; \mathcal{V}) \), then \( TS \in \mathcal{L}_1(\mathcal{U}; \mathcal{V}) \) and

\[
\|TS\|_{\mathcal{L}_1(\mathcal{U}; \mathcal{V})} \leq \|S\|_{\mathcal{L}_1(\mathcal{U}; \mathcal{H})} \|T\|_{\mathcal{L}(\mathcal{H}; \mathcal{V})}.
\]

(ii) If \( S \in \mathcal{L}(\mathcal{U}; \mathcal{H}) \) and \( T \in \mathcal{L}_1(\mathcal{H}; \mathcal{V}) \), then \( TS \in \mathcal{L}_1(\mathcal{U}; \mathcal{V}) \) and

\[
\|TS\|_{\mathcal{L}_1(\mathcal{U}; \mathcal{V})} \leq \|S\|_{\mathcal{L}(\mathcal{U}; \mathcal{H})} \|T\|_{\mathcal{L}_1(\mathcal{H}; \mathcal{V})}.
\]

For \( T \in \mathcal{L}_1(\mathcal{U}) \), we can introduce the trace of \( T \) by

\[
\text{Tr}(T) = \sum_{n=1}^{\infty} (Tu_n, u_n)_{\mathcal{U}},
\]

where \( (u_n)_{n \in \mathbb{N}} \) is an orthonormal basis of \( \mathcal{U} \).

**Proposition C.4** (Remark B.0.4, [73]). If \( T \in \mathcal{L}_1(\mathcal{U}) \), then \( \text{Tr}(T) \) is well defined and independent on the choice of the orthonormal basis. Moreover, we have

\[
|\text{Tr}(T)| \leq \|T\|_{\mathcal{L}_1(\mathcal{U})}.
\]

We denote by \( \mathcal{L}^+_1(\mathcal{U}) \) the subspace of \( \mathcal{L}_1(\mathcal{U}) \) containing all self-adjoint nonnegative nuclear operators. We have the following result, which is especially valid for all \( T \in \mathcal{L}^+_1(\mathcal{U}) \).

**Proposition C.5** (Proposition 2.1.5, [73]). If \( T \in \mathcal{L}(\mathcal{U}) \) is a self-adjoint nonnegative operator such that \( \text{Tr}(T) < \infty \), then there exist an orthonormal basis \( (u_n)_{n \in \mathbb{N}} \) of \( \mathcal{U} \) and a sequence \( (\lambda_n)_{n \in \mathbb{N}} \) of nonnegative real numbers such that for each \( n \in \mathbb{N} \)

\[
Tu_n = \lambda_n u_n
\]

and 0 is the only accumulation point of \( (\lambda_n)_{n \in \mathbb{N}} \).

**Definition C.6.** An operator \( T \in \mathcal{L}(\mathcal{U}; \mathcal{H}) \) is called **Hilbert-Schmidt** if

\[
\sum_{n=1}^{\infty} \|Tu_n\|^2_H < \infty,
\]

where \( (u_n)_{n \in \mathbb{N}} \) is an orthonormal basis of \( \mathcal{U} \).
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The space of all Hilbert-Schmidt operators is denoted by $L_{HS}(U; \mathcal{H})$ and we set $L_{HS}(U) = L_{HS}(U; U)$. Let $(u_n)_{n \in \mathbb{N}}$ be an orthonormal basis of $U$. The space $L_{HS}(U; \mathcal{H})$ equipped with the inner product

$$\langle S, T \rangle_{L_{HS}(U; \mathcal{H})} = \sum_{n=1}^{\infty} \langle Su_n, Tu_n \rangle_{\mathcal{H}}$$

for every $S, T \in L_{HS}(U; \mathcal{H})$ becomes a separable Hilbert space. If $(h_n)_{n \in \mathbb{N}}$ is an orthonormal basis of $\mathcal{H}$, then $(h_n \otimes u_m)_{n, m \in \mathbb{N}}$ defined by $h_n \otimes u_m = h_n u_m$ is a complete orthonormal basis of $L_{HS}(U; \mathcal{H})$.

**Proposition C.7** (Proposition A.3, [71]). The norm corresponding to the inner product on $L_{HS}(U; \mathcal{H})$ is independent on the choice of the orthonormal basis of $U$. Moreover, we have $T \in L_{HS}(U; \mathcal{H})$ if and only if $T^* \in L_{HS}(\mathcal{H}; U)$. In this case, it holds that

$$\|T\|_{L_{HS}(U; \mathcal{H})} = \|T^*\|_{L_{HS}(\mathcal{H}; U)}.$$

**Proposition C.8** (Proposition C.4, [23]). Let $V$ be another separable Hilbert space. If $S \in L_{HS}(U; \mathcal{H})$ and $T \in L_{HS}(\mathcal{H}; V)$, then $TS \in L_{1}(U; V)$ and

$$\|TS\|_{L_{1}(U; V)} \leq \|S\|_{L_{HS}(U; \mathcal{H})} \|T\|_{L_{HS}(\mathcal{H}; V)}.$$

**Proposition C.9** (Proposition 2.3.4, [73]). If $T \in L(U)$ is self-adjoint and nonnegative, then there exists a unique self-adjoint nonnegative operator $T^{1/2} \in L(U)$ such that $T^{1/2} T^{1/2} = T$. If additionally $\text{Tr}(T) < \infty$, then $T^{1/2} \in L_{HS}(U)$ with $\|T^{1/2}\|_{L_{HS}(U)} = \text{Tr}(T)$ and $ST^{1/2} \in L_{HS}(U; \mathcal{H})$ for every $S \in L(U; \mathcal{H})$.

**Remark C.10.** Let $T \in L(U)$ be a self-adjoint nonnegative operator such that $\text{Tr}(T) < \infty$. Due to Proposition C.5, there exist an orthonormal basis $(u_n)_{n \in \mathbb{N}}$ of $U$ and a sequence $(\lambda_n)_{n \in \mathbb{N}}$ of nonnegative real numbers such that $Tu_n = \lambda_n u_n$ for each $n \in \mathbb{N}$. Using Proposition C.7, there exists a unique self-adjoint nonnegative operator $T^{1/2} \in L(U)$ such that $T^{1/2} T^{1/2} = T$. We obtain $T^{1/2} u_n = \sqrt{\lambda_n} u_n$ for each $n \in \mathbb{N}$. Hence, we can conclude that the subspace $T^{1/2}(U)$ of $U$ equipped with the inner product

$$\langle x, y \rangle_{T^{1/2}(U)} = \sum_{n=1}^{\infty} \frac{1}{\lambda_n} \langle x, u_n \rangle_U \langle y, u_n \rangle_U$$

for every $x, y \in T^{1/2}(U)$ becomes a Hilbert space and $(\sqrt{\lambda_n} u_n)_{n \in \mathbb{N}}$ is an orthonormal basis of $T^{1/2}(U)$. By definition, we obtain that the inner product on $L_{HS}(T^{1/2}(U); \mathcal{H})$ is given by

$$\langle R, S \rangle_{L_{HS}(T^{1/2}(U); \mathcal{H})} = \sum_{n=1}^{\infty} \lambda_n \langle Ru_n, Su_n \rangle_{\mathcal{H}} = \langle RT^{1/2}, ST^{1/2} \rangle_{L_{HS}(U; \mathcal{H})}$$

for every $R, S \in L_{HS}(T^{1/2}(U); \mathcal{H})$. Moreover, we have $L(U; \mathcal{H}) \subset L_{HS}(T^{1/2}(U); \mathcal{H})$ as a consequence of Proposition C.9.

**D. Optimization in Infinite Dimension**

In this section, we consider convex as well as nonconvex optimization problems of functionals defined on Banach spaces. We introduce the concepts of Gâteaux and Fréchet derivatives. Moreover, we state results on the existence of unique extrema, which represents a solution of an optimization problem. Finally we state necessary and sufficient optimality conditions such a extrema has to satisfy. For more details, we refer to [11, 51, 57, 93]. Throughout this section, let $X, Y$ and $Z$ be Banach spaces.
Appendix

Differential Calculus in Banach Spaces

We start with a formal definition.

**Definition D.1.** Let \( f : M \subset X \to Y \) be an operator with \( M \neq \emptyset \) open.

(i) We call \( f \) **Gâteaux differentiable** at \( x \in M \) if the limit

\[
d^G f(x)[h] = \lim_{t \to 0} \frac{f(x + th) - f(x)}{t}
\]

exists for all \( h \in X \) and \( d^G f(x) \in \mathcal{L}(X; Y) \). We then call \( d^G f(x)[h] \) the **Gâteaux derivative** of \( f \) at \( x \in M \) in direction \( h \in X \).

(ii) We call \( f \) **Fréchet differentiable** at \( x \in M \) if the limit

\[
\lim_{\|h\|_X \to 0} \frac{\|f(x + h) - f(x) - d^F f(x)[h]\|_Y}{\|h\|_X} = 0
\]

exists and \( d^F f(x) \in \mathcal{L}(X; Y) \). We then call \( d^F f(x)[h] \) the **Fréchet derivative** of \( f \) at \( x \in M \) in direction \( h \in X \).

(iii) We call \( f \) **Gâteaux/Fréchet differentiable** on \( M \) if \( f \) is Gâteaux/Fréchet differentiable at every \( x \in M \).

**Remark D.2.** (i) Let \( f : M \subset X \to Y \) be an operator with \( M \neq \emptyset \) open. The Gâteaux derivative of order \( n \geq 2 \) denoted by \( d^G(f(x))^n \) with \( x \in M \) is defined as the Gâteaux derivative of \( d^G(f(x))^{n-1} \), whenever it exists. Similarly, we define the Fréchet derivative of order \( n \geq 2 \).

(ii) Let \( M_X \subset X \), \( M_Y \subset Y \) be nonempty and open and let \( f : M_X \times M_Y \to Z \) be an operator. For fixed \( y \in M_Y \), the partial Gâteaux derivatives of \( f \) at \( x \in M_X \) in direction \( h \in X \) is defined by

\[
d^G_x f(x,y)[h] = \lim_{t \to 0} \frac{f(x + th, y) - f(x, y)}{t},
\]

whenever the limit exists. The partial Gâteaux derivatives of \( f \) at \( y \in M_Y \) is defined analogously. Similarly, we define the partial Fréchet derivatives.

In contrast to the Gâteaux derivative, there exists a chain rule for the Fréchet derivative. This is the main result of both type of derivatives.

**Proposition D.3** (Theorem 4.1.1,\,[57]). Let \( g : M_X \subset X \to Y \) and \( f : M_Y \subset Y \to Z \) be Fréchet differentiable on the open sets \( M_X \) and \( M_Y \), respectively. Then the Fréchet derivative of the composition \( f \circ g \) at \( x \in M_X \) in direction \( h \in X \) is given by

\[
d^F f \circ g(x)[h] = d^F f(g(x)) \ [d^F g(x)[h]].
\]

Obviously, every Fréchet differentiable operator is Gâteaux differentiable. The converse is in general not true. However, we can state conditions such that the Gâteaux derivative and the Fréchet derivative coincide. Therefore, we need the following preliminary result known as the mean value theorem.

**Proposition D.4** (Theorem 4.1.2 (b),\,[57]). Let \( M \subset X \) open and let \( f : M \subset X \to Y \) be Gâteaux differentiable on the interval

\[
[x, x + h] = \{x + th : t \in [0,1]\} \subset M.
\]
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If \( z \mapsto d^G f(z) \) is continuous from \([x, x + h]\) into \( \mathcal{L}(X; Y) \), then

\[
\|f(x + h) - f(x)\|_Y \leq \sup_{t \in [0, 1]} \|d^G f(x + th)\|_{\mathcal{L}(X; Y)} \|h\|_X
\]

and for every \( T \in \mathcal{L}(X; Y) \)

\[
\|f(x + h) - f(x) - Th\|_Y \leq \sup_{t \in [0, 1]} \|d^G f(x + th) - T\|_{\mathcal{L}(X; Y)} \|h\|_X.
\]

Note that the previous proposition holds especially for \( T = d^G f(x) \). Thus, we get immediately the following result.

**Corollary D.5** (Corollary 4.1.1, [57]). Let \( M \subset X \) open and let \( f : M \subset X \to Y \) be continuous and Gâteaux differentiable on \( M \). If \( x \mapsto d^G f(x) \) is continuous from \( M \) into \( \mathcal{L}(X; Y) \), then \( f \) is Fréchet differentiable on \( M \) and for every \( x \in M \)

\[
d^F f(x) = d^G f(x).
\]

**Remark D.6.** Here, we show some classical examples of Fréchet differentiable operators:

(i) Let \( g : X \to Y \) be defined by

\[
g(x) = Tx + y,
\]

where \( T \in \mathcal{L}(X; Y) \) and \( y \in Y \) is fixed. Then we get for every \( x, h \in X \)

\[
g(x + h) - g(x) = Th.
\]

Thus, we can conclude that for every \( x \in X \)

\[
\lim_{\|h\|_X \to 0} \frac{\|g(x + h) - g(x) - Th\|_Y}{\|h\|_X} = 0.
\]

Therefore, the operator \( g \) is Fréchet differentiable on \( X \) and the Fréchet derivative of \( g \) at \( x \in X \) in direction \( h \in X \) is given by

\[
d^F g(x)[h] = Th.
\]

(ii) Let \( Y \) be a Hilbert space and let \( f : Y \to \mathbb{R} \) be given by

\[
f(y) = \|y\|^2_Y.
\]

We obtain for every \( x, h \in X \)

\[
f(y + h) - f(y) = \langle y + h, y + h\rangle_Y - \langle y, y\rangle_Y = 2\langle y, h\rangle_Y + \|h\|^2_Y.
\]

Hence, we can infer that for every \( y \in Y \)

\[
\lim_{\|h\|_Y \to 0} \frac{|f(y + h) - f(y) - 2\langle y, h\rangle_Y|}{\|h\|_Y} = 0.
\]

Therefore, the functional \( f \) is Fréchet differentiable on \( Y \) and the Fréchet derivative of \( f \) at \( y \in Y \) in direction \( h \in Y \) is given by

\[
d^F f(y)[h] = 2\langle y, h\rangle_Y.
\]

(iii) Let \( Y \) be a Hilbert space. Moreover, let \( g : X \to Y \) and \( f : Y \to \mathbb{R} \) be as in (i) and (ii), respectively. Thus, the composition \( f \circ g : X \to \mathbb{R} \) is given by

\[
f \circ g(x) = \|Tx + y\|^2_Y.
\]

Using Proposition [D.3] the functional \( f \circ g \) is Fréchet differentiable on \( X \) and the Fréchet derivative of \( f \circ g \) at \( x \in X \) in direction \( h \in X \) is given by

\[
d^F f \circ g(x)[h] = d^F f(g(x)) [d^F g(x)[h]] = 2\langle g(x), Th\rangle_Y.
\]
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Convex Optimization Problems

Let $f: M \subset X \to \mathbb{R}$ be a functional with $M \neq \emptyset$. We consider the following optimization problem:

$$f(\bar{x}) = \inf_{x \in M} f(x), \quad (D.1)$$

where $\bar{x} \in M$ is called the minimum of $f$. First, we state conditions on the optimization problem ensuring the existence and uniqueness of such a minimum $\bar{x} \in M$. Therefore, we introduce the concept of lower semi-continuous functionals.

**Definition D.7.** Let $f: M \subset X \to \mathbb{R}$ be a functional. Then:

(i) $f$ is called **lower semi-continuous** at $x \in M$ if

\[ f(x) \leq \liminf_{y \to x} f(y). \]

(ii) $f$ is called **sequentially lower semi-continuous** at $x \in M$ if for every sequence $(x_n)_{n \in \mathbb{N}} \subset M$ such that $\lim_{n \to \infty} x_n = x$, we have

\[ f(x) \leq \liminf_{n \to \infty} f(x_n); \]

(iii) $f$ is called **weak sequentially lower semi-continuous** at $x \in M$ if for every sequence $(x_n)_{n \in \mathbb{N}} \subset M$ such that $\lim_{n \to \infty} \langle x', x_n \rangle = \langle x', x \rangle$ for every element $x' \in X'$, we have

\[ f(x) \leq \liminf_{n \to \infty} f(x_n). \]

**Remark D.8.** Note that every continuous functional $f: M \subset X \to \mathbb{R}$ is lower semi-continuous. Moreover, we can conclude that $f$ is lower semi-continuous if and only if $f$ is sequentially lower semi-continuous.

Under additional assumptions, we get the following equivalence.

**Lemma D.9** (Proposition 38.7 (2), [93]). Let $f: M \subset X \to \mathbb{R}$ be convex with $M$ closed and convex. Then $f$ is (sequentially) lower semi-continuous if and only if $f$ is weak sequentially lower semi-continuous.

We have the following existence result on a solution to problem (D.1).

**Proposition D.10** (Theorem 7.3.5, [57]). Let $X$ be a reflexive Banach space and suppose that the functional $f: M \subset X \to \mathbb{R}$ is weak sequentially lower semi-continuous with $M$ bounded, closed and convex. Then there exists $\bar{x} \in M$ such that

\[ f(\bar{x}) = \inf_{x \in M} f(x). \]

If the functional is defined on an unbounded set, then we can overcome this problem as follows.

**Definition D.11.** A functional $f: M \subset X \to \mathbb{R}$ is **coercive** over $M$ if

\[ \lim_{\|x\| \to \infty} |f(x)| = \infty, \]

where $x \in M$.

**Proposition D.12** (Theorem 7.3.7, [57]). Let $X$ be a reflexive Banach space and suppose that the functional $f: M \subset X \to \mathbb{R}$ is coercive and weak sequentially lower semi-continuous with $M$ closed and convex. Then there exists $\bar{x} \in M$ such that

\[ f(\bar{x}) = \inf_{x \in M} f(x). \]
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The uniqueness of a solution to problem (D.1) can be achieved under additional requirements.

**Corollary D.13.** Let $X$ be a reflexive Banach space and suppose that the functional $f : M \subset X \to \mathbb{R}$ is coercive, strictly convex and weak sequentially lower semi-continuous with $M$ closed and convex. Then there exists a unique element $\bar{x} \in M$ such that

$$f(\bar{x}) = \inf_{x \in M} f(x).$$

**Proof.** Using Proposition D.12, we get immediately the existence of a minimum. To prove uniqueness, we assume that $x_1, x_2 \in M$ with $x_1 \neq x_2$ satisfy $f(x_1) = f(x_2) = \inf_{x \in M} f(x)$. For all $t \in (0, 1)$, we have $t\bar{x}_1 + (1-t)\bar{x}_2 \in M$ due to the fact that $M$ is convex. Since $f$ is strictly convex, we get for all $t \in (0, 1)$

$$f(\bar{x}_2) = tf(\bar{x}_1) + (1-t)f(\bar{x}_2) > f(t\bar{x}_1 + (1-t)\bar{x}_2),$$

which is a contradiction to the assumption. \qed

Note that the previous corollary remains still true if $M = X$. In this case, we get the following necessary and sufficient optimality conditions.

**Proposition D.14** (Proposition 42.10, [93]). If $f : X \to \mathbb{R}$ is convex and Gâteaux differentiable on $X$, then $x \in X$ is a minimum of $f$ if and only if

$$d^G f(x)[h] = 0$$

for every $h \in X$.

**Nonconvex Optimization Problems**

Let $f : M \subset X \to \mathbb{R}$ be a functional with $M \neq \emptyset$. We study again the optimization problem

$$f(\bar{x}) = \inf_{x \in M} f(x),$$

where $\bar{x} \in M$ is the minimum of $f$. In Corollary D.13, note that the uniqueness of a minimum is mainly based on the assumption that the functional $f$ is strictly convex. In contrast to this result, we consider here more general problems, where $f$ is not necessarily convex. However, the existence and uniqueness of a minimum can still be obtained for a certain class of optimization problems.

First, we introduce uniformly convex Banach spaces. These spaces were first introduced in [19]. It is also shown that the function spaces $L^p$ and the sequence spaces $l^p$ for $p \in (1, \infty)$ are specific examples.

**Definition D.15.** A Banach space $X$ is called uniformly convex if for every $\varepsilon \in (0, 2]$, there exists $\delta(\varepsilon) > 0$ such that for every $x, y \in X$

$$\|x\|_X = \|y\|_X = 1, \|x - y\|_X \geq \varepsilon \implies \left\| \frac{x + y}{2} \right\|_X \leq 1 - \delta(\varepsilon).$$

This definition has a simple geometric interpretation. It states that the mid-point of two elements of the unit sphere cannot approach the surface of the sphere unless the distance of these elements goes to zero.

**Remark D.16.** We have the following basic results:

(i) The Milman–Pettis theorem states that every uniformly convex Banach space is reflexive, see [72]. The converse is in general not true, see [24].
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(ii) Let $X$ be a Hilbert space. If $x, y \in X$ satisfy $\|x\|_X = \|y\|_X = 1$ and $\|x - y\| \geq \varepsilon$ with $\varepsilon \in (0, 2]$, then by the parallelogram law, we have

$$\|x + y\|_X^2 = \|x + y\|_X^2 + \|x - y\|_X^2 - \|x - y\|_X^2 \leq 2\|x\|_X + 2\|y\|_X^2 - \|x - y\|_X^2 \leq 4 - \varepsilon^2.$$  

We set $\delta(\varepsilon) = 1 - \frac{1}{2}\sqrt{4 - \varepsilon^2}$. Then we get $\|\frac{x + y}{2}\|_X \leq 1 - \delta(\varepsilon)$. Therefore, every Hilbert space is uniformly convex.

We have the following existence and uniqueness result of a minimum to the optimization problem introduced above, where we assume that the functional $f: M \subset X \to \mathbb{R}$ is given by

$$f(x) = g(x) + \|x\|_X^p$$  

with $g: M \subset X \to \mathbb{R}$ and $p \geq 1$.

**Proposition D.17** (Partie (A), Théorème 4.2, [11]). Let $X$ be an uniformly convex Banach space and let $M \subset X$ be bounded and closed. Moreover, let $g: M \subset X \to \mathbb{R}$ be a lower semi-continuous functional, which is bounded from below. Then there exists a dense subset $M_0 \subset M$ such that for every $y \in M_0$ and all $p \geq 1$ we get the existence of an element $x(y) \in M$ satisfying

$$g(x(y)) + \|x(y) - y\|_X^p = \inf_{x \in M} (g(x) + \|x - y\|_X^p).$$

If $p > 1$, then $x(y)$ is unique. Furthermore, the mapping $y \mapsto x(y)$ is continuous on $M_0$.

**Corollary D.18.** Let $X$ be a uniformly convex Banach space and let $M \subset X$ be bounded and closed such that $0 \in M$. Moreover, let $g: M \subset X \to \mathbb{R}$ be a continuous functional, which is bounded from below. Then for all $p \geq 1$, there exists $\bar{x} \in M$ such that

$$g(\bar{x}) + \|\bar{x}\|_X^p = \inf_{x \in M} (g(x) + \|x\|_X^p).$$

If $p > 1$, then $\bar{x}$ is unique.

**Proof.** Using Proposition D.17, there exists a dense subset $M_0 \subset M$ such that for every $y \in M_0$ and all $p \geq 1$ we get the existence of an element $x(y) \in M$ satisfying

$$g(x(y)) + \|x(y) - y\|_X^p = \inf_{x \in M} (g(x) + \|x - y\|_X^p).$$

Furthermore, the mapping $y \mapsto x(y)$ is continuous. Since $M_0$ is a dense subset of $M$ and $0 \in M$, there exists a sequence $(y_n)_{n \in \mathbb{N}} \subset M_0$ such that $\lim_{n \to \infty} \|y_n\|_X = 0$. Let $\bar{x} \in M$ be given by

$$\bar{x} = \lim_{n \to \infty} x(y_n).$$  

(D.3)

Due to the continuity properties, we get

$$g(\bar{x}) + \|\bar{x}\|_X^p = \lim_{n \to \infty} (g(x(y_n)) + \|x(y_n) - y_n\|_X^p)$$

$$= \lim_{n \to \infty} \inf_{x \in M} (g(x) + \|x - y_n\|_X^p)$$

$$= \inf_{x \in M} (g(x) + \|x\|_X^p).$$

The uniqueness of $\bar{x}$ is a consequence of Proposition D.17 and the uniqueness of the limit in (D.3). □
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Next, we state a necessary optimality condition.

**Proposition D.19** (Theorem 1.46, [51]). Let $M \neq \emptyset$ be a convex subset of $X$ and let $f : M \subset X \rightarrow \mathbb{R}$ be well defined on an open neighborhood of $M$. Then $x \in M$ is a minimum of $f$ if

$$d^G f(x) [x - x] \geq 0 \quad \text{(D.4)}$$

for every $x \in M$, whenever $f$ is Gâteaux differentiable at $x \in M$.

**Remark D.20.** In the previous proposition, we can consider $d^G f(x)$ as an element of the dual space $X'$. In the sense of dual pairing, inequality (D.4) can be rewritten equivalently by

$$\langle d^G f(x), x - x \rangle \geq 0$$

for every $x \in M$. Thus, inequality (D.4) is often called variational inequality.

If $X$ is a Hilbert space, then the variational inequality (D.4) can often be solved using a projection operator. Therefore, we need the following result.

**Proposition D.21** (Lemma 1.10 (b), [51]). Let $M$ be a closed and convex subset of the Hilbert space $X$ and let $P : X \rightarrow M$ be the projection on $M$, i.e.

$$\|P(x) - x\|_X = \min_{y \in M} \|y - x\|_X$$

for every $x \in X$. Then $z = P(x)$ for $x \in X$ if and only if for every $y \in M$

$$\langle x - z, y - z \rangle_X \leq 0.$$

Finally, we state a sufficient optimality condition.

**Proposition D.22** (Theorem 4.23, [56]). Let $M$ be a convex subset of the Banach space $X$. Moreover, let the functional $f : X \rightarrow \mathbb{R}$ be twice Fréchet differentiable on an open subset containing $x \in M$ such that the mapping $x \mapsto d^F (f(x))^2$ is continuous at $x$. If $x$ satisfies

$$d^F f(x) [x - x] \geq 0$$

for every $x \in M$ and there exists a constant $\delta > 0$ such that

$$d^F (f(x))^2 [h, h] \geq \delta \|h\|_X^2$$

for every $h \in X$, then there exist constants $\varepsilon, \sigma > 0$ such that

$$f(x) \geq f(x) + \sigma \|x - x\|_X^2$$

for every $x \in M$ with $\|x - x\|_X \leq \varepsilon$.

**Remark D.23.** From the previous proposition, we only obtain that the minimum $x \in M$ is local. If we require additionally that $f : X \rightarrow \mathbb{R}$ is given by equation (D.3) with $p > 1$ such that the assumptions of Corollary D.18 hold, then we can conclude that the minimum is also global.
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