GROma\(\rho\)s: A GROMACS-Based Toolset to Analyze Density Maps Derived from Molecular Dynamics Simulations
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ABSTRACT We introduce a computational toolset, named GROma\(\rho\)s, to obtain and compare time-averaged density maps from molecular dynamics simulations. GROma\(\rho\)s efficiently computes density maps by fast multi-Gaussian spreading of atomic densities onto a three-dimensional grid. It complements existing map-based tools by enabling spatial inspection of atomic average localization during the simulations. Most importantly, it allows the comparison between computed and reference maps (e.g., experimental) through calculation of difference maps and local and time-resolved global correlation. These comparison operations proved useful to quantitatively contrast perturbed and control simulation data sets and to examine how much biomolecular systems resemble both synthetic and experimental density maps. This was especially advantageous for multimolecule systems in which standard comparisons like RMSDs are difficult to compute. In addition, GROma\(\rho\)s incorporates absolute and relative spatial free-energy estimates to provide an energetic picture of atomistic localization. This is an open-source GROMACS-based toolset, thus allowing for static or dynamic selection of atoms or even coarse-grained beads for the density calculation. Furthermore, masking of regions was implemented to speed up calculations and to facilitate the comparison with experimental maps. Beyond map comparison, GROma\(\rho\)s provides a straightforward method to detect solvent cavities and average charge distribution in biomolecular systems. We employed all these functionalities to inspect the localization of lipid and water molecules in aquaporin systems, the binding of cholesterol to the G protein coupled chemokine receptor type 4, and the identification of permeation pathways through the dermicidin antimicrobial channel. Based on these examples, we anticipate a high applicability of GROma\(\rho\)s for the analysis of molecular dynamics simulations and their comparison with experimentally determined densities.

INTRODUCTION

Molecular dynamics (MD) is a well-established method for the study of biomolecular systems. By monitoring the time evolution of these systems at atomic (or quasiatomic) level or resolution, MD provides key structural, energetic, and (thermo)dynamical information. This information has been instrumental in uncovering the molecular mechanisms of a growing number of bio-macromolecular systems at an unprecedentedly broad spatiotemporal scale range (1).

An inherent challenge of MD is the a posteriori analysis of the simulations. MD users are typically confronted with complex trajectories of hundreds of thousands or even millions of atoms generated by the simulations. To extract relevant information from this large amount of data, it is usually important to focus the analyses to particular regions of interest. Molecular visualization programs such as VMD (2), PyMOL (3), or CHIMERA (4) have greatly contributed to this task by allowing a visual inspection of MD simulations. Moreover, MD packages such as GROMACS (5), NAMD (6) via VMD, AMBER (7), or CHARMM (8) contain plenty of subpackages to quantitatively analyze MD trajectories. In addition, there are a handful of external tools and scripts (9–12) to compute observables from MD simulations.

Because of the dynamic nature of a trajectory, atoms and molecules might exchange positions. If the region of interest is localized, such as a binding pocket or a protein surface, multiple molecules such as solvent or lipids may visit...
such locations during the course of a simulation. Therefore, density maps, which average over the identity of individual molecules, are a natural choice for analyses in such cases. In fact, different tools have been developed to include this functionality (GridMAT (13), g_lomepro (14), volmap in VMD (2,15), or PackMem (16), among others).

Likewise, atomistic density maps are ubiquitous to structural biology. Obtained by experimental techniques such as x-ray crystallography, cryo-electron microscopy (cryo-EM), or cryo-electron crystallography (cryo-EC), density maps enable the determination of the structure of bio-macromolecules and their assemblies. In practical terms, density maps have the advantage to work at a grid level, therefore allowing straightforward analysis operations such as difference, correlation between maps, or region masking. In fact, structural biology suites (e.g., PHENIX (17) or CCP4 (18)) and visualization packages (like those mentioned above (2–4)) routinely handle and operate with density maps.

The use of density maps in MD simulations, not only for analysis but also for structure refinement, is becoming increasingly popular with experimentally biased methodologies in which structural models are fitted, for instance, into x-ray or cryo-EM density maps (19,20). Moreover, packages such as CHIMERA (4) or VMD (2) offer modules to compute occupancy maps from a structure ensemble, e.g., representing different snapshots of an MD trajectory. Apart from the occupancy, the possibility of using density maps to compare sets of MD simulations has been less explored by the current available tools.

Here, we exploit this possibility by introducing GROmaps, an open-source GROMACS-based toolset, to efficiently compute and compare time-averaged density maps derived from MD simulations. GROmaps produces density maps that allow us to spatially inspect the average location of atoms of interest during a simulation. Thus, it constitutes an alternative to the current map-based tools designed for this purpose. Most importantly, GROmaps expands these tools by enabling quantitative comparison of the computed map with a reference map derived, for instance, from experiments or control simulations. In this work, we describe the methods behind GROmaps and illustrate its comparison capabilities by revealing important details of the localization of lipids and water molecules around and inside two aquaporin membrane proteins, the binding of cholesterol at the surface of CXCR4, and the solute permeation through the dermicidin antimicrobial channel.

**METHODS**

**Density maps derived from MD simulations**

Let us consider a group of $N$ atoms whose time-dependent coordinates are $r_i(t)$, with $i = 1...N$. We define a three-dimensional lattice, enclosing the $N$ atoms, of dimensions $L_x$, $L_y$, and $L_z$ along the $x$, $y$, and $z$ axes, respectively (Fig. 1 A). The lattice position is defined by the vector $\mathbf{L}_{\text{min}}$.

**FIGURE 1** Density maps from atomic positions. (A) A group of $N$ atoms is considered (here, a lipid molecule). The position of the $i$-th atom is $\mathbf{r}_i(t)$. A lattice enclosing the $N$ atoms of dimensions $(L_x, L_y, L_z)$ and origin defined by the vector $\mathbf{L}_{\text{min}}$ is considered. (B) Atomic Gaussian spreading on the lattice is sketched for one atom in red. Spreading is shown in two dimensions for clarity. The density contribution of the $i$-th atom at the lattice position $\mathbf{g}_j$ depends on the separation $|\mathbf{g}_j - \mathbf{r}_i(t)|$. Lattice resolution is indicated at the top right corner. (C) The resulting density map for the lipid molecule is obtained by summing up all atomic contributions onto all lattice points (contoured at 1σ). For MD trajectories, the density map is time averaged over an ensemble of positions sampled by the group of atoms. To see this figure in color, go online.

The lattice is divided into $N_x$, $N_y$, and $N_z$ bins, thus yielding a resolution of $\Delta_x = L_x/N_x$, $\Delta_y = L_y/N_y$, and $\Delta_z = L_z/N_z$ along the three principal coordinate axes (Fig. 1 B). The coordinates of the $j$-th lattice point are given by the vector $\mathbf{g}_j$.

We assume that each atom spreads isotropically and model the spatial decay of the atomic density with a linear combination of $N_G$ Gaussians. For a point located at a distance $d$ from the atom, the density reads

$$P(d) = \sum_{g=1}^{N_G} A_g e^{-B_g d^2}.$$  

Here, $A_g$ and $B_g$ are coefficients that change depending on the atom type. These coefficients can be obtained from the atomic scattering factors—typically fitted by using $N_G = 2, 4,$ or 5 Gaussians—from x-ray crystallography or electron microscopy data. Gaussians are by default truncated after five standard deviations, SDs (neglecting less than $1.5 \times 10^{-5}$ of the total integrated density). The density at each lattice point is estimated by summing up the $P$ contributions from all atoms to that point (Fig. 1 B):

$$\rho(j, t) = \sum_{i=1}^{N} P\left(|\mathbf{g}_j - \mathbf{r}_i(t)|\right).$$  

Here, $A_g$ and $B_g$ are coefficients that change depending on the atom type. These coefficients can be obtained from the atomic scattering factors—typically fitted by using $N_G = 2, 4,$ or 5 Gaussians—from x-ray crystallography or electron microscopy data. Gaussians are by default truncated after five standard deviations, SDs (neglecting less than $1.5 \times 10^{-5}$ of the total integrated density). The density at each lattice point is estimated by summing up the $P$ contributions from all atoms to that point (Fig. 1 B):
To reduce the computational cost of evaluating the Gaussian functions at many grid points, we take advantage of the factorization of the Gaussian function in Eq. 1, as suggested in (21). The average density is computed as the ensemble average, for example, recovered from an MD simulation from S discrete, equally spaced time steps \( t_n \) as

\[
\bar{\rho}(j) = \frac{1}{S} \sum_{n=1}^{S} \rho(j, t_n).
\]  

(3)

Accordingly, an estimate of the SD of the density reads

\[
\sigma^2(\rho(j)) = \frac{1}{S-1} \sum_{n=1}^{S} \left( \rho(j, t_n) - \bar{\rho}(j) \right)^2.
\]  

(4)

Therefore, the density map produced by GROmaps consists of the time average and the SD of the density, computed by using Eqs. 3 and 4, at all grid points \( j \) of the lattice.

Comparison with a reference density map

GROmaps allows the comparison of the computed density map with an external reference map, \( \rho_{\text{ref}} \). This reference map may be derived, for instance, from a control simulation or an experimentally determined map from x-ray crystallography, cryo-EM, or cryo-EC. Several arithmetic and statistical operations are enabled to quantitatively compare the maps.

Difference density maps

A difference map is calculated by subtracting the reference from the computed map:

\[
\Delta \rho(j) = \bar{\rho}(j) - \rho_{\text{ref}}(j).
\]  

(5)

\( \Delta \rho(j) \) allows to detect the changes in the average atomic localization, for instance, of a perturbed simulation in comparison to a control simulation.

Global correlation

A global correlation coefficient \( \langle cc \rangle \) between the computed and the reference map is retrieved as

\[
\langle cc \rangle = \frac{\sum_j \left[ \bar{\rho}(j) - \mu \right] \times \left[ \rho_{\text{ref}}(j) - \mu_{\text{ref}} \right]}{\left\{ \sum_j \left[ \bar{\rho}(j) - \mu \right]^2 \times \sum_j \left[ \rho_{\text{ref}}(j) - \mu_{\text{ref}} \right]^2 \right\}^{1/2}}.
\]  

(6)

where the summations add up all the \( j \) points of the density map. Here, \( \mu \) and \( \mu_{\text{ref}} \) denote the spatial mean of the density maps and \( \rho_{\text{ref}} \), respectively. The global correlation is also obtained in a time-resolved fashion by block averaging the density for a moving time window of size \( \Delta t \). Accordingly, for each time \( t \geq \Delta t \), the density map entering into Eq. 6 corresponds to that obtained within the time range \([t - \Delta t, t]\).\n
Local correlation

The local correlation at different points of the lattice is computed, following a similar implementation as the one from CHIMERA (4). A small cubic lattice of size \( r_{\text{local}} \) in each dimension is considered. The cubic lattice is centered at a grid position \( j \). Subsequently, the correlation coefficient between the computed map and the reference map is obtained using Eq. 6, but only considering the grid points that are within the cubic lattice. The resulting value is stored at the center grid point \( j \). The process is repeated by sliding the cubic lattice over the space, thus yielding a local correlation map. To avoid a different number of grid points in the calculation, the grid points at the borders of thickness \( r_{\text{local}}/2 \) of the original lattice are not considered as centers for the cubic lattice. Hence, the correlation map has a reduced number of bins along the three principal axes.

Spatial free energy

Absolute \( (G_{\text{abs}}(j)) \) and relative \( (G_{\text{rel}}(j)) \) spatial free-energy estimates are defined according to the formulas

\[
G_{\text{abs}}(j) = G_0 - \ln\left( \frac{\rho(j)}{\rho_{\text{ref}}(j)} \right)
\]  

(7)

and

\[
G_{\text{rel}}(j) = G_0 - \ln\left( \frac{\rho(j)}{\rho_{\text{ref}}(j)} \right).
\]  

(8)

Here, \( G_0 \) is an arbitrarily chosen reference value. These two values permit us to obtain an energetic picture of the atomistic localization, by contrasting different regions within the same map (absolute estimate) or different maps at the same position (relative estimate). Regions of zero density can be masked to avoid singularities in the calculation (see Atom Selection and Region Masking below).

Atom selection and region masking

A density calculation may be restricted to a fixed or a dynamic set of atoms, e.g., protein atoms for the former or ligand atoms located within 5 Å from a protein for the latter. In addition, GROmaps allows us to mask regions using an external map file with the same geometry and resolution of the computed density map. The mask value at the \( j \)-th lattice point is \( M(j) \). Accordingly, if \( M(j) \) is smaller than a threshold mask cutoff \( M_{\text{cutoff}} \), then the calculation of the average density at this point is excluded:

\[
\bar{\rho}(j) \text{ is } \begin{cases} \text{masked,} & \text{if } M(j) < M_{\text{cutoff}} \\ \text{unmasked,} & \text{otherwise.} \end{cases}
\]  

(9)

The masking attribute allows to focus the comparison between maps within regions of interest that cannot be specified by atom selections. Accordingly, comparison operations are carried out only for the unmasked points. If no external mask map is provided, then the whole lattice is considered for the comparison.

Simulation and density-calculation details

Gaussian coefficients \( (A_4 \text{ and } B_2) \) were derived from electron crystallography structure factors (22). These values were set as the default values of the toolset, although any other arbitrary set can be specified by the user. The toolset features are illustrated through four membrane protein examples (see below), although its applicability is not restricted to these types of proteins. Previous MD trajectories (23–26) and experimental density maps (24,27) were considered. See trajectory preparation and density-calculation details in the Supporting Materials and Methods.

RESULTS AND DISCUSSION

Difference maps: Comparison between perturbed and control simulations

We studied the localization of lipids around aquaporin-0 (AQP0) to illustrate the basic features of GROmaps. AQP0 is the most abundant protein in the eye lens, where
it acts as an anchor between membrane junctions (28) (Fig. 2 A). AQPO is an ideal system to systematically assess lipid-protein interactions in biological membranes with both cryo-EC (27,29,30) and MD simulations (23,31,32). As a validation of our implementation, we first reproduced with GROmaps the density maps we obtained earlier for dimyrystoylglycerophosphocholine (DMPC) lipids (23). In fact, we obtained identical maps as before, highlighting that annular lipids display a high level of localization, whereas bulk lipids show smearing of their positions (31) (Fig. 2, B and C). We then computed with GROmaps a difference map to contrast a perturbed and a control simulation. In the perturbed simulation, AQPO was maintained as a rigid body, whereas the lipids, water molecules, and ions were fully flexible (Fig. 2 B). In the control simulation, AQPO was also fully flexible (23) (Fig. 2 C). The difference map revealed regions with increased density (blue), which is an indication of stronger localization for the acyl chains in front of the rigid AQPO (Fig. 2 D). The reduced-density red areas (red) corresponded mainly to zones affected by the protein expansion in the unrestrained control simulation, which were not visited in the restrained simulations. By symmetry, the lipid-exposed protein surface could be divided into two adjacent surfaces, S1 and S2 (Fig. 2 A). Increments in the density are more notable on the S2 surface, which was found to be more rigid than S1. Difference maps are routinely computed in crystallography. Here, by applying the same strategy to maps derived from MD simulations, we could visually stress the effect of protein mobility on the localization of annular lipids (31).

**Correlation between MD and experimental maps**

We next examined for the DMPC-AQPO system the correlation between the map obtained from MD simulations and the map determined by cryo-EC (Fig. 3). In the simulations, the protein was free to move. To focus on the annular lipids, we masked all the lattice voxels except those overlapping with the solved cryo-EC annular-lipid positions (Fig. 3 A). The global correlation coefficient was 0.40 for S1 and 0.49 for S2. Despite the moderate global correlation, the local correlation map displayed regions of high correlation (Fig. 3 B). In particular, at the crystallographic position

![FIGURE 2 Difference map highlights changes between perturbed and control simulations (A). Aquaporin-0 (AQPO) is displayed (tetramer: cartoon and one monomer: surface). (B and C) Normalized density maps for DMPC lipids (color) around an AQPO monomer (gray) are shown. The protein was position restrained (B: ρ) or free to move (C: ρref). (D) The difference map between the perturbed and the reference map is displayed (Δρ = ρ - ρref). The density is contoured as isosurfaces at different SD levels (σ) in (B and C) and at absolute arbitrary units (au) in (D). In all panels, top and side views are displayed (extra: extracellular; intra: intracellular, and S1 and S2: surface sides for each monomer). To see this figure in color, go online.](image)

![FIGURE 3 Correlation between MD and experimental maps (A). Crystallographic annular-lipid positions (color) around AQPO (black) were considered for the correlation calculation. The remaining regions were masked. The lipid masks were separated by symmetry into surface S1 (magenta) and S2 (green). (B) Local correlation map around AQPO is displayed in color according to the color scale at the right. Global correlation values at surfaces S1 and S2 are indicated. (C) The local correlation map near the crystallographic lipid PC1 is depicted (same color code as in B). (D) Global correlation as a function of the mask cutoff, Mcutoff, is presented for the indicated regions. The correlation maps presented in (B) and (C) correspond to Mcutoff = 0.03 and 0.02, respectively. To see this figure in color, go online.](image)
PC1, the global correlation coefficient was found to be 0.54, and this value locally increased up to values of up to 0.8 (Fig. 3 C). We observed that the global correlation increased when increasing the masked region by augmenting the mask cutoff $M_{\text{cutoff}}$ (Fig. 3 D). This suggest that for the regions of high lipid localization (high density), there is a good correspondence between the experimental and the MD maps. In contrast, diffuse experimental lipid positions (low density) cannot be uniquely attributed to the smearing out of the density by the lipid dynamics in the simulations. The correlation analysis presented here thus allowed us to expand our previous studies (23,31) by including a more quantitative comparison of the cryo-EC and the MD data sets.

**Time-resolved global correlation**

We next examined the localization of water molecules inside the yeast aquaporin channel, Aqy1 (Fig. 4 A). Aqy1 aids yeast to counteract sudden osmotic shocks by regulating membrane water permeation through a gating mechanism involving phosphorylation and potentially membrane-mediated mechanical stress (33). Because the water molecules inside the Aqy1 pore are constantly exchanging their positions (among themselves and also with water molecules from the bulk media), it is difficult to establish how much they deviate from their original (or other reference) positions with conventional similarity measures such as root-mean-square deviations (RMSDs). To tackle this difficulty, we computed the density map of this set of water molecules within time windows $\Delta t$ and determined the correlation coefficient with the map computed during the first time window (Fig. 4 B). The correlation stabilized at around a value of 0.8 after $\sim$40 ns of relaxation, thereby indicating that inside the channel, the water positions preserved a high correlation with the initial water localization. Note that increasing $\Delta t$ increased the relaxation time (by about twofold), but the correlation converged to the same value. We also considered the x-ray density map (24) as a reference for the correlation calculation (Fig. 4 C). We restricted the calculations to a volume that enclosed the crystallographic water molecules by masking the rest of the space (Fig. 4 C, right). Because 40 ns of equilibration preceded this simulation (and this part was omitted from this analysis), the correlation coefficient did not start at a value of one but at lower values. Subsequently, the correlation coefficient fluctuated around a converged value that increased by reducing the considered volume enclosing the crystallographic water molecules. The high correlation encountered here for small enclosing volumes is consistent with our previous observation that the average positions of the water molecules inside the channel (related to local minima in the free-energy profile along the pore coordinate) agree well with the x-ray crystallographic positions (24). When extending to larger volumes, energetically unstable regions are also considered, and they may not be captured comparably well in the simulation and in the experiment. In addition, the density of the protein atoms contributed to the x-ray map but not to the MD-computed map. These two may be the reasons for the low correlation for large enclosing volumes. Overall, the time-resolved correlation analysis presented here allowed us to quantitatively monitor how much this multimolecular system deviates from its initial state (Fig. 4 B) and to expand the comparison between simulated and experimental data beyond average positions (Fig. 4 C). This type of analysis is extremely useful to compare non-covalently bonded multimolecular systems, for which conventional similarity measures, like the RMSD, are difficult to obtain.

**Spatial free energies: An energetic view of atomic localization**

In this example, the energetics associated to the localization of cholesterol molecules around the transmembrane G protein coupled chemokine receptor type 4 (CXCR4) was evaluated. The function of this important receptor has been shown to depend on the cholesterol level in the membrane (25,34). From the study of Pluhackova et al. (25), we took...
a 1-μs coarse-grained (CG) MD trajectory of CXCR4 embedded in a lipid bilayer composed of 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) and cholesterol (≈1:10 cholesterol/POPC ratio). We computed spatial free energy maps for cholesterol as defined by Eqs. 7 and 8 (Fig. 5). We considered scaled Gaussian coefficients for the CG beads (see details in the Supporting Materials and Methods). The absolute free energy map revealed regions at the protein surface that were energetically favorable for cholesterol binding (Fig. 5 A). These regions might be considered as sites with moderate binding affinity because they presented a difference of $\sim-2.0 k_BT$ with respect to the bulk regions. The relative free energy map displayed the localization of cholesterol weighted by that of POPC lipids (Fig. 5 B). Distant from the protein, the 1:10 cholesterol/POPC ratio resulted in a relative free-energy difference of $\sim-2.3 k_BT$. At the cholesterol binding sites on the surface of the protein, the difference shifted toward a higher affinity for cholesterol by at least $1.0 k_BT$ from the bulk value. In consequence, representation of the density in terms of spatial free energies shows an energetic picture of the cholesterol localization. These results also demonstrate that the chosen Gaussian coefficients properly account for the spreading of CG beads, extending the GROma$^\phi$s application range from all-atom to CG systems.

**Beyond map comparison: GROma$^\phi$s as path and charge distribution finder**

In the last example, we explored the potential of GROma$^\phi$s to detect pathways and cavities through biomolecules and to determine charge distributions. We considered dermicidin, a human antimicrobial membrane channel, which reduces *Staphylococcus aureus* growth on the epidermal surface (35). This channel is an interesting test system because it accommodates in a tilted position inside the membrane and allows the passage of ions through an unusual side pathway (26) (Fig. 6 A). We took the last 75 ns of a previous 150-ns all-atom simulation of dermicidin embedded in a mixed lipid bilayer, which was fully solvated by explicit water molecules (26). The density map of all the water molecules of the system revealed the tilted channel connecting the two water compartments and, in addition, a small side cavity (Fig. 6 B). In fact, ions use this side path either to exit or to enter the channel (26). Thus, GROma$^\phi$s constitutes a straightforward tool to detect pathways through channels and in general cavities through biomolecules, provided that solvent molecules (water molecules in our case) fill these cavities. GROma$^\phi$s is thus complementary to the pool of packages created for this purpose (HOLE (36), MOLE (37), and CAVER (38), among others). When the partial charges of the atoms are spread instead of the atomic densities, the resulting map corresponds to the average charge distribution, as presented for dermicidin in Fig. 6 C. Hence, another extension of GROma$^\phi$s is to help describe the average charge distribution of biomolecular systems.

**CONCLUSIONS**

Here, we present GROma$^\phi$s, an open-source GROMACS-based toolset for the efficient calculation and comparison

![FIGURE 5 Spatial free energy for cholesterol (color) around CXCR4 (white cartoon) is shown. Absolute (A) and relative (B) estimates are presented (side views: left, and top view: right). Top view was taken at the height indicated with the gray arrows. Spatial free energy is color coded according to the shown scales. The region shown in green was masked. To see this figure in color, go online.](Image)

![FIGURE 6 GROma$^\phi$s applications beyond map comparison include the finding of cavities and charge distributions of biomolecules. (A) The dermicidin antimicrobial channel (green) is found in a tilted conformation inside a phospholipid bilayer (phosphorous atoms: orange) (26). (B) The density map of the water molecules around and inside the bilayer revealed a main (yellow arrow) and an unconventional (red arrow) conduction pathway for the passage of solutes. The density is shown in volume representation, contouring it at blue-shade values of 0.6, 1.0, and 1.4 σ. (C) The charge density of dermicidin, lipid molecules, and ions is contoured at two arbitrary (negative and positive) values. To see this figure in color, go online.](Image)
of density maps from MD simulations. GROmaps represents an alternative to current map-based methodologies (2,4,13,14,16) to visually inspect the average location of atoms of interest during simulations. Most notably, GROmaps uses the concepts of density maps used in structural biology, such as difference and correlation maps, to allow the comparison of perturbed and control MD data sets, as well as MD and experimental information. It is a powerful method to tackle multimolecular simulations for which RMSD or related comparison operations are not straightforward. GROmaps exploits the power of working with densities rather than with atomic positions, and its functionalities revealed important localization details of various biomolecular test systems. Therefore, we consider this tool to be of high applicability for the analysis of biomolecular simulations and their comparison with experimental data.

GROmaps is available at the site https://mptg-cbp.github.io/gromaps.html.

SUPPORTING MATERIAL

Supporting Materials and Methods, one figure, and one table are available at http://www.biophysj.org/biophysj/supplemental/S0006-3495(18)34448-5.
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