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I. INTRODUCTION

The field equations on the Kerr spacetime for massless test fields with spins $s$ between 0 and 2 imply that the scalar components with extreme spin weights $s = \pm s$ solve the Teukolsky Master Equation (TME) \cite{Teukolsky:1973}, a separable, spin-weighted wave equation. Let

$$ L = \partial_t \Delta \partial_t - \frac{1}{\Delta} \left\{ (r^2 + a^2) \partial_t + a \partial_\phi - (r - M)s \right\}^2 - 4s(r + ia \cos \theta) \partial_t + \frac{1}{\sin \theta} \partial_\theta \sin \theta \partial_\theta + \frac{1}{\sin^2 \theta} \left\{ a \sin^2 \theta \partial_t + \partial_\phi + is \cos \theta \right\}^2 $$
where \((t, r, \theta, \phi)\) are Boyer-Lindquist coordinates and \(\Delta = r^2 - 2Mr + a^2\). Then (Whiting 1989)

\[ L \Phi = 0 \] (1)

is a form of the TME on the Kerr exterior background with mass \(M\) and angular momentum per unit mass \(a\). The parameter \(s\) is the spin weight of the field \(\Phi\).

For completeness, we recall the definition of the fields \(\Phi\) solving the TME. In order to do this, we make the spin weight explicit as a subindex. For \(s = 0\), the TME is equivalent to the scalar wave equation \(\nabla^a \nabla_a \Phi_0 = 0\). For spins \(s = 1/2, 1, 3/2, 2\) the field equations are Dirac-Weyl, Maxwell, Rarita-Schwinger, and linearized gravity, respectively. For spins \(0, 1/2, 1, 2\), see Teukolsky (1973), for the spin-3/2 case, Torres del Castillo and Silva-Ortigoza (1992), see also Silva-Ortigoza (1995). Working in the Kinnersley principal tetrad, let \(\phi_0, \phi_2\) be the Newman-Penrose scalars of spin weights \(1, -1\) for a Maxwell test field on the Kerr background, and let \(\dot{\Psi}_0, \dot{\Psi}_4\) denote the linearized Weyl scalars of spin weights \(2, -2\) for a solution of the linearized vacuum Einstein equations on the Kerr background, see Aksteiner and Andersson (2011) for details. Let the scalar \(\zeta\) be chosen so that \(\zeta \propto \Psi_2^{-1/3}\), where \(\Psi_2\) is the spin weight zero Weyl scalar. In Boyer-Lindquist coordinates, we can take \(\zeta = r - ia \cos \theta\). The scalar fields \(\Phi_s\) for integer \(s\) are defined by setting

\[ \Phi_{-2} = \Delta^{-1/2} \zeta^4 \dot{\Psi}_4, \quad \Phi_{-1} = \Delta^{-1/2} \zeta^2 \phi_2, \] (2a)
\[ \Phi_1 = \Delta^{1/2} \phi_0, \quad \Phi_2 = \Delta \dot{\Psi}_0 \] (2b)

Similarly, let \(\chi_0, \chi_1\) denote the scalars of spin weights \(\pm 1/2\) for a Dirac-Weyl test field, and \(H_0, H_3\) the scalars of spin weights \(\pm 3/2\) for a Rarita-Schwinger test field. We define

\[ \Phi_{-3/2} = \Delta^{-3/4} \zeta^3 H_3, \quad \Phi_{-1/2} = \Delta^{-1/4} \zeta \chi_1, \] (2c)
\[ \Phi_{1/2} = \Delta^{1/4} \chi_0, \quad \Phi_{3/2} = \Delta^{3/4} H_0 \] (2d)

The TME admits separated solutions of the form

\[ \Phi = e^{-i\omega t} e^{im\phi} S(\theta) R(r). \] (3)

where \(\omega, m\) are the frequencies corresponding to the Killing vector fields \((\partial_t)^\theta, (\partial_\phi)^\theta\). Let

\[ K = (r^2 + a^2) \omega - am \] (4)
Then with
\[ R = \partial_t \Delta \partial_r + \frac{K^2 - 2iK(r - M)s - (r - M)^2s^2}{\Delta} + 4\sin \omega - \Lambda \]  
\[ S = \frac{1}{\sin \theta} \partial_{\theta} \sin \theta \partial_{\theta} - \frac{m^2}{\sin^2 \theta} + a^2 \cos \theta^2 \omega^2 - 2a\omega s \cos \theta - \frac{2ms \cos \theta}{\sin^2 \theta} - s^2 \cot^2 \theta \]
\[ + \Lambda + 2a\omega m - a^2 \omega^2, \]
where \( \Lambda \) is a separation constant, which can be assumed to be real for real \( \omega \), we have after making the substitutions \( \partial_t \leftrightarrow -i\omega, \partial_{\phi} \leftrightarrow im \),

\[ L = R + S, \]
and

\[ [R, S] = 0. \]

In particular, \( R, S \) are commuting symmetry operators for \( L \). It follows from the above that for separated waves of the form (3), (1) is equivalent to the equations \( RR = 0, SS = 0 \). We shall refer to the equations

\[ RR = 0 \]  \hspace{1cm} (7a)

\[ SS = 0 \]  \hspace{1cm} (7b)

as the radial and angular Teukolsky equations, respectively. We shall not be concerned with the analysis of the angular Teukolsky equation here, but point out that \( S \) is formally self-adjoint on \([0, \pi]\) with respect to \( \sin \theta d\theta \). Requiring that the solutions correspond to regular spin-weighted functions fixes the boundary conditions at \( \theta = 0, \pi \) and equation (7b) becomes a Sturm-Liouville problem which has a discrete, real spectrum \(^1\); see Leaver (1986) for more details.

For fields of non-zero spin, the TME does not admit a real action, and hence standard arguments do not yield energy conservation and dispersive estimates. This is an obstacle to proving stability for the test fields with non-zero spin on the Kerr exterior spacetime, which would be an important step towards proving non-linear stability of the Kerr black hole, i.e. that a Kerr black hole with \( |a| < M \) is dynamically stable as a solution to the vacuum

---

\(^1\) The separation constant used here is related to that used in Teukolsky and Press (1974) by \( \Lambda + 2a\omega m - a^2 \omega^2 = E - s^2 \), and to the one used in Whiting (1989) and Teukolsky (1972) by \( \Lambda + 2a\omega m - a^2 \omega^2 = A + s \).
Einstein field equations, in the sense that the maximal development of a sufficiently small perturbation of the Kerr solution is asymptotic in the future to a member of the Kerr family.

In [Whiting (1989)], one of the authors gave a proof of mode stability. In particular, the TME has no separated wave solutions, or modes, which are such that the frequency $\omega$ has positive imaginary part, and which have no incoming radiation in the sense that the wave is outgoing at infinity, and ingoing at the horizon, see section II A 3. The main result of [Whiting (1989)] states that the TME admits no exponentially growing solutions without incoming radiation. In the case of $\Im \omega > 0$, the condition of no incoming radiation can be restated as saying that the solution has support only on the future horizon and null infinity. On the other hand, there do exist mode solutions with no incoming radiation for certain frequencies with negative imaginary part. This case corresponds to quasi-normal modes (Kokkotas and Schmidt (1999), which are exponentially decaying in time.

It is known that exponentially growing modes must arise by quasi-normal frequencies passing from the lower half plane through the real axis into the upper half plane as $a$ is changed from zero. This was argued heuristically by Press and Teukolsky (1973, p. 651) and later shown by Hartle and Wilkins (1974), see also Teukolsky and Press (1974, p. 452). For this reason, the mode stability problem can be reduced to considering the case of real frequencies.

Recently, the mode stability argument has been revisited for the case of real frequencies, restricting to the spin-0 case (Shlapentokh-Rothman, 2015). In the case of real frequencies, the mode stability result states that restricting to separated waves with no incoming radiation in the above sense, the radial Teukolsky equation has no non-trivial solutions. This has the consequence that there are linearly independent solutions $R_{\text{hor}}, R_{\text{out}}$ which are purely ingoing at the horizon and outgoing at infinity, respectively, a fact which plays a central role in the proof of boundedness and decay for scalar waves on sub-extreme Kerr exterior spacetimes with $|a| < M$ (Dafermos, Rodnianski, and Shlapentokh-Rothman, 2014), in particular it is used to treat the superradiant range of frequencies; see section III B for background on superradiance. Some aspects of the argument in Shlapentokh-Rothman (2015) are discussed in Remark 10 below; see also the recent paper (Finster and Smoller, 2016) which contains results implying mode stability on the real axis, proven using methods which are quite different from those used here.

Motivated by the relevance of the TME for the black hole stability problem we here give
a proof of mode stability on the real axis for fields with arbitrary spin. Our main result is
the following, cf. Theorem 19 below.

**Theorem 1** (Mode stability on the real axis). Let $\Phi$ be a separated solution to the TME
with $\omega > 0$ for the sub-extreme Kerr black hole. Assume that $\Phi$ has purely ingoing radiation
at the horizon and purely outgoing radiation at infinity. Then $\Phi = 0$.

**Remark 2.** A classical scattering argument can be used to show mode stability on the real
axis for half-integer spins, or for frequencies outside of the superradiant range, see equation
(12) below. The proof of mode stability on the real axis presented in this paper is independent
of that scattering argument.

The fact that there are no solutions to the TME with no incoming radiation has the
important consequence that the radial Teukolsky equation has two fundamental solutions $R_{\text{hor}}$ and $R_{\text{out}}$ which are ingoing at the horizon, and outgoing at infinity, respectively, and are
linearly independent, with non-vanishing Wronskian. This implies that one can construct
solutions of the inhomogenous Teukolsky equation using the method of variation of the
parameter, see Remark 20 below for details. The properties of the solutions $R_{\text{hor}}$ and $R_{\text{out}}$
can be used to estimate the solution of the inhomogenous Teukolsky equation.

Unless otherwise stated, we shall in the rest of the paper restrict to positive frequency,$\omega > 0$. Note that the substitution $(\omega, m, s) \to (-\omega, -m, -s)$ maps solutions of TME to
solutions.

In case $\omega = 0$, (3) represents a time independent solution of the TME. In this case, the
radial Teukolsky equation becomes a hypergeometric equation with three regular singular
points $r_-, r_+, \infty$ which requires a separate discussion. It has been pointed out that this
equation does not have solutions which are well-behaved at the horizon and at infinity, see
Teukolsky (1972, p. 1117), see also Press and Teukolsky (1973, p. 651).

**Overview of this paper**

In section II we collect some background on the radial Teukolsky equation and discuss
the asymptotic behavior of its solutions in section IIA. Lemma 4 collects the facts about so-
lutions with no incoming radiation which we shall need for the proof of our main result. The
phenomenon of superradiance is reviewed in section IIIB. This analysis yields the previously
known fact that for non-superradiant frequencies and for half-integer spins, mode stability holds. Section [III] introduces the integral transformation which will be used along the lines of [Whiting (1989)] to transform the radial Teukolsky equation to a non-superradiant equation. This transformation is the essential step in the proof of mode stability. The limiting behavior of the transformed radial function is analyzed in section [IV] and the proof of the main theorem is given in section [V].

II. THE RADIAL TEUKOLSKY EQUATION

The radial Teukolsky equation is a second order ordinary differential equation with rational coefficients, and an analysis of its singular points yields that it is a confluent Heun equation ([Slavyanov and Lay 2000] [Ronveaux 1995]), with regular singular points at $r_-, r_+$ and an irregular singular point of rank $2^1$ at $\infty$. In this context it is natural to consider the radial Teukolsky equation on the complex $r$-plane. In a neighborhood of each regular singular point, the general solution is a linear combination of the fundamental Frobenius solutions, while at the irregular singular point, one considers the Thomé, or normal, solutions. These are formal solutions but in each Stokes sector, a pair of solutions can be found which are asymptotically represented by the normal solutions, cf. [Erdélyi (1956) Chapter III] for details, see also [Olver (1997)].

Equation (7a) with $R$ given by (5) is in self-adjoint form. The form of the equation and its solutions can be changed by transformations of the independent variable $r$ (eg. Möbius transformations), s-homotopic transformations (rescalings), and integral transformations of the dependent variable. In the rest of this section, as a preparation for the integral transformations considered in section [III] we will state a few basic facts about the radial Teukolsky equation and its solutions.

The rotation speeds $\omega_\pm$ and surface gravities $\kappa_\pm$ of the outer and inner horizons located at $r_\pm = M \pm \sqrt{M^2 - a^2}$ are given by

$$\omega_\pm = \frac{a}{(2Mr_\pm)},$$

$$\kappa_\pm = \pm \frac{r_+ - r_-}{4Mr_\pm}$$

Equation (7a) with $R$ given by (5) is in self-adjoint form. The form of the equation and its solutions can be changed by transformations of the independent variable $r$ (eg. Möbius transformations), s-homotopic transformations (rescalings), and integral transformations of the dependent variable. In the rest of this section, as a preparation for the integral transformations considered in section [III] we will state a few basic facts about the radial Teukolsky equation and its solutions.

The rotation speeds $\omega_\pm$ and surface gravities $\kappa_\pm$ of the outer and inner horizons located at $r_\pm = M \pm \sqrt{M^2 - a^2}$ are given by

$$\omega_\pm = \frac{a}{(2Mr_\pm)},$$

$$\kappa_\pm = \pm \frac{r_+ - r_-}{4Mr_\pm}$$

2 Here we use the notion of rank following [Erdélyi (1956) p. 60]. The s-rank of $r = \infty$ as in [Slavyanov and Lay (2000)] is 2.
Associated to null generators of the horizons,

\[ \chi^a_\pm = (\partial_t)^a + \omega_\pm (\partial_\phi)^a, \quad (10) \]

we have for a wave with time frequency \( \omega \) and azimuthal frequency \( m \), the frequencies

\[ k_\pm = \omega - \omega_\pm m. \quad (11) \]

The superradiant range of frequencies is characterized, independent of the signs of \( \omega, m \) and \( a \), by

\[ \omega k_+ < 0 \quad (12) \]

The tortoise coordinate \( r_* \) is defined by

\[ dr_* = \frac{r^2 + a^2}{\Delta} dr \quad (13) \]

We have

\[ r_* \sim \frac{1}{2\kappa_+} \ln(r - r_+), \quad \text{for } r \to r_+ \quad (14) \]

\[ r_* \sim r + 2M \ln(r), \quad \text{for } r \to \infty \quad (15) \]

Let \( r_\sharp \) be defined by

\[ dr_\sharp = \frac{a}{\Delta} dr \]

and set \( u_\pm = t \pm r_* \) and \( \phi_\pm = \phi \pm r_\sharp \). Then \( (u_+, r, \theta, \phi_+) \) and \( (u_-, r, \theta, \phi_-) \) are the ingoing and outgoing Eddington-Finkelstein coordinates, respectively. The ingoing coordinates are regular on the future horizon, while the outgoing ones are regular on the past horizon.

For later use, it will be convenient to introduce the quantities

\[ \xi = \frac{i(am - 2Mr_\pm \omega)}{r_+ - r_-} = -i \frac{k_+}{2\kappa_+} \quad (16a) \]

\[ \eta = \frac{-i(am - 2Mr_- \omega)}{r_+ - r_-} = -i \frac{k_-}{2\kappa_-} \quad (16b) \]

### A. Asymptotics

We shall now discuss the asymptotic behavior of the solutions of the radial Teukolsky equation \((7a)\) at the singular points. The radial function \( R \) used here corresponds to the function \( R \) used in [Teukolsky, 1973] and [Teukolsky and Press, 1974], multiplied by a factor
\[ \Delta^{s/2}. \] The asymptotic behavior of \( R \) which we state below can be read off from (Teukolsky and Press, 1974, Table 1) after taking the factor \( \Delta^{s/2} \) into account, see also Castro et al. (2013) for discussion of asymptotics. For completeness we shall indicate the derivation of these results.

1. **Asymptotics at \( r = \infty \)**

In order to analyze the possible asymptotic behavior of solutions to the radial Teukolsky equation at infinity, it is convenient to transform the equation to normal form. Write (7a) as

\[
\partial_r \Delta \partial_r R + V_0 R = 0 \tag{17}
\]

and let \( G = \Delta^{-1/2} \). The rescaling \( R = yG \) transforms (17) to the form

\[
\partial_r^2 y + Qy = 0 \tag{18}
\]

with

\[
Q = -\frac{1}{2} \partial_r \frac{\Delta}{\Delta} - \frac{1}{4} \left( \frac{\partial_r \Delta}{\Delta} \right)^2 + \frac{V_0}{\Delta}
\]

The leading terms in \( Q \) at \( r = \infty \) are

\[
Q = \omega^2 + \frac{2i\omega s + 4\omega^2 M}{r} + O(r^{-2}).
\]

From this we can determine following Erdélyi (1956, Chapter III) that the two normal solutions to the radial Teukolsky equation (7a) near \( r = \infty \) have the asymptotic forms

\[
R \sim e^{\pm i\omega r^{\pm 2iM\omega r^s}^{-1}} \tag{19}
\]

with the upper sign corresponding to outgoing waves. Due to the fact that the singular point at \( r = \infty \) is irregular, of rank 1, we shall need some further details concerning the Stokes phenomenon. As mentioned above, the rank of the irregular singular point \( r = \infty \) is 1. Following Erdélyi (1956, Chapter III.5) we find that the Stokes line is the real line \( \Im r = 0 \) in the complex \( r \)-plane. The Stokes line decomposes the complex \( r \)-plane into two Stokes sectors, and in each Stokes sector, one of the two normal solutions is exponentially increasing, and one is exponentially decreasing. These are referred to as the \textit{dominant} and \textit{recessive} solutions.
In particular, if we consider a sectorial region $S$, $|r| > A$, $\alpha < \text{Arg } r < \beta$, contained in a Stokes sector, the asymptotic expansions of the two normal solutions hold uniformly in $\text{Arg } r$, for $r \in S$. For later use, we note here that for a sectorial region $S$ in the upper half plane, with $0 < \alpha < \pi/2 < \beta < \pi$ as in figure 1, the outgoing condition at $r = \infty$, i.e. the upper sign choice in (19), corresponds to the recessive normal solution in $S$.

2. Asymptotics at $r_\pm$

The characteristic exponents for regular singular points $r_+, r_-$ of the radial Teukolsky equation are

\[
\{\xi - s/2, -\xi + s/2\} \quad \text{for } r_+ \\
\{\eta - s/2, -\eta + s/2\} \quad \text{for } r_-
\]  

(20a)

(20b)

Let $r_0$ be one of the regular singular points, with characteristic exponents $\rho_j$, $j = 1, 2$, which we order so that $\Re \rho_1 \leq \Re \rho_2$. We first consider the non-resonant case where $\rho_1 - \rho_2$ is not an integer. In this case the Frobenius solutions at $r_0$ are of the form

\[
R_j(r) = (r - r_0)^{\rho_j} R_{0,j}(r), \quad j = 1, 2,
\]  

(21)

where $R_{0,j}(r)$ are analytic in a neighborhood of $r_0$ of radius $r_+ - r_-$, cf. Slavyanov and Lay (2000, §1.1.4), see also Erdélyi (1956, p. 60). We may normalize the solutions so that $R_{0,j}(r_+) = 1$.

We next consider the case of resonance at $r_+$, i.e. $\xi = 0$ and $s$ an integer. Note that $\xi = 0$ corresponds to the upper bound of the range of superradiant frequencies, see section IIIB. In this case, the characteristic exponents $\rho_j$ take values $-s/2, s/2$, and the Frobenius solutions of (46) corresponding to $\rho_1$ contains a logarithmic term,

\[
R_1(r) = (r - r_+)^{\rho_1} R_{0,1}(r) + A_2 (r - r_+)^{\rho_2} R_{0,2}(r) \ln(r - r_+).
\]  

(22)
Here, for $R_{0,1}(R+) = 1$, $A_2$ is a non-zero constant that can be computed. In the resonant case, we choose $R_{0,1}$ so that $R_{0,1} = \sum_{n=0}^{\infty} c_n (r - r_+)^n$ with $c_{|s|} = 0$, cf. Slavyanov and Lay (2000, Theorem 1.3). The case of resonance at $r_-$ is similar.

3. Waves with no incoming radiation

We shall say that waves which are outgoing at infinity and ingoing at the horizon, i.e. $r_+$, satisfy the no incoming radiation condition. A discussion of the boundary conditions for the radial Teukolsky equation can be found in (Teukolsky, 1973, §V), where also the notion of ingoing and outgoing waves is defined, see also (Press and Teukolsky, 1973, p. 653, eq. (2.10)).

As discussed by Penrose (1965), an analysis of the asymptotic behavior of massless fields at null infinity leads, upon taking into account the scaling properties of the tetrad components of the field, to specific rates of fall-off depending on the spin weight of the field. This is known as the peeling property; see Mason and Nicolas (2012); Frauendiener, Ghosh, and Newman (1996); Andersson, Bäckdahl, and Joudioux (2014); Hinder, Wardell, and Bentivegna (2011) for discussions of various aspects of peeling. The peeling property can be summarized by saying that for a scalar component $\varphi_s$ of spin weight $s$, defined with respect to the Kinnersley tetrad, we have $\varphi_s = O(r^{-3-s})$. Taking into account the rescalings given in (2) we find for that the peeling behavior of the solution of the TME is

$$\Phi_s = O(r^{-1-s}), \quad \text{as } r \to \infty. \quad (23)$$

In order to analyze the behavior of spinning fields at the horizon, a tetrad which is well behaved at the horizon must be used. Following Teukolsky and Press (1974, §IV), see also Hawking and Hartle (1972) and Znajek (1977), one finds that the fields $\Delta^{s/2} \Phi_s$ are regular on the horizon.

Outgoing waves at $r = \infty$ must have an asymptotic form compatible with peeling, as discussed above, and should have positive radial group velocity, while ingoing waves at the horizon as seen by a physically well-behaved observer must be non-special (i.e. neither vanishing nor singular on the horizon) and should have negative radial group velocity.

Based on the above discussion of Frobenius and Thomé solutions, we are led to the following definition.
Definition 3 (No incoming radiation condition). Let $R$ be a solution of the radial Teukolsky equation. Then we shall say that $R$ has no incoming radiation provided

\[ R(r) \sim e^{i\omega r} r^{2iM\omega} r^{-s-1} \text{ at } r = \infty, \quad (24) \]

\[ R(r) \sim (r - r_+)^{\xi-s/2} \text{ at } r = r_+. \quad (25) \]

In particular, we shall require that $R(r)$ is equal to the Frobenius solution with exponent $\xi - s/2$ at $r = r_+$ and equal near infinity $r = \infty$ to the normal solution which is recessive in the upper half plane.

Specializing the discussion in this section to the case of waves with no incoming radiation, we can state the following lemma, which summarizes the properties that we shall make use of. Note that we here view $R$ as a solution of (7a) in the complex $r$-plane. The results stated in the lemma are direct consequences of the discussion in this section and the references given there.

Lemma 4. Let $R$ be a solution to the radial Teukolsky equation with no incoming radiation. Then the following hold:

1. If $\xi \neq 0$ or if $s$ is not a positive integer, then near $r_+,$

\[ R = (r - r_+)^{\xi-s/2} R_{+,1}(r), \quad (26) \]

where $R_{+,1}$ has a power series expansion in $r - r_+$ which converges in the disk $|r - r_+| < r_+ - r_-.$

2. If $\xi = 0$ and $s$ is a positive integer, then near $r_+,$

\[ R = (r - r_+)^{-s/2} R_{+,1}(r) + A(r - r_+)^{s/2} \ln(r - r_+) R_{+,2}(r) \quad (27) \]

where $R_{+,1}, R_{+,2}$ have power series expansions in $r - r_+$ which converge in the disk $|r - r_+| < r_+ - r_-.$ Here $A$ is a constant which can be calculated from $R_{+,1}(r_+)$.

3. Let $S$ be a sectorial region in the upper half $r$-plane, of the form $|r| > r_0, \alpha < \text{Arg} r < \beta$ with $0 < \alpha < \beta < \pi$. Then $R$ has an asymptotic expansion

\[ R \sim e^{i\omega r} r^{2iM\omega} r^{-s-1} \sum_{n=0}^{\infty} c_n r^{-n}, \text{ as } r \to \infty, \quad (28) \]
which is valid uniformly in \( S \). In particular, the estimate
\[
e^{-i\omega r} R = O(r^{-s-1})
\] (29)
is valid in \( S \).

**Remark 5.** 1. It follows from the properties of the Frobenius solutions, cf. Slavyanov and Lay (2000, Theorem 1.3), that in the non-resonant case, if \( R_{+1}(r_+) = 0 \) then \( R \equiv 0 \). To see this, the coefficients in the expansion of \( R_{+1} \) are determined by \( R_{+1}(r_+) \), and hence if \( R_{+1}(r_+) = 0 \), then \( R \) vanishes in a neighborhood of \( r_+ \) and hence must be identically zero. In the resonant case with \( s = 0 \) and \( \xi = 0 \), the logarithmic solution is excluded by condition (25). Finally, in the resonant case with \( s > 0 \) and \( \xi = 0 \), if \( R_{+1}(r_+) = 0 \), we find that also \( A = 0 \) and hence it follows that \( R(r) \equiv 0 \), see also the discussion in section II A 2.

2. The estimate in (29) can be rephrased as saying that there is a constant \( C \) such that in the sectorial region \( S \),
\[
|e^{-i\omega r} R| \leq C|r^{-s-1}|
\]
The constant \( C \) depends on the parameters of the system, and the limit
\[
\lim_{r \to +\infty} |r^{s+1} R(r)|
\]
where the limit is taken along the positive real line. By Olver (1997, Chapter 7, Theorem 2.2), the asymptotic form (28) of \( R \) is valid in a circular sector \( |\text{Arg}(-iz)| < 3\pi/2 - \delta \) for \( \delta > 0 \), and this is the maximal sector of validity.

3. For completeness, we record that the asymptotic representation along the real line can be stated in terms of the tortoise coordinate as
\[
R \sim \begin{cases} 
e^{-i\omega r} r^{-2iM\omega r^{-s-1}} & \sim e^{i\omega r} r^{-s-1} \quad \text{as } r \to \infty \\ (r - r_+)^{\xi-s/2} & \sim \Delta^{-s/2} e^{-i\xi_+ r_+} \quad \text{as } r \to r_+ \end{cases}
\]
(30)
which, as mentioned above, after taking into account the rescaling by \( \Delta^{s/2} \), agrees with the asymptotic form stated in Teukolsky and Press (1974, Table 1).
B. Superradiance

In this subsection we shall review the classical scattering analysis for spinning fields following Teukolsky and Press (1974), see also Chandrasekhar (1998). The results that we present here are not new, however, to the best of our knowledge the fact that superradiance does not happen for the spin-$\frac{3}{2}$ case has not been discussed before, see Remark 7 below. We make the dependence of the spin weight explicit by a subindex $s$. Let $R_s$ be a solution of the radial Teukolsky equation (7a) with spin weight $s$. The rescaling $\upsilon_s = (r^2 + a^2)^{1/2}R_s$ transforms the radial Teukolsky equation to an equation with independent variable $r_s \in (-\infty, \infty)$, of the form

$$\frac{d^2}{dr_s^2}\upsilon_s + V_s\upsilon_s = 0$$

(31)

with

$$V_s = \frac{\Delta}{(r^2 + a^2)^2}V_{0,s} - V_{\text{resc}}$$

where

$$V_{\text{resc}} = \frac{1}{(r^2 + a^2)^2} \frac{d^2}{dr_s^2}(r^2 + a^2)^{1/2} = \frac{\Delta}{(r^2 + a^2)^4} (a^2\Delta + 2Mr(r^2 - a^2)) .$$

(32)

We shall refer to (31) as the Schrödinger form of the radial Teukolsky equation. We have

$$\lim_{r \to r_+} V_s = (i\kappa_+ s + k_+)^2,$$

(33a)

$$\lim_{r \to \infty} V_s = \omega^2 .$$

(33b)

In particular, for $s \neq 0$, the potential $V_s$ is complex and

$$\bar{V}_s = V_{-s},$$

(34)

where $\bar{V}_s$ denotes the complex conjugate. Let $\upsilon_s, \upsilon_{-s}$ be (a priori independent) solutions of (31) with spin weight $s, -s$ respectively, and define the Wronskian

$$W[\upsilon_s, \bar{\upsilon}_{-s}] = \upsilon'_s\bar{\upsilon}_{-s} - \upsilon'_{-s}\upsilon_s$$

where we have used a $'$ to denote $d/dr_s$. Due to (34), both $\upsilon_s$ and $\bar{\upsilon}_{-s}$ solve the same equation, and hence the Wronskian is conserved,

$$W[\upsilon_s, \bar{\upsilon}_{-s}] = 0 .$$

(35)
We now make a scattering ansatz for $R_s(r)$ which is purely ingoing at the horizon and a superposition of an ingoing and an outgoing part at infinity,

$$R_s(r) \sim \begin{cases} 
Y_{\text{hole},s} \Delta^{-s/2} e^{-ik_+ r_+}, & \text{at } r = r_+ \\
Y_{\text{in},s} e^{-i\omega r_+ s} + Y_{\text{out},s} e^{i\omega r_+ s}, & \text{at } r = \infty.
\end{cases} \tag{36}$$

Here we have intentionally left the normalization of the ingoing mode free. The fact that the Wronskian is conserved gives the identity

$$-4Mr_+ (ik_+ + \kappa_+) Y_{\text{hole},s} \overline{Y_{\text{hole},-s}} = -2i\omega Y_{\text{in},s} \overline{Y_{\text{in},-s}} + 2i\omega Y_{\text{out},s} \overline{Y_{\text{out},-s}}. \tag{37}$$

Following Teukolsky and Press (1974), see also Starobinsky and Churilov (1974), we now use the Teukolsky-Starobinsky Identities (TSI) to establish a relation between the fields with spin weights $s, -s$. Define the operators $\mathcal{D}, \mathcal{D}^\dagger$ by $\mathcal{D} = (d/dr - iK/\Delta)$ and $\mathcal{D}^\dagger = \mathcal{D}(-\omega, -m)$. For real $\omega$ the dagger operation is identical with a complex conjugation. The TSI for the solutions of the radial Teukolsky equation are Chandrasekhar (1998), see also Kalnins, Miller, and Williams (1989); Fiziev (2009),

$$\Delta^{s/2} \mathcal{D}^{2s} \Delta^{s/2} R_s = C_s R_s \tag{38a}$$

$$\Delta^{s/2} \mathcal{D}^{12s} \Delta^{s/2} R_s = \overline{C_s R_s} \tag{38b}$$

where $C_s$ are constants depending on the parameters $s, a, M, m, \omega$, and the separation constant $\Lambda$.

**Remark 6.** The TSI can be understood as saying that the operator $\Delta^{s/2} \mathcal{D}^{2s} \Delta^{s/2}$ applied to $R_{-s}$ is proportional to a solution $R_s$ of the radial Teukolsky equation with spin weight $s$ and vice versa. In applying the TSI we thus restrict to solutions $R_s, R_{-s}$ satisfying this condition. It can be shown, cf. Aksteiner, Andersson, and Bäckdahl (2016) and references therein, that if the spin-weighted fields $R_s, R_{-s}$ are the radial functions corresponding to the components with extreme spin weight of a field satisfying the spin-$s$ test field equations on the Kerr background, then the TSI hold.

Applying (38) to the asymptotic solutions of $R_{\pm s}$ at the horizon and at infinity, and comparing leading order terms gives relations between $Y_{\text{hole},\pm s}$, $Y_{\text{in},\pm s}$, and $Y_{\text{out},\pm s}$. Some calculations give the identity

$$A_s |Y_{\text{hole},s}|^2 = |Y_{\text{in},s}|^2 - B_s |Y_{\text{out},s}|^2 \tag{39}$$
where
\[ B_s = \frac{(2\omega)^{4s}}{|C_s|^2}, \quad B_{-s} = B_s^{-1} \] \hspace{1cm} (40)
and \( A_s \) are given by
\[ A_{-s} = \begin{cases} \left( \frac{2Mr_+}{\omega} \right)^{2s+1} \prod_{n=0}^{[s]} (k_+^2 + (s-n)^2\kappa_+^2) & \text{if } s = 0, 1, 2, \ldots \\ \left( \frac{2Mr_-}{\omega} \right)^{2s+1} \prod_{n=0}^{\lfloor s \rfloor} (k_+^2 + (s-n)^2\kappa_+^2) & \text{if } s = \frac{1}{2}, \frac{3}{2}, \ldots \end{cases} \] \hspace{1cm} (41)
where \([s]\) is the integer part of \( s \), i.e. the largest integer less than or equal to \( s \). The reflection and transmission coefficients \( R_s, T_s \) are defined as
\[ R_s = B_s \frac{|Y_{\text{out},s}|^2}{|Y_{\text{in},s}|^2}, \quad T_s = A_s \frac{|Y_{\text{hole},s}|^2}{|Y_{\text{in},s}|^2} \] and
\[ R_{-s} = B_{-s} \frac{|Y_{\text{out},-s}|^2}{|Y_{\text{in},-s}|^2}, \quad T_{-s} = A_{-s} \frac{|Y_{\text{hole},-s}|^2}{|Y_{\text{in},-s}|^2} \] Then \( R_s \) represents the fraction of the ingoing wave energy which is reflected out to infinity, while \( T_s \) represents the fraction which is transmitted into the black hole. By construction we have the conservation law \( R_s + T_s = 1 \).

From the values of the coefficients \( A_s \) given in (41) we see that for integer spins, \( A_s \) changes sign with \( \omega k_+ \), while for half-integer spins, \( A_s \) is positive. This means that when \( 0 < \omega/m < \omega_+ \), the reflection coefficient for a field with integer spin will be greater than unity. This phenomenon is known as superradiance.

If \( A_s > 0 \), i.e. for the non-superradiant frequencies or for the half-integer spins, then \( R_s < 1 \). In particular, this implies that if \( Y_{\text{in},s} = 0 \), then also \( Y_{\text{out},s} = 0 \) so that a solution with no incoming radiation must be zero. Thus, in these cases mode stability holds for real frequencies, and the classical scattering analysis given here is sufficient to prove Theorem 1.

Remark 7. The fact that the coefficient \( A_{\pm \frac{1}{2}} \) is positive also for superradiant frequencies is known and follows from the fact that the spin-\( \frac{1}{2} \) field admits a future directed conserved current; see Mason and Nicolas (1998) concerning the spin-3/2 case.

It remains to determine the square modulus of the constants \( C_s \) in (38). For this purpose we apply \( \Delta^{s/2}D^{1^{2s}}\Delta^{s/2} \) to (38a) and use (38b) to get
\[ \Delta^{s/2}D^{1^{2s}}\Delta^{s/2}D^{2s}\Delta^{s/2}R_{-s} = |C_s|^2 R_{-s} \] \hspace{1cm} (42)
\[ \text{3 For the current considerations this has been checked up to } s = 2 \text{ but it can be expected that the relation holds for all half-integer spins } s \geq 0. \]
The left hand side can now be evaluated using the TME for $R_{-s}$.

One finds

$$|C_1|^2 = \Lambda + \frac{1}{2}$$

(43a)

$$|C_1|^2 = (\Lambda + 1)^2 + 4am\omega - 4a^2\omega^2$$

(43b)

$$|C_2|^2 = (\Lambda + \frac{3}{2})^3 + (\Lambda + \frac{3}{2})^2 + 16(\Lambda + \frac{3}{2})(a^2\omega^2 - am\omega) - 16a^2\omega^2$$

(43c)

$$|C_2|^2 = (\Lambda + 2)^4 + 4(\Lambda + 2)^3 + 4(\Lambda + 2)^2(1 + 10am\omega - 10a^2\omega^2)$$

(43d)

$$+ 48(\Lambda + 2)(am\omega + a^2\omega^2) + 144\omega^2(a^2m^2 + M^2 - 2a^3m\omega + a^4\omega^2)$$

III. INTEGRAL TRANSFORMATIONS

It is convenient to transform the radial Teukolsky equation to its canonical form before introducing the integral transform that shall be used. The rescaling

$$R(r) = (r - r_-)^{\eta - s/2}(r - r_+)^{\xi - s/2}e^{-i\omega r}g(r)$$

(44)

puts the radial Teukolsky equation in canonical form. Letting

$$\gamma = 2\eta - s + 1$$

(45a)

$$\delta = 2\xi - s + 1$$

(45b)

$$p = -2i\omega$$

(45c)

$$\alpha = 1 - 2s$$

(45d)

$$\sigma = -\Lambda - 2ir_-(1 - 2s)\omega - s$$

(45e)

we have that $R_R = 0$ is equivalent to

$$T_r g(r) = 0$$

(46)

where

$$T_r h(r) = (r - r_-)(r - r_+)\frac{d^2h}{dr^2}$$

$$+ (\gamma(r - r_+) + \delta(r - r_-) + p(r - r_-)(r - r_+))\frac{dh}{dr} + (\alpha p(r - r_-) + \sigma)h$$

(47)

For $s = 1$ and $s = 2$ this agrees with the expressions obtained in (Teukolsky and Press, 1974) and (Chandrasekhar, 1998) after taking into account the different conventions used there.
is a Heun operator in canonical form, with parameters $\gamma, \delta, p, \alpha, \sigma$.

Let $\tilde{T}$ be a new Heun operator with different parameters given by

\begin{align*}
\tilde{\gamma} &:= \alpha = 1 - 2s \\
\tilde{\delta} &:= \gamma + \delta - \alpha = 1 - 4iM\omega \tag{48a} \\
\tilde{p} &:= p \tag{48b} \\
\tilde{\alpha} &:= \gamma = 1 - s + 2\eta \tag{48c} \\
\tilde{\sigma} &:= \sigma \tag{48d}
\end{align*}

and let $f(x, r)$ be defined as

$$f(x, r) = e^{-\frac{(x-r_-)(r-r_+)}{r^2}}. \tag{49}$$

With the above choice of parameters for $\tilde{T}$ we have that

$$(\tilde{T}_x - T_r)f(x, r) = 0. \tag{50}$$

As we shall see, this means that we can use $f(x, r)$ as the kernel for an integral transformation between solutions of these two Heun equations. Let a contour $C$ in the complex $r$-plane be given and let $g(r)$ be a solution to (47) with parameters as in (45). Defining $\tilde{g}(x)$, following Whiting (1989), by

$$\tilde{g}(x) = \int_C f(x, r)(r - r_-)^{\gamma - 1}(r - r_+)^{\delta - 1}e^{pr}g(r)dr, \tag{51}$$

we have that

$$\tilde{T}_x\tilde{g}(x) = \int_C \tilde{T}_xf(x, r)(r - r_-)^{\gamma - 1}(r - r_+)^{\delta - 1}e^{pr}g(r)dr$$

$$= \int_C T_rf(x, r)(r - r_-)^{\gamma - 1}(r - r_+)^{\delta - 1}e^{pr}g(r)dr$$

$$= (r - r_-)^{\gamma}(r - r_+)^{\delta}e^{pr}\left(\frac{df(x, r)}{dr}g(r) - f(x, r)\frac{dg(r)}{dr}\right)\Bigg|_{\partial C} \tag{52}$$

$$+ \int_C f(x, r)(r - r_-)^{\gamma - 1}(r - r_+)^{\delta - 1}e^{pr}T_rg(r)dr.$$

The last step is an integration by parts. Note that the expression in the last line vanishes identically, because $g(r)$ satisfies (47). Hence, provided the integral in (51) converges and the boundary condition

$$(r - r_-)^{\gamma}(r - r_+)^{\delta}e^{pr}\left(\frac{df(x, r)}{dr}g(r) - f(x, r)\frac{dg(r)}{dr}\right)\Bigg|_{\partial C} = 0 \tag{53}$$
is satisfied, we see that $\tilde{g}$ satisfies the transformed equation

$$\tilde{T}_g \tilde{g}(x) = 0$$  \hspace{1cm} (54)

Using the parameters $\text{(45)}$ in equation $\text{(51)}$ and using the relation $\text{(44)}$ we can write $\tilde{g}$ in the form

$$\tilde{g}(x) = \int_C e^{2i\omega(x-r_-)(x-r_+)/(r_+-r_-)} (r-r_-)^{2\eta-s} (r-r_+)^{2\xi-s} e^{-2i\omega r} g(r) dr$$  \hspace{1cm} (55a)

$$= \int_C e^{2i\omega(x-r_-)(x-r_+)/(r_+-r_-)} (r-r_-)^{\eta-s/2} (r-r_+)^{\xi-s/2} e^{-i\omega r} R(r) dr$$  \hspace{1cm} (55b)

**Remark 8.** Assuming no incoming radiation for $R$, we have

$$(r-r_-)^{\eta-s/2} (r-r_+)^{\xi-s/2} e^{-i\omega r} R(r) \sim \begin{cases} (r-r_+)^{2\xi-s} & \text{for $r \to r_+$} \\ r^{-2s-1} & \text{for $r \to \infty$} \end{cases}$$  \hspace{1cm} (56)

**A. Transforming to self-adjoint and Schrödinger form**

We now transform $\text{(54)}$ to self-adjoint form, by the s-homotopic transformation

$$u(x) = (x-r_-)^{-s} (x-r_+)^{-2iM\omega} e^{-i\omega x} \tilde{g}(x)$$  \hspace{1cm} (57)

Then $u$ satisfies the equation

$$\partial_x \Delta \partial_x u(x) + \tilde{V}_0(x) u(x) = 0$$  \hspace{1cm} (58)

where

$$\tilde{V}_0(x) = -\Lambda + \Delta \omega^2 \left( \frac{x+r_-}{x-r_+} \right)^2 - 4i\omega(x-r_-)\eta - \frac{x-r_+}{x-r_-} s^2$$  \hspace{1cm} (59)

Let $x_*$ be the tortoise coordinate corresponding to $x$,

$$dx_* = \frac{x^2 + a^2}{\Delta} dx$$

Then, writing $' = d/dx_*$, and defining

$$U = (x^2 + a^2)^{1/2} u,$$  \hspace{1cm} (60)

we have the Schrödinger form of the transformed equation,

$$U'' + \tilde{V} U = 0,$$  \hspace{1cm} (61)

where now

$$\tilde{V} = \frac{\Delta}{(x^2 + a^2)^2} \tilde{V}_0 - V_{\text{resc}}$$  \hspace{1cm} (62)

with $V_{\text{resc}}$ as in $\text{(32)}$.  


Remark 9. For \( \omega \in \mathbb{R} \), the potential \( \tilde{V} \) given by (62) is real. Hence if \( U \) is a solution to (61) the Wronskian \( W[U, \bar{U}] = U'\bar{U} - \bar{U}'U \) is conserved, \( W' = 0 \), where \( \bar{U} \) denotes the complex conjugate of \( U \).

\[
\tilde{V}\Big|_{x=r_+} = \frac{(r_+-r_-)^2}{r_+^2} \omega^2, \quad \lim_{x \to \infty} \tilde{V}(x) = \omega^2
\]

Remark 10. In the paper [Shlapentokh-Rothman, 2015] where the problem of mode stability on the real axis is considered for the case \( s = 0 \), the integral transform (55) is applied with the contour \( \mathcal{C} \) consisting of the real half-line starting at \( r_+ \), \( \mathcal{C} = [r_+, \infty) \), to define \( \tilde{g}(x) \) for \( x \) with positive imaginary part. The function \( \tilde{g}(x) \) is then extended to a domain including the real half line \( [r_+, \infty) \) in the \( x \)-plane, and this extension is used to yield a solution to the Schrödinger type equation (61) (denoted \( \tilde{u} \) in [Shlapentokh-Rothman, 2015]).

In this context it is important to emphasize that with \( \mathcal{C} = [r_+, \infty) \), for real \( x \) the integral transform defining \( \tilde{g}(x) \) does not converge absolutely, the integral form of \( \partial_x \tilde{g}(x) \) obtained by differentiating under the integral sign is divergent, and the boundary condition (53) fails to be satisfied. In particular, the representation (55) of \( \tilde{g}(x) \) fails to be valid for \( x \in [r_+, \infty) \) and hence the solution \( \tilde{g}(x) \) to (54) constructed by this extension procedure is different from the function defined by the integral (55).

IV. LIMITS

Recall [Montgomery and Vaughan, 2006, Theorem C.2] that for \( \Re \zeta > 0 \),

\[
\int_0^\infty e^{-x} x^{\zeta-1} dx = \Gamma(\zeta), \quad \text{(Euler’s integral)}.
\]

where \( \Gamma(\zeta) \) is the Gamma function. The Gamma function extends to a meromorphic function on the complex plane with simple poles at the non-positive integers. Let \( \rho > 0 \) and let \( \mathcal{H} \) be the contour in the complex \( z \)-plane which consists of the half line from \( -\infty - i\rho \) to \( -i\rho \), the semi-circle of radius \( \rho \) connecting \( -i\rho \) with \( i\rho \) and the half line from \( i\rho \) to \( i\rho - \infty \), see figure 2. Then for \( \zeta \in \mathbb{C} \) we have [Montgomery and Vaughan, 2006, Theorem C.3],

\[
\frac{1}{2\pi i} \int_{\mathcal{H}} e^{z} z^{-\zeta} dz = \frac{1}{\Gamma(\zeta)}, \quad \text{(Hankel’s integral)}.
\]

(64)
Among the many relations known for the Gamma function, we also recall the product formula\cite{Montgomery and Vaughan 2006 Eq. (C.6)}

\[\Gamma(\zeta)\Gamma(1 - \zeta) = \frac{\pi}{\sin(\pi\zeta)}\]

We now consider the integral transform (55) for a contour \(C\). We restrict to the case

\[\omega > 0.\]

and to contours \(C\) such that the integral (55) converges, and the boundary condition (53) is satisfied.

Let

\[\nu = 2\omega(x - r_-)/(r_+ - r_-),\]

and define

\[h(r) = (r - r_-)^{\eta-s/2}(r - r_+)^{-\xi+s/2}e^{-i\omega r}R(r)\]  \hspace{1cm} (65)

We note that in view of (56), we have

\[h(r) \sim \begin{cases} 1 & \text{for } r \to r_+ \\ r^{-2\xi-s-1} & \text{for } r \to \infty \end{cases}\]  \hspace{1cm} (66)

We have the following corollary to Lemma 4.

**Corollary 11.** Let \(h\) be given by (65). Then, \(h\) is analytic on the complex plane except at the singular points \(r_-, r_+\) of the radial Teukolsky equation, where \(h\) may have branch points.

Further, it holds that

1. In the non-resonant case, \(\xi \neq 0\) or \(s\) not a positive integer, \(h(r)\) is analytic at \(r_+\).

2. Let \(S\) be the circular sector defined in Lemma 4. Then

\[h(r) = O(r^{-s-1})\]

holds in \(S\).
Remark 12. By Lemma 4, \( h \) is analytic for \( |r - r_+| < |r_+ - r_-| \) if \( s \leq 0 \).

A calculation shows

\[
\lim_{r \to r_+} |h(r)|^2 = |r_+ - r_-|^{-2s} \lim_{r \to r_+} \Delta^s |R(r)|^2
\]

For a given \( C \), we define, after choosing a suitable branch of \( h \) if necessary,

\[
I(\nu, \alpha) = \int_C e^{i\nu(r-r_+)}(r-r_+)^\alpha h(r)dr
\]

Then

\[
\tilde{g}(x) = e^{i\nu(x)(r_+-r_-)}I(\nu(x), 2\xi - s)
\]

In the rest of this section, we shall calculate the limit \( \lim_{\nu \to \infty} \nu^{\alpha+1}I(\nu, \alpha) \). This argument is closely related to the proof of Watson’s Lemma, cf. (Wang and Guo 1989, §1.9), which can be used to derive an expansion at \( \nu = \infty \) of this expression.

A. The case \( s > 0 \)

Let \( \rho_0 > 0 \) be small. We choose \( C \) to be the rotated Hankel type contour in the complex \( r \)-plane which consists of the half line from \( i\infty + r_+ - \rho_0 \) to \( r_+ - \rho_0 \), the semicircle of radius \( \rho_0 \) connecting \( r_+ - \rho_0 \) with \( r_+ + \rho_0 \), and the half line from \( r_+ + \rho_0 \) to \( i\infty + r_+ + \rho_0 \), see figure 3. Using this contour in the definition of \( \tilde{g}(x) \), we find that due to the exponential decay of

\[
\text{FIG. 3.}
\]

the kernel \( e^{i\nu(r-r_+)} \) for \( \Re r \nearrow\infty \), the boundary condition (53) is satisfied with this choice of \( C \) and hence \( \tilde{g}(x) \) is a solution to the transformed equation (54).

We calculate

\[
I(\nu, \alpha) = \int_C e^{i\nu(r-r_+)}(r-r_+)^\alpha h(r)dr
\]
substitute \( \nu(r - r_+) = -it \)

\[
(-i)^{\alpha+1} \nu^{-\alpha-1} \int_{\mathcal{C}_t} e^{t h} h(r_+ - \nu^{-1} it) dt
\]

(69)

where \( \mathcal{C}_t \) coincides with the Hankel contour with \( \rho = \nu \rho_0 \).

A limiting argument together with Hankel’s integral formula (64) now yields the following result.

**Lemma 13.** Let \( \mathcal{C} \) be the contour as in figure 3, and let \( h \) satisfy the conclusions of Corollary 11. Then it holds that

\[
\lim_{\nu \to \infty} \nu^{\alpha+1} I(\nu, \alpha) = (-i)^{\alpha+1} \frac{2\pi i}{\Gamma(-\alpha)} h(r_+)
\]

**Proof.** If \( r_+ \) is a branch point for \( h \), we choose a branch of \( h \) by cutting the complex plane along the half line in the imaginary direction starting at \( r_+ \), see figure 3. In view of its definition, the integral \( I(\nu, \alpha) \) is independent of \( \rho_0 \). Hence we can set \( \rho_0 = \nu^{-1} \rho \) so that \( \mathcal{C}_t \) coincides with the Hankel contour. Starting from (69) we have,

\[
\lim_{\nu \to \infty} \nu^{\alpha+1} I(\nu, \alpha) = \lim_{\nu \to \infty} (-i)^{\alpha+1} \int_{\mathcal{C}_t} e^{t h} h(r_+ - \nu^{-1} it) dt
\]

\[
= (-i)^{\alpha+1} h(r_+) \int_{\mathcal{H}} e^{t h} dt
\]

\[
= (-i)^{\alpha+1} \frac{2\pi i}{\Gamma(-\alpha)} h(r_+)
\]

where in the last step we used (64).

**Corollary 14.** Assume that \( R \) is a solution of the radial Teukolsky equation with \( \omega > 0 \), and with no incoming radiation. Let \( U \) be defined via (60) and the integral transform (55) with the contour \( \mathcal{C} \) as in figure 3. Then \( U \) solves (61) and satisfies

\[
\lim_{x \to \infty} |U(x)| = C \lim_{r \to r_+} \Delta^{s/2} |R(r)|
\]

(70)

where

\[
C = \left( \frac{r_+ - r_-}{2\omega} \right)^{-s+1} \frac{2\pi}{|\Gamma(s - 2\xi)|} |r_+ - r_-|^{-s}
\]

(71)

and the limit on the left hand side of equation (70) is taken along the real axis.

**Proof.** Due to the exponential decay of the kernel as \( \Im r \to \infty \), the integral (55) converges, and the boundary condition (53) is satisfied. Therefore \( \tilde{g} \) solves (54) and \( U \) solves (61).
order to evaluate the limit of $U$ at $x = \infty$, we use Lemma \[13\]. We have

$$
\lim_{x \to \infty} |U(x)| = \lim_{x \to \infty} |x^{-s+1}\tilde{g}(x)|
= \left(\frac{r_+ - r_-}{2\omega}\right)^{-s+1} \lim_{\nu \to \infty} \nu^{-s+1}|I(\nu, 2\xi - s)|
= \left(\frac{r_+ - r_-}{2\omega}\right)^{-s+1} \frac{2\pi}{|\Gamma(s - 2\xi)|}\lim_{r \to r_+} |r_+ - r_-|^{-s}\Delta^{s/2}|R(r)|
$$

\[\square\]

**Remark 15.** With the above choice of contour, Corollary \[14\] is valid for arbitrary $s$. For $s > 0$, $C$ defined by (71) is bounded and non-zero. However, if $\xi = 0$, then with $s$ a non-positive integer, the constant $C$ will vanish. Therefore, we shall in the next subsection consider a different contour which is more suitable for the case $s \leq 0$.

**B. The case $s \leq 0$**

We consider the contour $C$ consisting of the half line connecting $r_+$ with $i\infty$, i.e.

$$
C = \{ r \in [r_+, i\infty) \},
$$

see figure 4. Due to the exponential decay of the kernel $e^{i\nu(r-r_+)}$ as $\Im r \to \infty$, the boundary condition at $i\infty$ is automatically satisfied. Further, due to $g(r) \sim 1$ at $r = r_+$, the boundary condition at $r = r_+$ is satisfied. Thus, with this choice of contour we have that $\tilde{g}(z)$ is a solution to the transformed equation (54).

Starting with $I(\nu, \alpha)$ defined by (68), we calculate

$$
I(\nu, \alpha) = \int_C e^{i\nu(r-r_+)}(r - r_+)^{\alpha}h(r)dr
$$
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substitute \( \nu(r - r_+) = it \)

\[
= i^{\alpha + 1} \nu^{-\alpha - 1} \int_0^\infty e^{-t} t^\alpha h(r_+ + \nu^{-1} it)dt
\]

A limiting argument together with Euler’s integral formula (63) now yields the following result which is the analog of Lemma 13.

**Lemma 16.** Assume that \( h \) satisfies the conclusions of Corollary 11. Then it holds that

\[
\lim_{\nu \to \infty} \nu^{\alpha + 1} I(\nu, \alpha) = i^{\alpha + 1} \Gamma(\alpha + 1) h(r_+)
\]

Using the definitions we obtain the following analog of Corollary 14

**Corollary 17.** Assume that \( R \) is a solution of the radial Teukolsky equation with \( \omega > 0 \) and with no incoming radiation. Assume \( s \leq 0 \) and let \( U \) be given by (60), and defined via the integral transform (55) with the contour \( C \) given by (72). Then \( U \) solves (61), and we have

\[
\lim_{x \to \infty} |U(x)| = C \lim_{x \to r_+} \Delta^{s/2}|R(r)|
\]

where

\[
C = \left( \frac{r_+ - r_-}{2\omega} \right)^{-s+1} |\Gamma(2\xi - s + 1)||r_+ - r_-|^{-s}
\]

**Proof.** The fact that \( U \) solves (61) follows as in Corollary 14 due to the exponential decay of the kernel as \( \Re r \to \infty \). Lemma 16 yields

\[
\lim_{x \to \infty} |U(x)| = \lim_{x \to \infty} |x^{-s+1} \tilde{g}(x)|
\]

\[
= \left( \frac{r_+ - r_-}{2\omega} \right)^{-s+1} \lim_{\nu \to \infty} \nu^{-s+1} |I(\nu, 2\xi - s)|
\]

\[
= \left( \frac{r_+ - r_-}{2\omega} \right)^{-s+1} |\Gamma(2\xi - s + 1)||r_+ - r_-|^{-s} \lim_{r \to r_+} (\Delta^{s/2}|R(r)|)
\]

Remark 18. For \( s \leq 0 \), \( C \) defined by (74) is bounded and non-zero.

**V. MODE STABILITY ON THE REAL AXIS**

We are now ready to prove our main result.
**Theorem 19.** Assume that \( \omega > 0 \) and that \( R \) is a solution of the radial Teukolsky equation with no incoming radiation. Then \( R = 0 \).

**Proof.** We first consider the case \( s \leq 0 \). Let \( U(x) \) be given by (60) and constructed via the integral transform (55) as explained above. By corollary 17, \( U(x) \) solves (61). By Remark 9 the Wronskian \( W[U, \bar{U}] = U'\bar{U} - \bar{U}'U \) is conserved, \( W' = 0 \). From the definition of \( U \), we can write it as

\[
U(x) = Z(x)I(\nu(x), 2\xi - s).
\]

where

\[
Z(x) = (x^2 + a^2)^{1/2}(x - r_-)^{-s}(x - r_+)^{-2iM\omega}e^{-i\omega x}e^{i\nu(x)(r_+ - r_-)}
\]

(75)

We have

\[
W[U, \bar{U}] = W[Z, \bar{Z}]I\bar{I} + W[I, \bar{I}]ZZ
\]

(76)

From (68) we have by differentiating under the integral sign,

\[
\frac{d}{dx}I(\nu, \alpha) = i \frac{d\nu}{dx}I(\nu, \alpha + 1)
\]

(77)

where

\[
\frac{d\nu}{dx} = \frac{2\omega}{r_+ - r_-}
\]

(78)

Write \( Z' = dZ/dx \) as in section III. For \( x \to r_+ \), we have

\[
Z' = \frac{\Delta}{x^2 + a^2} \left( \frac{-2iM\omega}{x - r_+} \right) Z(x) + O(x - r_+)
\]

\[
= \frac{r_+ - r_-}{r_+^2 + a^2}(-2iM\omega)Z(x) + O(x - r_+)
\]

\[
= -4iM\kappa_+\omega Z(x) + O(x - r_+)
\]

This gives

\[
W[Z, \bar{Z}](r_+) = -16iM^2\kappa_+\omega r_+(r_+ - r_-)^{-2s}
\]

In view of the discussion above \( I(\nu(x), \alpha) \) and \( dI(\nu(x), \alpha)/dx \) have well defined limits at \( x = r_+ \), and hence

\[
\lim_{x \to r_+} \frac{dI(\nu(x), \alpha)}{dx} = 0
\]

This gives

\[
W[U, \bar{U}](r_+) = W[Z, \bar{Z}](r_+)I(\nu(r_+), 2\xi - s)\bar{I}(\nu(r_+), 2\xi - s)
\]
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In particular,
$$iW[U, \bar{U}](r_+) > 0$$  \hspace{1cm} (79)
for \(|a| < M\). We now consider the limit \(x \to \infty\). Equations (75) and (78) give for large \(x\),
$$Z' = (i\omega + O(1/x))Z(x)$$  \hspace{1cm} (80)
which yields
$$Z'(x)\bar{Z}(x) = (i\omega + O(1/x))Z(x)\bar{Z}(x)$$
From (77) and corollary 17, we have that
$$\frac{dI(\nu(x), \alpha)}{dx_*} = O(1/x)I(\nu(x), \alpha)$$
for large \(x\). This means that
$$\lim_{x \to \infty} W[U, \bar{U}](x) = \lim_{x \to \infty} W[Z, \bar{Z}](x)|I(\nu(x), 2\xi - s)|^2$$
$$= 2i\omega \lim_{x \to \infty} |Z(x)|^2|I(\nu(x), 2\xi - s)|^2$$
$$= 2i\omega \lim_{x \to \infty} |U(x)|^2$$
Write \(|U(\infty)|^2 = \lim_{x \to \infty} |U(x)|^2\) and \(|U(r_+)|^2 = \lim_{x \to r_+} |U(x)|^2\). The conservation property of the Wronskian gives for \(\omega > 0\) and \(|a| < M\)
$$0 = i(W(\infty) - W(r_+))$$
$$= -2 \omega |U(\infty)|^2 - iW(r_+)$$
In view of (79) this can hold only if \(|U(\infty)|^2 = 0\) and \(|U(r_+)|^2 = 0\), which implies \(U(x) \equiv 0\). Taking into account the definition of \(U(x)\), this implies that \(R_{+,1}(r_+) = 0\), and hence that \(R(r) \equiv 0\).
For the case \(s = s > 0\) we shall present two alternative approaches. Let \(R_s\) denote a solution to the radial Teukolsky equation with no incoming radiation. It is straightforward to check that the TSI relation (38b) yields a solution \(R_{-s}\) with no incoming radiation. In order to demonstrate that \(R_s = 0\) it suffices to show that the solution \(R_{-s}\) defined by
$$R_{-s} = \Delta^{s/2}\mathcal{D}^{12s}\Delta^{s/2}R_s$$  \hspace{1cm} (81)
is non-vanishing. This follows due to the asymptotic form of $R_s$ given by (30), and the fact that $\mathcal{D}^t$ is to leading order

$$\mathcal{D}^t = \frac{d}{dr} + i\omega + O(1/r)$$

Arguing as in the first part of the proof, we find that $R_{-s}$ must vanish, and hence also $R_s$.

An second, alternate argument for the case $s > 0$ can be given as follows. For the non-resonant case, with $s > 0$ we can argue along exactly the same lines as in the first part of the proof, but with corollary 14 playing the role of corollary 17. Finally, for the resonant case, with $\xi = 0$ and $s$ a positive integer, we can apply the scattering relation (39). In the resonant case, we have $k_+ = 0$ which yields that the transmission coefficient vanishes, $\mathcal{T}_s = 0$. Assuming no incoming radiation, this yields

$$Y_{\text{hole},s} = 0$$

We now show that for spins $s = 1, 2$, the TSI constant $C_s$ given in equation (43) is non-vanishing in the case of resonant frequencies, $k_+ = 0$, where $k_+$ is given by (11). If $k_+ = 0$, then $\omega = am/(2Mr_+)$. For $s = 1$, this gives

$$|C_1|^2 = (\Lambda + 1)^2 + 4am\omega - 4a^2\omega^2 = (\Lambda + 1)^2 + (8Mr_+ - 4a^2)\omega^2 > 0.$$  

For $s = 2$, $3C_2 = 12M\omega$, cf. Teukolsky and Press (1974, Eq. (3.25)), see also Chandrasekhar (1998, p. 462-463). This shows that $|C_2|^2 > 0$. Hence, $R_s = 0$, which completes the proof of Theorem 19.

Remark 20. The radial Teukolsky equation (7a) has conserved Wronskian

$$W_{R}[R_1, R_2] = \Delta \partial_r R_1 R_2 - \Delta R_1 \partial_r R_2,$$

i.e. $\partial_r W_{R}[R_1, R_2] = 0$ if $R_1, R_2$ solve (7a). Let $R_{\text{hor}}$ and $R_{\text{out}}$ be solutions of the radial Teukolsky equation which are ingoing at the horizon and outgoing at infinity, respectively. Theorem 19 implies that $W_{R}[R_{\text{hor}}, R_{\text{out}}]$ is non-vanishing.

Consider an inhomogenous version of the radialy Teukolsky equation,

$$RR = F$$  \hspace{1cm} (82)

5 The inference we want to draw from equation (81) is that if $R_{-s} = 0$ then $R_s = 0$ must also hold. The argument for this fails at algebraically special modes (Chandrasekhar 1984). However, this fact is not an obstacle to our inference since algebraically special modes do not have no incoming radiation in the sense of definition 3 and occur in case $C_s$ vanishes, which does not happen for real frequencies.
In view of the above, we can use the method of variation of parameter to find a particular solution to (82),
\[
R(r) = \frac{1}{W_R[R_{out}, R_{hor}]} \left( R_{hor}(r) \int_r^\infty R_{out}(t) F(t) dt + R_{out}(r) \int_{r+}^r R_{hor}(t) F(t) dt \right)
\]
Due to the regular dependence of $W_R$ on $\omega$ this can in principle be used to estimate the solution of the inhomogenous Teukolsky equation. This fact is related to the so-called quantitative mode stability, cf. Shlapentokh-Rothman (2015).
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