An overview of the gravitational spin Hall effect
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In General Relativity, the propagation of electromagnetic waves is usually described by the vacuum Maxwell’s equations on a fixed curved background. In the limit of infinitely high frequencies, electromagnetic waves can be localized as point particles, following null geodesics. However, at finite frequencies, electromagnetic waves can no longer be treated as point particles following null geodesics, and the spin angular momentum of light comes into play, via the spin-curvature coupling. We will refer to this effect as the gravitational spin Hall effect of light. Here, we review a series of theoretical results related to the gravitational spin Hall effect of light, and we compare the predictions of different models. The analogy with the spin Hall effect in Optics is also explored, since in this field the effect is well understood, both theoretically and experimentally.
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INTRODUCTION

In General Relativity, the motion of free falling particles is described by causal geodesics. A priori, this motion does not take into account the internal structure of these particles. However, it should be expected that the internal structure, such as the spin degree of freedom, has an influence on the motion, as is the case in other fields, such as Optics and Condensed Matter Physics. In General Relativity, attempts to describe how this internal structure corrects the motion of a body has, for instance, been addressed by Mathisson, Papapetrou, and Dixon, in their celebrated equations. Nonetheless, there exist numerous examples where the spin degree of freedom affects the dynamics of fields and particles. One such important effect is the spin Hall effect.

Spin Hall effects

In Condensed Matter Physics, the spin Hall effect (SHE) of electrons was first predicted in 1971 [73, 74], and describes the appearance of a spin current, transverse to the electric charge current propagating in a material. The effect was first observed by Bakun et al. in 1984 [12] as the inverse spin Hall effect, and only later on, in 2004, was the direct spin Hall effect observed in semiconductors [108]. The source of this effect is the relativistic spin-orbit coupling between a particle’s spin and its center of mass motion inside a potential. Detailed reviews about the SHE of electrons can be found in [72, 176].

A similar effect, called the spin Hall effect of light (SHE-L), is present in the case of electromagnetic waves propagating inside an inhomogeneous optical medium. In this case, the spin-orbit coupling comes from the interaction of the polarization degree of freedom with the gradient of the
refractive index of the medium, resulting in a transverse shift of the wave packet motion, in a direction perpendicular to the gradient of the refractive index. The first known forms of a SHE-L are the Goos–Hänchen effect [89], originally reported in 1947, and the Imbert–Fedorov effect [81, 103], reported in 1955. These effects involve polarization-dependent transverse shifts of light beams undergoing refraction or total internal reflection. A recent review of these effects can be found in [34]. Later on, polarization-dependent propagation of light inside an inhomogeneous optical medium was reported under the name “optical Magnus effect” [65, 116], in analogy with the Magnus effect experienced by spinning objects moving through a fluid. This was followed by the work of Onoda et al. [137] (who introduced the term “Hall effect of light”), Bliokh et al. [35–37] and Duval et al. [66, 68, 69]. The first experimental observation of the SHE-L came in 2008 [37, 102]. Reviews about the current state of the research can be found in [39, 119].

Gravitational spin Hall effect

The purpose of this paper is to review the existing attempts to describe a gravitational spin Hall effect (G-SHE). Considering the dynamics of a localized wave packets or a spinning particle, by G-SHE we mean any spin dependent correction of this dynamics, in comparison to the dynamics of a scalar field or geodesic motion. This should extend to General Relativity the spin Hall effects known from Condensed Matter Physics and Optics. The role of the inhomogeneous medium is now played by spacetime itself, and the spin-orbit coupling is a consequence of the interaction between the spin degree of freedom and the curvature of spacetime. This effect is expected to be present for all spin-fields (some examples are the Dirac field, electromagnetic waves and linear gravitational waves) propagating in a non-trivial, fixed spacetimes. Throughout this review, our main focus will be on the G-SHE of light, since the corresponding effects for other spin-fields are similar, and most of the relevant literature focuses on the propagation of light, and electromagnetic waves in general.

One motivation for studying the G-SHE comes from the fact that electromagnetic waves propagating in curved spacetimes are formally described by the same set of equations as electromagnetic waves propagating inside some optical medium, in flat spacetime. The properties of the optical medium can be related to the components of the metric tensor describing the curved spacetime. The experimental observation of the SHE-L in inhomogeneous optical media, together with the correspondence to curved spacetimes, suggests that this effect might as well play a role for waves propagating in curved spacetimes, in which context it is usually neglected. It is conceivable that the G-SHE might have experimentally observable consequences, for example, in the form of corrections to gravitational lensing.

However, in curved spacetime new conceptual difficulties emerge. For example, in inhomogeneous optical media, the modification of the ray trajectories of light does not present a problem for the theory, as light is slowed down, and a modified trajectory is expected to remain well within the domain permitted by causality. On the other hand, when we are looking at the trajectories of light in curved spacetimes, we are usually talking about null geodesics. If we consider modifications of the null geodesics by the G-SHE, we have to keep in mind that light beams are approximate solutions to Maxwell’s equations, and that Maxwell’s equations do respect the universal speed
Various approaches have been proposed in the literature to describe the G-SHE. Based on the used methods, they can be grouped as follows:

- The Mathisson–Papapetrou–Dixon (MPD) equations, or their equivalent form for massless particles, the Souriau–Saturnini (SouSa) equations. These are based on a multipole expansion around a trajectory. The discussion will be mainly based on the work of Souriau [179], Saturnini [159], and Duval et al. [70, 71], since these are the main approaches for the massless case.

- What we will refer to as the quantum mechanical approach, which is based on methods adapted from Relativistic Quantum Mechanics, such as the Foldy–Wouthuysen transformation, and semiclassical Hamiltonians with Berry phase terms. We will mainly focus on the results of Gosselin et al. [19, 93].

- The geometrical optics approach, which is based on next to leading order corrections in the WKB expansion\(^1\). The main focus will be on the modified geometrical optics approach proposed by Frolov et al. [85], and later developed by Yoo [194], and Dolan [62, 63].

However, little has been said about how these different approaches relate to each other, despite the fact that they do not all arrive at the same results. The goal of this paper is to collect these results, and provide a systematic picture of the existing G-SHE theory. Since some of these theoretical models have contradictory predictions, it is important to understand the assumptions and motivation behind each model, as well as their limitations. Even though we are currently far from a complete understanding of the G-SHE, our hope is that this discussion will serve as a starting point, ultimately leading towards a deeper understanding of the effect.

Finally, we would like to emphasize that the effect under consideration here is purely classical. Quantum electrodynamics corrections to the trajectories of photons, such as considered in [46, 47, 55, 114, 165–168], that violate causality [64, 111, 165, 169], will not be the subject of our discussion.

**Overview**

We start in section 1 with a discussion about the SHE-L in inhomogeneous optical media, which has been well studied both theoretically and experimentally. In particular, we discuss the different types of angular momentum of light, the Berry phase, and the equivalence between Maxwell’s equations in curved spacetimes, and Maxwell’s equations inside some optical medium. We also present a derivation of the SHE-L equations of motion, and discuss the existing experimental results. In section 2, we discuss the MPDT and the SouSa equations, and present some of the known theoretical predictions. In section 3, we introduce the quantum mechanical approach. In

\(^1\) We will use the terms WKB approximation, eikonal approximation, geometrical optics approximation, Gaussian beam approximation as more or less synonymous. Some authors differentiate between them based on the number of terms retained or whether the phase function is real or complex. However, to us, these distinctions seem to be inconsistent in the literature and as far as we are aware the preference for one or the other names is just depending on the different communities. Therefore we decided to use them interchangeably.
section 4, we discuss the geometrical optics approximation for Maxwell’s equations. In section 5 we present the known equivalence between geometrical optics and the linearized MPDT equations, as well as the equivalence between the quantum mechanical approach and the linearized MPDT equations for massive particles. Finally, in section 6 we will discuss the relation between the different approaches towards the G-SHE.

1. SHE-L IN INHOMOGENEOUS OPTICAL MEDIA

In this section, we briefly present some basic features of the SHE-L in inhomogeneous optical media. At first glance this may appear disconnected from our main goal of investigating effects in curved spacetime. However, the concepts and methods described in this section are expected to apply in a General Relativistic context as well. We believe that the development and understanding of the G-SHE will benefit from analogies with Optics and Condensed Matter Physics, where the theory is in a more mature state, and SHEs have been experimentally observed.

We start by discussing the different types of the angular momentum that electromagnetic waves can carry, and how the spin-orbit interactions of light result from the conservation of the total angular momentum. Next, the notion of the Berry phase is introduced, and its relation to the SHE-L is explained. A derivation of the SHE-L equations of motion is presented, based on the work of Ruiz and Dodin [153]. We believe this to be a transparent derivation, showing how the SHE-L arises from Maxwell’s equations, without having to introduce any Quantum Mechanical notions. We will close this section by discussing the connection between Maxwell’s equations in curved spacetime and Maxwell’s equations in flat spacetime, in the presence of an inhomogeneous optical medium. This will serve as one of the main motivations for studying SHEs in curved spacetime. A more extended presentation of the SHE-L can be found in [39, 176] and references therein.

1.1. Angular Momentum of Light

It is well known that electromagnetic waves can carry angular momentum [105]. Following classical Maxwell’s theory, the angular momentum density is given by the cross product of position vector \( \mathbf{x} \) with the Poynting vector \( \mathbf{E} \times \mathbf{B} \). The total angular momentum of the electromagnetic field is the space integral of this quantity [105]:

\[
J = \epsilon_0 \int \mathbf{x} \times (\mathbf{E} \times \mathbf{B}) \, dx^3,
\]  

(1)

where \( \epsilon_0 \) is the vacuum permittivity. Furthermore, the total angular momentum can be split into two parts:

\[
J = S + L = \epsilon_0 \int (\mathbf{E} \times \mathbf{A}) \, dx^3 + \epsilon_0 \sum_{i=1}^{3} \int E_i (\mathbf{x} \times \nabla) A_i \, dx^3.
\]  

(2)
The first term, \( S \), represents the spin angular momentum, and can be associated with the polarization of the electromagnetic wave. The second term, \( L \), represents the orbital angular momentum, and was mostly ignored until the early 1990s, when it was shown that Laguerre–Gaussian light beams carry well defined spin and orbital angular momentum [2]. Detailed reviews about how the angular momentum of light shaped the last 25 years of developments in the science of light, covering both theoretical and experimental ground, can be found in [6, 18, 38].

When considering the propagation of light in inhomogeneous optical media, it is convenient to adopt the paraxial beam approximation. This means that the considered electromagnetic wave packet does not spread significantly during its propagation, so it can effectively be described by a ray trajectory. Within this approximation, considering a beam with mean wave vector \( \mathbf{P} \) (and \( P = |\mathbf{P}| \)), the total angular momentum of light can be split into three distinct components [38, 39]:

- Spin angular momentum (SAM): this corresponds to the first term in equation (2), and it is related to the polarization of electromagnetic waves. The SAM per photon can take values \( \sigma = \pm \hbar \), and in flat spacetime it is aligned with the direction of propagation of the beam:

\[
S = \sigma \frac{\mathbf{P}}{P}.
\] (3)

- Intrinsic orbital angular momentum (IOAM): this is characteristic for electromagnetic beams with helical wavefronts, such as Laguerre–Gaussian [2], Bessel [189] or exponential beams [26]. Beams with IOAM are generally described by a topological charge \( \ell \), which represents the twisting degree of the wavefronts. The IOAM per photon can take any integer value \( \ell = 0, \pm \hbar, \pm 2\hbar, ... \), and in flat spacetime it is aligned with the direction of propagation of the beam:

\[
L_{\text{int}} = \ell \frac{\mathbf{P}}{P}.
\] (4)

- Extrinsic orbital angular momentum (EOAM): this is in direct analogy with the mechanical angular momentum for massive particles, and it is present for beams propagating at a distance from the origin of the coordinate system (the origin might correspond to some special point of an applied external potential). The EOAM is given by the cross product of the centroid of the propagating beam, \( \mathbf{R} \), and its momentum, \( \mathbf{P} \):

\[
L_{\text{ext}} = \mathbf{R} \times \mathbf{P}.
\] (5)

The second term in equation (2) is the sum of the IOAM and EOAM. Thus, the total angular momentum of paraxial light beams can be written as:

\[
\mathbf{J} = \mathbf{S} + \mathbf{L} = \mathbf{S} + \mathbf{L}_{\text{int}} + \mathbf{L}_{\text{ext}}.
\] (6)
The conservation of the total angular momentum will induce the spin-orbit interactions of light, resulting in the SHE-L and other related effects. For example, if we consider a system where only SAM and EOAM are present, the conservation of the total angular momentum will induce the SHE-L. Another possible example is a system with IOAM and EOAM, where conservation of the total angular momentum will result in a similar effect, called the orbital Hall effect [32, 39]. In particular, IOAM plays a special role since the topological charge $\ell$ can take any integer value, thus one can in principle prepare beams that carry significant amounts of angular momentum. Optical beams with IOAM up to $10^4\hbar$ per photon have been reported [83].

Also, the discussion presented here is not limited to electromagnetic waves. The same splitting of the total angular momentum can be considered for any other spin-field, and conservation of the total angular momentum will give rise to the corresponding spin-orbit interactions. In particular, it is worth emphasizing that electrons carrying IOAM are attracting a lot of attention [17, 28, 115, 126, 183], and gravitational waves carrying IOAM have also been theoretically studied in [13, 27, 29, 112].

### 1.2. Berry Phase

The Berry phase plays a central role in the description of SHEs, both in Optics [33, 39, 137], and in Condensed Matter Physics [19, 130, 175, 192]. For example, by considering relativistic wave equations, such as the Dirac equation or Maxwell’s equations, the evolution of the spin degree of freedom will be influenced by the Berry phase, while the spin-orbit coupling will imprint the effect of the Berry phase on the corresponding point-particle equations of motions, resulting in a SHE.

As originally described by Michael Berry [20], the adiabatic evolution of a quantum system changes the wavefunction by an additional phase factor, referred to as Berry phase or geometrical phase. The quantum system is considered to remain in some $n$th eigenstate of the Hamiltonian $\hat{H}(R)$:

$$\hat{H}(R) |\Psi_n(R)\rangle = E_n(R) |\Psi_n(R)\rangle,$$

(7)

where $R = R(t)$ represents the set of parameters varying adiabatically. The adiabatic evolution of the parameters is considered in the sense of Kato [107], and it will define a parallel transport of the wavefunction along the path in parameter space [49]. A well known example of such a system is a spin-$\frac{1}{2}$ particle in a slowly changing magnetic field $B(t)$ [49]. In this case, the set of parameters $R(t)$ is identified with the magnetic field $B(t)$, and for magnetic fields of constant magnitude the parameter space will have $S^2$ topology.

When the parameters $R$ vary along a closed loop $C$ in parameter space, such that $R(0) = R(T)$, the wavefunction acquires an additional Berry phase $\gamma_n(C)$:

$$|\Psi_n(R(T))\rangle = e^{i\gamma_n(C)} e^{-i\frac{i}{\hbar} \int_0^T E_n(R(t)) dt} |\Psi_n(R(0))\rangle,$$

(8)

$$\gamma_n(C) = i \oint_C \langle \Psi_n(R) | \nabla_R |\Psi_n(R)\rangle \cdot dR = \oint_C A_R \cdot dR.$$ 

(9)
The Berry phase can be expressed in terms of the Berry vector potential, $A_R$, also called the Berry connection. Furthermore, if we consider an arbitrary hypersurface in parameter space, such that $\partial \Sigma = C$, and by using Stokes’ theorem, we can rewrite the Berry phase as:

$$\gamma_n(C) = \int_\Sigma \nabla \times A_R \cdot dS = \int_\Sigma F_R \cdot dS. \quad (10)$$

In the above expression $F_R$ is called the Berry curvature, since it describes the geometrical properties of the parameter space. In analogy with classical electrodynamics, we can think of $A_R$ as a “magnetic” vector potential, and of $F_R$ as the corresponding “magnetic” field in the parameter space. Then, one can regard the Berry phase $\gamma_n(C)$ as the flux of $F_R$ through the surface $\Sigma$ [49].

Shortly after Berry’s original paper, an elegant mathematical formulation was introduced by Barry Simon, who represented the geometrical phase factor by the holonomy of a connection on a Hermitian line bundle [172]. Later on, generalizations of the Berry phase were introduced by Wilczek and Zee for systems with degenerate spectra [191], and by Aharonov and Anandan for systems undergoing general cyclic evolution, that is not necessarily adiabatic [1, 4]. Extensions for noncyclic evolution exist as well [128, 142, 158].

From the definition of the Berry phase presented above, one might conclude that this is a purely Quantum Mechanical effect, and it should not be present at the level of classical theories. However, as it can be seen from [3, 88], the Berry phase naturally occurs in classical field theories as well.

Generally, the study of SHEs involves the propagation of localized wave packets inside some inhomogeneous medium. Nevertheless, it is instructive to look at the following basic example. If we consider electromagnetic waves described by classical Maxwell’s equations, we can easily see how the Berry phase arises naturally, without considering any Quantum Mechanical effects [25, 43, 87]. The intrinsic topological structure of Maxwell’s equations in vacuum is revealed as soon as one performs a plane wave expansion for the electromagnetic waves. Using this description, electromagnetic waves are characterized by a wave vector $k$ and a complex polarization vector $e(k)$, together with the transversality condition $k \cdot e(k) = 0$. Furthermore, the space of possible wave vectors is constrained by the dispersion relation (also called on-shell condition) $|k|^2 = \omega^2(k)$, which implies that the $k$-space will have $S^2$ topology [43]. The polarization vectors $e(k)$ form a 2-dimensional complex vector space, and due to the transversality condition they will lie in a tangent plane to the spherical space of $k$ vectors.

By identifying the parameter space from the standard treatment of the Berry phase with the $k$-space of electromagnetic waves, one can see how the Berry phase arises at the classical level [98, 99]. Considering an electromagnetic wave that follows a closed loop in $k$-space, the polarization vector $e(k)$ will be parallel transported around this loop, and, due to the curvature of the $k$-space, it will get rotated by a geometrical phase factor proportional to the solid angle enclosed by the loop [49] (a visual example of this process is also presented in [87]). This rotation of the polarization vector was already known in 1938, when it was investigated by Rytov [157], followed by the work of Vladimirskii [188] (for this reason, the effect is generally referred to as Rytov or Rytov–Vladimirskii rotation). The effect was experimentally observed for the first time in 1984 by Ross [150], followed by the work of Chiao, Tomita and Wu [48, 181].
Even though it will not be considered in the present review, a similar effect, called the Pancharatnam phase, will also arise if the polarization state space is identified as the parameter space and adiabatic evolution of the polarization vector is considered [21, 140]. This effect was also observed experimentally [22].

However, when it comes to curved spacetime, there are few theoretical studies discussing the Berry phase, and no experimental results. A first study of the Berry phase for waves propagating in a weak gravitational field was presented in [42], and further developed by several authors [5, 11, 40, 41, 50, 82, 138]. In some of the previously mentioned papers the Berry phase goes by the name “Wigner rotation” or “Wigner phase”, but this is just a difference in terminology, arising mainly from the connection with Wigner’s little group for massless particles [117]. Even though there is no experimental observation of geometric phases in curved spacetime, there is a recent experimental proposal for measuring the Wigner phase of photons in the gravitational field of the Earth, with a predicted phase difference that could in principle be measured with currently available technology [110].

1.3. SHE-L Equations of Motion

The SHE-L in inhomogeneous optical media can be viewed as a consequence of the spin-orbit coupling between SAM and EOAM, resulting in the helicity dependence of the ray trajectories. In terms of the Berry phase, the SHE-L can be described by considering $k$-space as parameter space. Then the Berry curvature of $k$-space will act as a “Lorentz force” on “charged” particles, where the “charge” will be represented by the helicity of photons. Thus, the SHE-L can be viewed as a consequence of Berry curvature in momentum space [137].

The point-particle equations of motion describing the SHE-L have been obtained by different authors, using different methods. These include postulating an effective ray Lagrangian or Hamiltonian [137], using geometrical optics with a modified eikonal ansatz on Maxwell’s equations [35, 36], or considering a mechanical model for photons, as inspired by the description of spinning particles in General Relativity [68].

However, due to the variety of these different methods, the connection between the SHE-L and Maxwell’s equations is not always clear. In order to remove any possible source of confusion, in this section we will review the derivation of the SHE-L in inhomogeneous optical media, as presented by Ruiz and Dodin [153]. Their approach is based on a first-principle variational formulation of the geometrical optics approximation for Maxwell’s equations, and reproduces the previously known results of Zel’dovich [65, 116], Onoda [137], Bliokh [35, 36] and Duval [68], without postulating ray Lagrangians or introducing ad hoc modifications of the eikonal ansatz. Then, the SHE-L readily follows from Maxwell’s equations, and the classical nature of the effect becomes apparent. Notably this method can also be applied to other field equations [60, 61, 152, 154–156].

Ruiz and Dodin start by considering electromagnetic waves propagating in an isotropic dielectric medium (the case of more general dispersive media can be found in [156]). In this case, the electric and magnetic fields are described by the following equations:
\[ \partial_t \mathbf{E} = \frac{c}{\varepsilon} \nabla \times \mathbf{H}, \quad (11) \]
\[ \partial_t \mathbf{H} = -\frac{c}{\mu} \nabla \times \mathbf{E}, \quad (12) \]

where \( c \) is the speed of light in vacuum, \( \varepsilon = \varepsilon(x) \) is the electric permittivity, and \( \mu = \mu(x) \) is the magnetic permeability. Following [153], we can introduce the normalized fields \( \bar{\mathbf{E}} = \sqrt{\varepsilon} \mathbf{E} \) and \( \bar{\mathbf{H}} = \sqrt{\mu} \mathbf{H} \), in order to cast the field equations in the form:

\[ \partial_t \bar{\mathbf{E}} = \frac{c}{n} \nabla \times \bar{\mathbf{H}} - \frac{c}{n} \nabla (\ln \sqrt{\mu}) \times \bar{\mathbf{H}}, \quad (13) \]
\[ \partial_t \bar{\mathbf{H}} = -\frac{c}{n} \nabla \times \bar{\mathbf{E}} - \frac{c}{n} \nabla (\ln \sqrt{\varepsilon}) \times \bar{\mathbf{E}}, \quad (14) \]

where \( n = \sqrt{\varepsilon \mu} \) is the refractive index of the medium. Note that the second terms in the above equations are proportional to the first order derivatives of the medium properties and thereby are small, albeit not negligible.

It is well known that Maxwell’s equations can be cast in a Schrödinger form, and various formulations have been proposed by different authors [23, 24, 56, 87, 177]. In the present case, following [153], the above equations can be rewritten in the following way:

\[ i \partial_t \psi = H \psi, \quad (15) \]

where the vector wavefunction \( \Psi \) has 6 components:

\[ \psi(x,t) = \left( \begin{array}{c} \bar{\mathbf{E}} \\ \bar{\mathbf{H}} \end{array} \right), \quad (16) \]

and the Hamiltonian is a \( 6 \times 6 \) matrix:

\[ H(x,\hat{k}) = \frac{c}{n} \mathbf{\lambda} \cdot \hat{k} + \mathcal{A}, \quad (17) \]

where \( \hat{k} = -i \nabla \) is the momentum operator, \( \mathbf{\lambda} \) are \( 6 \times 6 \) Hermitian matrices:

\[ \mathbf{\lambda} = \left( \begin{array}{cc} 0 & i\alpha_x \\ -i\alpha_y & 0 \end{array} \right), \quad (18) \]
\[ \alpha_x = \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & -i \\ 0 & i & 0 \end{pmatrix}, \quad \alpha_y = \begin{pmatrix} 0 & 0 & i \\ 0 & 0 & 0 \\ -i & 0 & 0 \end{pmatrix}, \quad \alpha_z = \begin{pmatrix} 0 & -i & 0 \\ i & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}, \quad (19) \]

and the matrix \( \mathcal{A} \) has the following form:
\[ A = \begin{pmatrix} 0 & -\alpha \cdot \nabla (\ln \sqrt{\mu}) \\ \alpha \cdot \nabla (\ln \sqrt{\varepsilon}) & 0 \end{pmatrix}. \] (20)

As described in [153], equation (15) can be obtained from a variational formulation, with the action:

\[ S = \int \mathcal{L} \, d^4 x, \] (21)

where the Lagrangian density, \( \mathcal{L} \), takes the following Dirac-like form:

\[ \mathcal{L} = i \frac{1}{2} \left[ \psi^\dagger \gamma^\mu (\partial_\mu \psi) - (\partial_\mu \psi^\dagger) \gamma^\mu \psi \right] + \psi^\dagger \mathcal{M} \psi. \] (22)

The gamma matrices are defined as \( \gamma^\mu = (\mathbb{1}_6, c \alpha \lambda / n) \), and \( \mathcal{M} \) has the following form:

\[ \mathcal{M} = \frac{1}{2n} \begin{pmatrix} 0 & \lambda \\ \lambda & 0 \end{pmatrix} \cdot \nabla \ln \sqrt{\mu / \varepsilon}. \] (23)

This variational formulation of Maxwell’s equations represents the starting point for the geometrical optics approximation, as described by Ruiz and Dodin in [153]. However, it should be stressed out that having the Lagrangian density written in this particular form is just a matter of convenience and not a strict requirement. An extension of the formalism, that does not rely on any particular form of the Lagrangian density, has been presented in [156].

The following eikonal ansatz is considered:

\[ \psi(t, x) = \xi e^{i \theta / \epsilon}, \] (24)

where \( \xi \) is a slowly varying complex amplitude, \( \theta \) is a rapid real phase, and \( \epsilon \) is a dimensionless expansion parameter. As usual, the length scale \( L \) over which the properties of the medium vary significantly is assumed to be large in comparison to the wavelength of the electromagnetic wave:

\[ \epsilon = \frac{1}{|k|L} \ll 1. \] (25)

The wave vector is defined as \( k = \nabla \theta \), and the frequency is \( \omega = -\partial_t \theta \). The eigenfrequencies and the corresponding eigenmodes are found from the geometrical optics limit of equation (15), where only terms of order \( \epsilon^0 \) are retained. This means that we will neglect the \( \mathcal{A} \) term from the Hamiltonian, since this includes first-order derivatives of the medium properties, and therefore is of order \( \epsilon^1 \). We are left with the following eigenvalue problem:

\[ H_0(x, k) \xi = \omega \xi, \] (26)
where $H_0(x, k) = c\lambda \cdot k/n$. Since $H_0$ is a $6 \times 6$ Hermitian matrix, generally there exist six independent eigenvectors $h_q$, which form a complete basis. Two of the eigenvectors will correspond to longitudinal modes, and the other four eigenvectors correspond to transverse modes. Here, we will be interested only in the propagation of transverse electromagnetic modes with positive frequencies $\omega = k/n$, thus we will only consider the following two orthonormal eigenvectors [153]:

$$h_1(k) = \frac{1}{\sqrt{2}} \begin{pmatrix} e_1 \\ e_2 \end{pmatrix}, \quad h_2(k) = \frac{1}{\sqrt{2}} \begin{pmatrix} e_2 \\ -e_1 \end{pmatrix},$$

(27)

Note that the vectors $h_{1,2}$ have 6 components and determine a linear polarization basis, while the vectors $e_{1,2}$ have 3 components and determine a plane normal to $e_k = k/k$.

By using the six eigenvectors $h_q$, we can expand the complex amplitude as $\xi = h_q \phi^q$, where $\phi^q$ are scalar functions. However, since we are only considering transverse modes with positive frequency, the only active modes will be those corresponding to $h_{1,2}$, while the other modes can only become exited through the inhomogeneity of the medium. In this case, the active modes $h_{1,2}$ are of order $\epsilon^0$, while the other modes will be of order $\epsilon^1$ and can be ignored for the purpose of this calculation [153, 154]. The complex amplitude $\xi$ can now be written in the following way [153]:

$$\xi = h_1 \phi^1 + h_2 \phi^2 + O(\epsilon) = \Xi \phi + O(\epsilon),$$

(28)

where $\phi$ is a $2 \times 1$ matrix with complex scalar elements:

$$\phi = \phi(t, x) = \begin{pmatrix} \phi^1 \\ \phi^2 \end{pmatrix},$$

(29)

and $\Xi$ is a $6 \times 2$ matrix having $h_{1,2}$ as columns:

$$\Xi = \frac{1}{\sqrt{2}} \begin{pmatrix} e_1 & e_2 \\ e_2 & -e_1 \end{pmatrix}.$$  

(30)

At this point, we are using the basis formed by the polarization vectors of linearly polarized modes, but we can easily move to a circular polarization basis by using the following transformation:

$$\phi(t, x) = Q \eta(t, x) = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ i & -i \end{pmatrix} \eta(t, x).$$

(31)

As we will see in what follows, the linear polarization basis is useful for investigating the polarization dynamics, while the circular polarization basis has the advantage that the dynamics of right-handed and left-handed circular polarized eigenmodes is decoupled.

The next step is to insert the eikonal ansatz, as defined in equations (24) and (28), into the Lagrangian density. After introducing a particular frame choice for $e_{1,2}(k)$ and moving to a circular polarization basis, the Lagrangian density under the geometrical optics approximation becomes [153]:
\[
\mathcal{L} = -\eta^\dagger (\partial_t \theta + k/n) \eta + \frac{i}{2} [\eta^\dagger (d_t \eta) - (d_t \eta^\dagger) \eta] - \eta^\dagger \sigma_z \Sigma(x, k) \eta,
\]

where \(\sigma_z\) is the usual Pauli matrix,

\[
d_t = \partial_t + \frac{e_k}{n} \cdot \nabla,
\]

\[
\Sigma(x, k) = \mathbf{k} \cdot \mathbf{A}(k) = \frac{k}{n^2} \mathbf{A}(k) \cdot \nabla n,
\]

\[
\mathbf{A}(k) = \frac{k_z}{k(k_x^2 + k_y^2)} \begin{pmatrix} k_y \\ -k_x \\ 0 \end{pmatrix}.
\]

The first term in equation (32) is of order \(\epsilon_0\) and represents the lowest order geometrical optics approximation, while the following two terms are of order \(\epsilon^1\) and represent polarization-dependent corrections. By introducing the reparametrization \(\eta = z \sqrt{I}\), where \(I = \psi^\dagger \psi\) is the intensity of the wave, and \(z\) is a unit complex polarization vector \((z^\dagger z = 1)\), the Lagrangian can be expressed as:

\[
\mathcal{L} = -I \left[ \partial_t \theta + \frac{k}{n} - \frac{i}{2} (z^\dagger (d_t z) - (d_t z^\dagger) z) + \Sigma(x, k) z^\dagger \sigma_z z \right].
\]

At this point, the above equation still represents a field Lagrangian, with the dynamical variables given by \(I, \theta, z\) and \(z^\dagger\). However, since the intensity \(I\) is an overall factor, there is a clear way of localizing waves into the point-particle limit. This can be achieved by requiring the intensity \(I\) to be sharply localized, and in the point-particle limit approximated with a Dirac delta function:

\[
I(t, x) = \delta^3(x - X(t)),
\]

where \(X(t)\) will be the location of the point-particle at time \(t\).

Inserting equations (36) and (37) into the expression of the action, and performing the integration over the spatial coordinates \(x\), one obtains [153]:

\[
S = \int dt d^3 x \mathcal{L} = \int dt L,
\]

where \(L\) is the corresponding point-particle Lagrangian:

\[
L = \int d^3 x \mathcal{L} = \mathbf{P} \cdot \dot{\mathbf{X}} - \frac{e P}{n} + \frac{i}{2} (\mathbf{Z}^\dagger \dot{\mathbf{Z}} - \dot{\mathbf{Z}}^\dagger \mathbf{Z}) - \Sigma(\mathbf{X}, \mathbf{P}) Z^\dagger \sigma_z Z.
\]

This is a point-particle Lagrangian, describing the ray dynamics, where the independent variables are \(\mathbf{X}(t)\), \(\mathbf{P}(t) = \nabla \theta(t, \mathbf{X}(t))\), \(Z(t) = z(t, \mathbf{X}(t))\) and \(Z^\dagger(t) = z^\dagger(t, \mathbf{X}(t))\). The ray equations are given by the Euler–Lagrange equations:
\[
\dot{P}(t) = \frac{cP}{nP} + (\partial_P \Sigma)Z^\dagger \sigma_z Z, \quad (40)
\]
\[
\dot{X}(t) = \frac{cP}{n^2} \nabla n - (\partial_X \Sigma)Z^\dagger \sigma_z Z, \quad (41)
\]
\[
\dot{Z}(t) = -i \Sigma \sigma_z Z, \quad (42)
\]
\[
\dot{Z}^\dagger(t) = i \Sigma Z^\dagger \sigma_z. \quad (43)
\]

Here, the first terms in equations (40) and (41) are of order $\epsilon^0$ and represent the lowest order geometrical optics approximation. The other terms are of order $\epsilon^1$, and determined polarization-dependent corrections to the ordinary ray trajectories. These correction terms represent the SHE-L.

If one restricts to rays with either right-hand or left-hand circular polarization, then $\sigma_z Z = \pm Z$, and the ray Lagrangian becomes [153]:
\[
L = P \cdot \dot{X} - \frac{cP}{n} \mp \Sigma(X, P) \approx P \cdot \dot{X} - \frac{cP}{n} \mp \dot{P} \cdot A(P). \quad (44)
\]

In this case, the Euler–Lagrange equations will give the following equations for the ray trajectories:
\[
\dot{P} = \frac{cP}{n^2} \nabla n, \quad \dot{X} = \frac{cP}{nP} \pm \frac{\dot{P} \times P}{P^3}. \quad (45)
\]

These equations reproduce the previous results on the SHE-L in inhomogeneous media [32, 35, 37, 39, 68, 116, 137] (in some cases the equations appear in a slightly different form, but this is just due to a rescaling of the momentum and time in equation (45) [153]), and were derived without introducing any extra phase factors into the eikonal ansatz. The Berry phase is already encoded in the polarization dynamics, and can be explicitly calculated as [153],
\[
\Theta(t) = \int_0^t \Sigma(X(t), P(t)) dt, \quad (46)
\]

where $\Sigma = \dot{P} \cdot A(P)$ represents the Berry connection.

In equation (45), the second term on the right hand side of $\dot{X}$ represents the correction term that determines the SHE-L and can be interpreted as a Lorentz force produced by the Berry curvature in momentum space, with the photon helicity acting as a charge [39]. In the limit of very short wavelengths, $\lambda \to 0$, the SHE-L is suppressed, and we recover the classical equations of motion for photons in a medium with arbitrary refractive index $n$. The SHE-L becomes more visible as one increases the wavelength, but one should keep in mind that these equations were derived under the assumption that the wavelength is much smaller than the length scale over which the medium properties varies significantly, as presented in equation (25).

The theoretical predictions of equation (45) were first verified in 2008 by Hosten and Kwait [102]. Their experiment used the technique of quantum weak measurements in order to amplify
the small transverse shift coming from the SHE-L. This was followed a few months later by the experiment of Bliokh, Niv, Kleiner and Hasman [37]. In this case, the authors managed to amplify the SHE-L by multiple reflections inside a glass cylinder. Afterwards, the effect was detected by several other groups, using different experimental methods [97, 118, 120, 178]. A more detailed account of the experimental results can be found in [39, 176].

1.4. Treating Curved Spacetime as an Effective Inhomogeneous Medium

One of the main motivations for investigating the possibility of a G-SHE of light comes from the fact that electromagnetic waves propagating in a curved spacetime are formally described by the same set of equations as electromagnetic waves in flat spacetime, propagating inside an inhomogeneous optical medium [23, 24, 147]. This type of analogy was first recognized by Eddington, who suggested that the gravitational light bending around the Sun could also be obtained if we consider an appropriate distribution of a refractive material [77]. This was later developed by Gordon [90], and Plebanski [147]. For a more recent discussion see [23, 24].

Following Plebanski [147], a spacetime described by the metric tensor \( g_{\mu\nu} \) can be viewed as an effective medium with perfect impedance matching, described by a tensorial permittivity \( \epsilon_{ij} \), a tensorial permeability \( \mu_{ij} \), and a magnetoelectric coupling vector \( \alpha_i \) (here, Latin indices run from 1 to 3):

\[
\epsilon_{ij} = \mu_{ij} = -\sqrt{-\det g} \frac{g_{ij}}{g_{00}}, \quad \alpha_i = -\frac{g_{0i}}{g_{00}}.
\]  

(47)

This correspondence is an example of what is called analogue gravity [15], where certain properties of a curved spacetime are reproduced in laboratories using other physical systems. Based on this correspondence, and since the SHE-L was predicted and experimentally observed in inhomogeneous optical media, we expect the effect to be present in curved spacetime as well. Several examples supporting this statement will be discussed in the following sections.

However, this analogy has its limitations and it should be used with care. The main limitation is that it breaks covariance, and simply writing the metric using different coordinates can result in analog materials with completely different properties [79].

2. SPINNING PARTICLES IN THE POLE-DIPOLE APPROXIMATION

In this section we will discuss the spin-curvature interaction in the pole-dipole approximation for extended test bodies. Since the focus of our review is on the G-SHE of light, we will only touch on the vast literature for massive spinning particles where the results seem of interest to us for the case of massless particles. For an overview of the massive case see [59, 180]. A discussion of the conceptual issues involved when deriving a worldline for an extended spinning body can be found in [185] for the massive case, and [9, 10] for the massless case.

The equation for the worldline of a spinning test body in the context of the pole-dipole approximation was first derived by Mathisson [125] and Papapetrou [141] by integrating the conservation law of the energy momentum tensor $\nabla_\nu T^{\mu\nu}$ for a multipole expansion of the energy momentum tensor $T^{\mu\nu}$. A covariant derivation was first given by Tulczyjew [182] and Dixon [57]. The latter containing multipole expansions to any order, for that see also [173]. There are many alternative derivations in the literature [14, 149, 173, 179, 186]. The Hamiltonian formulation for the MPDT equations in [14], and the systematic presentation of the Hamiltonian for different orders of spin in [186] might be interesting, since the SHE-L equations of motion can also be derived from a Hamiltonian formulation. A particularly transparent derivation can be found in section 2 and 3 of [180], and a slightly more general derivation in section V of [59]. A more mathematical derivation including a full discussion of the symplectic structure of the phase space of the dynamic variables can be found in [179], albeit only available in French. For the definition of multipole moments see [58].

The MPDT equations have been subject to extensive research, and we will use them as a reference for other derivations of spin-curvature effects. Recent interest is heavily focused on extreme mass-ratio scenarios as sources for gravitational waves, see for example [100, 109, 148] and sources therein.

The MPD equations are given by:

\[
\dot{p}^\mu = -\frac{1}{2} R^{\mu}_{\nu\alpha\lambda} u^\nu S^{\alpha\lambda},
\]

\[
\dot{S}^{\alpha\beta} = p^{[\alpha} u^{\beta]},
\]

where $u^\mu$ denotes the four-velocity of the particle, i.e. the timelike unit tangent vector of the worldline $u^\mu u_\mu = -1$, while $p^\mu$ is the total momentum of the particle. Furthermore, $S^{\mu\nu}$ is the totally antisymmetric spin tensor. The system (48)-(49) has 10 equations for 13 unknowns (3 for $u^\mu$, 4 for $p^\mu$ and 6 for $S^{\mu\nu}$) and is therefore underdetermined. In particular, we are missing an equation that determines $u^\mu$. This is usually fixed with so called spin supplementary conditions (SSC). The most commonly used SSCs are the following ones:

- Tulczyjew–Dixon SSC, $S^{\mu\nu} p_\nu = 0$
- Pirani SSC, $S^{\mu\nu} u_\nu = 0$ [146]
- Corinaldesi–Papapetrou SSC, $(\partial_\mu) S^{\mu\alpha} = 0$, for stationary spacetimes.

Note that the worldlines obtained from different SSC do not coincide. They are usually interpreted as different gauge choices for the “center of mass” of the extended bodies. According to Dixon [59], the Tulczyjew–Dixon SSC, $S^{\mu\nu} p_\nu = 0$, is the only SSC that fixes a unique world line for an extended body. For a review on the effect of the different SSCs and their physical interpretation, see [52, 53]. For the Tulczyjew–Dixon SSC, $m = p^\mu u_\mu$ can be interpreted as the mass,
which is constant along the worldline. For the Pirani SSC, the mass is given by 
\[ p^\mu p_\mu = \tilde{m}, \]
which is, again, conserved along the worldline. For both SSCs, the magnitude of the spin, 
\[ s^2 = \frac{1}{2} S_{\mu\nu} S^{\mu\nu}, \]
is constant along the worldlines. It was shown in [51] that various choices are in fact physically

equivalent. Therefore, choosing a SSC comes down to practicality and personal preferences. From
equation (49) and the Tulczyjew–Dixon SSC, the following relation between the total momentum
and the four-velocity can be derived:

\[ p^\mu = m u^\mu + \dot{S}^{\mu\nu} u_\nu, \quad (50) \]

which provides us with an equation to determine \( u^\mu \). For the Tulczyjew–Dixon SSC, we can define
the spin vector \( S^\mu \) in the following way:

\[ S^\mu = \frac{1}{2m} \epsilon^{\mu\nu\kappa\lambda} p_\nu S_{\kappa\lambda}, \quad S^{\mu\nu} = \frac{1}{m} \epsilon^{\mu\nu\kappa\lambda} p_\kappa S_\lambda, \quad (51) \]

which also satisfies \( S^\mu S_\mu = -s^2 \). Note that \( s^2 \) is a constant of motion along the worldline described
by the equations (48), independent of the SSC. Here, \( \epsilon^{\alpha\beta\rho\sigma} \) is the totally antisymmetric
Levi–Civita tensor, with \( \epsilon^{0123} = 1/\sqrt{-\det g} \).

To linearize the MPDT equations in spin, \( s \) is treated as a small parameter in the equations,
and all terms quadratic in \( s \) are omitted. One generally considers \( S^\mu \propto s \), or alternatively \( S^{\mu\nu} \propto s \).

Linearized in spin, the MPDT equations then have the following form:

\[ \dot{p}^\mu \approx -\frac{1}{2} R^\mu_{\nu\kappa\lambda} u^\nu S^{\kappa\lambda}, \quad (52) \]
\[ \dot{S}^{\alpha\beta} \approx 0, \quad (53) \]

and equivalently

\[ \dot{S}^\alpha \approx 0. \quad (54) \]

This form is sometimes referred to as Mathisson–Papapetrou–Pirani (MPP) equations. In this
case, we have:

\[ p^\mu \approx m u^\mu. \quad (55) \]

Therefore, the Tulczyjew–Dixon SSC, \( S^{\mu\nu} p_\nu = 0 \), and the Pirani SSC, \( S^{\mu\nu} u_\nu = 0 \), can be
satisfied simultaneously. Hence, when the equations are linearized in spin there is less ambiguity
with respect to choosing the correct SSC. We will return to the MPP equations in later sections
(5.1, 5.2), where we demonstrate that the MPP equations can be derived from field equations,
either by a WKB expansion [8, 151], or by a Foldy–Wouthuysen transformation truncated at linear
order in \( \hbar \), in order to derive “quantum” corrections to geodesic motion.
For readers interested in the application of the MPDT equations in the context of the astrophysically relevant spacetimes, such as the rotating Kerr black holes (A5), [96, 113, 124, 162, 174] and sources therein might be a good start. We will omit a deeper discussion at this point, as the case of massive trajectories is not our main focus here. The interested reader could also consult [54] for an extensive collection of sources on the topic.

Other equations for worldlines of interest in the context of massive spinning bodies have been derived in [75, 76, 184, 185] from a Hamiltonian formulation. The authors start by postulating a phase space consisting of the position coordinate $x^\mu$, the covariant momentum $\pi_\mu$ and the antisymmetric spin tensor $\Sigma^{\mu\nu}$. Then, they postulate antisymmetric Poisson brackets that define a symplectic structure over the phase space. Finally, they choose a Hamiltonian that generates the evolution of the system. The worldline obtained this way is characterized by the fact that the spin tensor $S^{\mu\nu}$ is covariantly constant along the path. At present, it is unclear to us how this approach relates to the Hamiltonian formalism used in [149, 186]. If the equations obtained in this approach are linearized in spin, they correspond to the MPD equations linearized in spin (52). The case of massless particles has not yet been worked out in this model.

### 2.2. Souriau–Saturnini Equations

In this section we discuss the pole-dipole approximation for massless particles. We note, as a preliminary comment, that it has been argued in the literature [70, 71, 122, 159] that there is a problem with the equations (56) in flat space, where the equations appear to be singular\(^2\). The equations (56) have no direct connection to Maxwell’s equations. Nevertheless, interesting results have been obtained using this model, hence we include a discussion at this point.

The fact that the MPDT equations can be adapted for massless particles was first mentioned by Souriau [179], and then worked out in detail by Saturnini [159] (both references only available in French). They start with the MPDT equations (48), and assume the Tulczyjew–Dixon SSC, $S^{\mu\nu}p_\nu = 0$, $S^{\mu\nu} \neq 0$, and for the momentum to be null $p^{\mu}p_\mu = 0$. Then, they obtain the following set of equations, to which we will refer to as the Souriau–Saturnini (SouSa) equations:

\begin{align}
    u^\mu &= p^\mu + \frac{2}{R_{\alpha\beta\lambda\nu}}S_\alpha^\beta S_\lambda^\mu R_{\alpha\beta\lambda\nu}S^{\lambda\nu}p^\beta, \\
    \dot{p}^\mu &= s\sqrt{-g}c^{\alpha\beta\rho\sigma}R_{\alpha\beta\lambda\nu}S^{\lambda\nu}R_{\rho\sigma\gamma\delta}S^{\gamma\delta}p_\mu, \\
    \dot{S}^{\mu\nu} &= p^{[\mu}u^{\nu]},
\end{align}

where $g$ is the metric determinant.

One point to note is that, according to [159], the condition $p^{\mu}p_\mu = 0$, together with the equations (56), implies that $u^\mu u_\mu > 0$, and hence the “massless particles” in this model move on spacelike\(^2\) It is not entirely clear to us whether the equations (56) are indeed singular in the limit of flat spacetime. If we make the replacement $R_{\alpha\beta\lambda\nu} \rightarrow \epsilon R_{\alpha\beta\lambda\nu}$, no terms with negative powers of $\epsilon$ appear. Similarly, if we look at Schwarzschild spacetimes (A2), all non-zero components of the Riemann tensor are proportional to the mass $M$.\)
trajectories. We will discuss in section 6 in what limited way such spacelike trajectories can be considered as valid results for particle trajectories that emerge from a causally well behaved field equation.

In the following, we discuss some applications of the SouSa equations and claims attained thereof. In his thesis [159], Saturnini showed that for a certain choice of initial condition for the spin, a radially ingoing null geodesic would satisfy equation (56) and hence he argued, as a first physical result of the model (56), that the observation of redshift would not change for massless particles with spin. He also observed, in numerical simulations, that for certain initial conditions in Schwarzschild spacetimes, the equations (56) with different helicities produce trajectories that are symmetric with respect to the plane of a reference null geodesic with zero spin. However, he deemed the effect to be too small to be observable.

In [66, 69] Duval et al. reproduce the results of Fedorov [81] and Imbert [103] for the polarization dependent reflection of light, using the framework introduced by Souriau and Saturnini.

In [71], Duval and Schücker studied the SouSa equations in a Robertson Walker spacetime. By numerically integrating (56) with a non-zero orthogonal component in the spin vector, they obtained spacelike spiral trajectories that wind around a reference null geodesics, or equivalently, a reference trajectory for a spinning massless particle with zero orthogonal spin component in the spin vector. They argue that, for “reasonable cosmologies, redshifts, and atomic periods”, the physical distance between the spiral and the null geodesic is of the order of the wavelength, even though according to their analysis it is in principle unbounded.

In their more recent work [70], Duval, Marsot, and Schücker extended the analysis to Schwarzschild spacetimes (A2). For the numerical simulations, they assumed initial conditions at the perihelion, the point of closest approach to the star on the trajectory. From their perturbative analysis, they recover two deflection angles, one between the trajectory and the geodesic plane, given by:

$$\beta \sim -\frac{1 - \frac{2GM}{r_0}}{2\pi r_0^2} \frac{\chi \lambda_0}{2\pi r_0^2},$$

and one between the geodesic plane and the momentum carried by the spinning photon:

$$\gamma \sim \frac{GM\lambda_0}{2\pi r_0^2}.\quad(60)$$

Here, $\chi = \pm 1$ is the photon helicity. This second deflection angle is proportional to the one presented in (65), derived in [93] from certain approximations applied to field equations, which we discuss further down in section 3.1. It is reassuring that the deflection angle comes out similar with two completely different methods. Despite the previously mentioned shortcomings of the Souriau–Saturnini equations, the authors in [70] seem to be able to reproduce these results from [93]. In contrast to [93], the authors in [70] provide a clear presentation of their perturbative calculations.

Despite this agreement, the workaround for the ‘flat space problem’ used in [70], namely to simply go to the cosmological setting with positive $\Lambda$, to make the problem go away, seems at least on a conceptual level not a very pleasing resolution of the issue.
We now give a short discussion about their results and the underlying assumptions. It strikes us as odd that their momentum perturbation \( \beta \sim 10^{-11}\) and the trajectory perturbation \( \gamma \sim 10^{-16}\) come out with a different sign. For the far field asymptotics this seems implausible. Additionally, the trajectory perturbation seems to be independent of the mass, and, between the surface of the Sun and the Earth, it is significantly larger than the momentum perturbation \( \beta \sim 10^{-11}\), while \( \gamma \sim 10^{-16}\).

Considering the trajectories in figure 1, calculated from the equations in section 3.1, that also lead to the same prediction for the deflection angle, one might question whether the assumptions for the perturbative calculations are justified. In figure 1, one sees that the force, in the direction orthogonal to the geodesic plane, originating from the spin-curvature interaction is not monotone. Therefore, a perturbative expansion around the perihelion might not be justified for light coming from a far away source. For real physical observations it also doesn’t seem practical to fix the spin initial conditions at the perihelion of the trajectory. For an actual experiment, this would need to be done either at the location of the emitter or the location of the observer.

As a final remark to this section, we would like to point out that the situation changes significantly if one considers the Pirani-SSC instead of the Tulczyjew–Dixon SSC. This issue has also been mentioned in a recent paper by Marsot [122]. It was shown in [9] that the Pirani-SSC can be derived from the pole-dipole approximation, if one assumes the stress energy tensor to be traceless \( T^\mu_\mu = 0 \), on top of the assumption that it be divergence free. Note that both these assumptions are compatible with the stress energy tensor for Maxwell fields. It was argued before [123] that, under the Pirani-SSC, massless particles with spin follow ordinary null geodesics, and hence no trace of a G-SHE is present. A similar derivation has been carried out in more detail in [9, 10], where it was shown that this is true as long as the assumption \( \vec{p} \cdot \vec{S} \neq 0 \) holds, where \( \vec{p} \) is the spatial part of the momentum, and \( \vec{S} := (S_1, S_2, S_3) = (S^{23}, S^{31}, S^{12}) \). Other aspects of the massless MPD equations with the Pirani-SSC have been discussed by several authors [30, 67, 163].

3. G-SHE FROM RELATIVISTIC QUANTUM MECHANICS

The first connection between the motion of spinning particles in curved spacetime and the SHE was introduced by Bérard and Mohrbach in 2006 [19]. The authors studied the adiabatic evolution of a Dirac particle by using the Foldy–Wouthuysen transformation [84] and presented a generalization of this method for arbitrary spin-fields by using the Bargmann–Wigner equations [16], and a generalized version of the Foldy–Wouthuysen transformation [45, 106]. In this way, the position operator of spinning particles acquires an anomalous contribution, related to a non-Abelian Berry connection [19]. Based on this method, Gosselin, Bérard, and Mohrbach studied the G-SHE of electrons [92] (similar results were also presented by Silenko et al. [171], albeit without mentioning the term SHE) and photons [93] in a static gravitational field.

Although not explicitly interested in SHEs, the Foldy–Wouthuysen transformation was also used by Obukhov et al. in order to study the dynamics of Dirac particles in curved spacetime [132–136]. One important claim discussed in [133–136] is that the linearized MPD equations are obtained as an approximation to the Dirac equation. This will be discussed in more detail in section 5.1.

In this section, we will briefly review the G-SHE of photons in a static gravitational field,
following the work of Gosselin et al. [93]. We focus on this particular paper because, to our knowledge, it is the only one using techniques adapted from Relativistic Quantum Mechanics in order to describe the propagation of photons in curved spacetime, and the results can easily be compared with the other approaches from sections 2 and 4. The resulting equations of motion are presented and discussed, and connection with the SHE-L in inhomogeneous optical media will be emphasized.

3.1. Photons in a Static Gravitational Field

Here we will consider the G-SHE of photons in a static gravitational field, as described by Gosselin, Bérard and Mohrbach [93]. In this approach, the authors describe electromagnetic waves using the Bargmann–Wigner equations of a massless spin-1 field. In general, the Bargmann–Wigner equations describe massive or massless free spin-\(j\) fields, and consist of \(2j\) coupled partial differential equations, each equation having a similar structure as a Dirac equation [16, 94]. Considering the case of a spin-1 field in the curved spacetime described by the metric \(g_{\mu\nu}\), the Bargmann–Wigner equations take the following form:

\[
(-i\hbar\gamma^\mu\nabla_\mu + m)_{\alpha_1\alpha_2} \Psi_{\alpha_1\alpha_2} = 0,
\]

\[
(-i\hbar\gamma^\mu\nabla_\mu + m)_{\alpha_2\alpha_1} \Psi_{\alpha_1\alpha_2} = 0,
\]

(61)

(62)

where the field \(\Psi_{\alpha_1\alpha_2}\) is a completely symmetric 4-spinor of rank 2, the primed indices are contracted, the gamma matrices satisfy \(\{\gamma^\mu, \gamma^\nu\} = 2g_{\mu\nu}\), and \(\nabla_\mu = \partial_\mu + \omega_\mu\) is the covariant derivative for spinor fields. When setting \(m = 0\), it can be shown that these equations are equivalent to the homogeneous Maxwell’s equations [94].

Since now we have a description of electromagnetic waves in terms of coupled Dirac equations, one can import certain methods that are generally used in the Relativistic Quantum Mechanics of electrons. An example of such a method is the Foldy–Wouthuysen transformation [31, 84], which was originally applied to the massive Dirac equation in order to understand its non-relativistic limit. The Foldy–Wouthuysen transformation consists of a unitary transformation, acting on the basis in which the states and the Dirac Hamiltonian are represented in such a way that the \(\alpha\)-matrices are eliminated, and the resulting Hamiltonian is in diagonal form. This is always possible for a free Dirac electron, but, in the presence of other external fields (electromagnetic or gravitational), the transformation might only be performed in a perturbative sense, the resulting Hamiltonian being diagonal only to some order in \(\hbar\). Generalizations of the Foldy–Wouthuysen transformation to other spin-fields were introduced in [45] for spin-0 and spin-1 fields, and in [106] for arbitrary spin-fields.

In order to obtain the equations of motion describing the G-SHE of photons in a static gravitational field, Gosselin et al. [93] used a generalized Foldy–Wouthuysen transformation, together with their semiclassical diagonalization procedure described in [19, 91]. Even though their results describe a general static spacetime with torsion [93], here we will restrict our attention to the
particular case of a Schwarzschild background, with the metric expressed in isotropic coordinates, as given in equation (A3).

In this case, the following equations of motion, describing the G-SHE of photons, were obtained by Gosselin et al. [93]:

\[ \dot{p} = -cp\nabla F, \quad \dot{x} = c \frac{p}{p} F + \sigma \frac{\dot{p} \times p}{p^3}, \]  

(63)

where \( F = \frac{V}{W} \) (see equations (A3) and (A4) for the definitions of \( V \) and \( W \)) contains the metric components, \( \sigma = \pm \hbar \) is the photon helicity, \( p = \hbar/\lambda \) is the magnitude of the photon momentum, and the vector notation is \( p = (p_x, p_y, p_z) \), \( x = (x, y, z) \).

There is a small difference between the equations of motion presented here in equations (63), and the equations of motion from [93, eq.(24)], where the authors used a wrong formula for \( F \) in the last step of their calculation. While this does not seem to affect the final results in a drastic way, the error propagated into other papers as well [139].

The G-SHE is given by the second term in the expression of \( \dot{x} \). Clearly, this is a helicity dependent correction, which vanishes when we neglect the helicity of the photon. In this case, the equations of motion reduce to the usual null geodesics, and describe ordinary light bending around a Schwarzschild black hole. Also, the G-SHE correction term is proportional to the wavelength \( \lambda \) of the photon, since \( \dot{p} \propto p \propto \lambda^{-1} \), \( p \propto \lambda^{-1} \), and \( p^3 \propto \lambda^{-3} \). Thus, the G-SHE vanishes in the limit of very short wavelengths or infinitely high frequencies.

### 3.2. Predictions of the theory

It is important to notice the direction of the G-SHE correction term in equations (63). Given the spherical symmetry of the Schwarzschild black hole, \( \dot{p} \) is directed along the gradient of the gravitational field, and \( p \) will correspond to the direction of propagation of the photon. Thus, the G-SHE correction term will be perpendicular to both the gradient of the gravitational field and the direction of propagation of the photon. In the case of radial trajectories, the G-SHE will vanish.

For a Schwarzschild black hole, trapped null geodesics occur only at a fixed radial location, given by \( r = \frac{3GM}{c^2} \). These null geodesics constitute the photon sphere, and determine the shadow of the black hole (see e.g. [121] for a discussion of black hole shadows). One can consider a notion of effective photon sphere in the context of the G-SHE. By effective photon sphere, we now mean trapped curves associated with the equations of motion (63). Considering any photon initially located on the photon sphere, the G-SHE correction term will be different from zero. However, since \( \dot{p} \) is directed along a radial direction, and \( p \) is tangential to the photon sphere, their cross product will also be tangential to the photon sphere. Even though the G-SHE will deflect the photon from its original trajectory, the photon will not leave the photon sphere. This contradicts the findings in [190], where it was predicted that the gravitational spin-orbit coupling induces a helicity-dependent splitting of the photon sphere into two effective photon spheres of different radii. Another argument against the splitting of the photon sphere is that both the Schwarzschild
spacetime and Maxwell’s equations are parity invariant, while a splitting of the photon sphere would violate this basic symmetry principle.

Based on the equations of motion (63), Gosselin et al. proposed the following correction to the ordinary light bending deflection angle [93]:

$$\Delta \phi = \frac{4GM}{c^2 r_0} \left( 1 - \frac{\sigma}{\hbar} \frac{\lambda}{2\pi r_0} \right), \quad (64)$$

where $r_0$ represents the distance of closest approach between the light ray and the center of the gravitational source. The first term in this equation represents the ordinary light bending deflection angle, well known from General Relativity, while the second term represents the polarization-dependent G-SHE correction. However, equation (64) cannot be correct. The additional deflection due to the G-SHE lies in a plane orthogonal to the ordinary light bending plane, thus, one should treat them separately. This statement is justified by the equations of motion (63), where the G-SHE correction term is proportional to $\mathbf{\times} \times \mathbf{p}$ (this is because $\dot{\mathbf{p}} \propto \nabla F \propto \mathbf{x}$). Looking in the plane orthogonal to the ordinary light bending plane, the deflection angle coming from the G-SHE should be:

$$\Delta \phi_{\text{SHE}} = \frac{\sigma}{\hbar} \frac{4GM}{c^2 r_0} \frac{\lambda}{2\pi r_0} = \chi \frac{2GM\lambda}{\pi c^2 r_0^2}, \quad (65)$$

where $\chi = \pm 1$. This last formula is proportional to the deflection angle predicted in [70], and discussed here in equation (60). Also, the classical nature of the G-SHE is emphasized here, since the deflection angle does not depend on $\hbar$.

One of the main disadvantages of the method used in [93] is that the use of the Bargmann–Wigner equations blurs the connection with Maxwell’s equations, while the Foldy–Wouthuysen transformation, and the semiclassical diagonalization procedures unnecessarily introduce Planck’s constant, giving the general impression that the G-SHE is of Quantum Mechanical origin. In section 1.3, the SHE-L was directly derived from Maxwell’s equations, without the need of using any Quantum Mechanical notions. Similar arguments should apply for the case of Maxwell’s equations on a curved background. Another drawback of the approach of Gosselin et al. is that their treatment is limited to static spacetimes, and it is not clear how the method should be extended to more general spacetimes.

An alternative derivation of equations (63) can be obtained by treating the Schwarzschild spacetime as an effective inhomogeneous medium. By using the equivalence between Maxwell’s equations in curved spacetime and inside a material in flat spacetime, as discussed in section 1.4, an effective refractive index can be attributed to the Schwarzschild spacetime, $n = 1/F$, and the same methods as for the SHE-L in inhomogeneous optical media can be applied. For example, equations (63) can be easily obtained by inserting $n = 1/F$ into equations (45).

As discussed in [39], all spin-orbit interactions of light can be understood in terms of couplings between the different forms of angular momentum that light can carry. In the case considered by Gosselin et al. [93], photons only have SAM and EOAM with respect to the black hole, thus the
FIG. 1: G-SHE of photons around a Schwarzschild black hole. Different viewing angles for the same trajectories are represented. The magnitude of the effect is amplified for visualization purposes. The blue and the red trajectories correspond to photons having opposite helicities, $\sigma = \pm \hbar$, while the green trajectory represents a null geodesic ($\sigma = 0$), undergoing only ordinary light bending.

only possible spin-orbit coupling is between these two forms of angular momentum. Given the spherical symmetry of the Schwarzschild spacetime, one can show that equations (63) possess the following integral of motion:

$$J = x \times p + \sigma \frac{p}{p}, \quad \dot{J} = 0. \quad (66)$$

The same holds true for the SHE-L in spherically-symmetric inhomogeneous optical media [39, 137], and this emphasizes the direct connection between the conservation of the total angular momentum of light and the helicity-dependent corrections to the equations of motion.

In order to provide some intuition about how the G-SHE affects the propagation of light around a Schwarzschild black hole, we numerically integrated equations (63). An example is presented in figure 1, where we start at a common point with three different trajectories. The only difference in the initial conditions is the helicity. One can see that the G-SHE results in a helicity-dependent transverse shift of the trajectories, and the motion is no longer restricted to a plane, as in the case of the null geodesic. The Schwarzschild black hole acts as a Stern–Gerlach magnet for photons of opposite helicity. Other examples of numerically integrated G-SHE trajectories can also be found in [139].

4. G-SHE FROM GEOMETRICAL OPTICS

The standard treatment for the propagation of electromagnetic waves in General Relativity is achieved by investigating Maxwell’s equations in curved spacetime. Null geodesics can be obtained from Maxwell’s equations by considering the lowest order geometrical optics approximation [127,
144, 145]. However, as we saw in the previous sections, at this level of the approximation, there is no influence of the polarization degree of freedom on the trajectories. In order to obtain a theoretical description of the G-SHE, higher order terms should be considered in the geometrical optics approximation.

Starting with Maxwell’s equations in curved spacetime, and by considering certain corrections to the standard geometrical optics approximation, several authors obtained polarization-dependent trajectories for light rays in a curved spacetime [62, 63, 85, 86, 194] (see also [101] for a more general discussion). However, some of the predictions presented in these papers are in contradiction with the results discussed in sections 2 and 3. For example, polarization-dependent trajectories were predicted in [85, 194], on a Kerr spacetime. However, this effect disappears in the limit of a Schwarzschild spacetimes, in contrast to what we discussed in the previous sections.

Here, we will review the main features of these approaches, focusing in particular on [85, 194]. We start by reviewing the standard geometrical optics approximation for Maxwell’s equations in curved spacetime. In the lowest order expansion, this leads to the well-known results that light rays follow null geodesics, and the polarization vector is parallel-transported along the null geodesic, leading to the gravitational Faraday rotation of the polarization vector. The gravitational Faraday rotation represents the starting point for the modified geometrical optics proposal presented in [62, 63, 85, 86, 194], where a modified eikonal ansatz was proposed.

### 4.1. Geometrical Optics and Gravitational Faraday Rotation

In this section we will review the main features of the geometrical optics approximation for Maxwell’s equations in curved spacetime, which is well known in General Relativity [127]. The general argument is very similar to what we already discussed in section 1.3, but there are some key differences, which will be emphasized along the way. It is important to compare these two approaches in detail, since there is some disagreement between their predictions for the G-SHE, as we will see in what follows.

We begin by considering a stationary spacetime described by some metric tensor $g_{\mu\nu}$. The propagation of electromagnetic waves within a given spacetime can be described by the vector potential $A_\mu$, satisfying the Lorentz gauge condition

\[ \nabla_\mu A^\mu = 0, \]  \hspace{1cm} (67)

and the wave equation

\[ \nabla^\nu \nabla_\nu A_\mu - R^\nu_\mu A_\nu = 0, \]  \hspace{1cm} (68)

where $\nabla_\mu$ is the covariant derivative, and $R^\mu_\nu$ is the Ricci tensor.

The central assumption of the geometrical optics approximation is that the wavelength of light, $\lambda = 2\pi \omega^{-1}$, is much smaller than any other characteristic length scale $L$ of the problem. When
considering the propagation of light through a medium, this length scale is given by the distance over which the parameters of the medium change significantly, and in the case of light propagating on a curved spacetime, the length scale is given by the variation scale of the spacetime curvature. Under this assumption, it is expected that the vector potential $A_\mu$ can be split into a slowly varying complex amplitude $a_\mu$ and a fast oscillating real phase $S$:

$$A_\mu = a_\mu e^{iS/\epsilon},$$  \hspace{1cm} (69)

where $\epsilon$ is a dimensionless expansion parameter.

This is generally called the eikonal ansatz. The same results are obtained if one uses the eikonal ansatz to expand other quantities, such as the Faraday tensor [62, 63] or the Riemann–Silberstein vector [85]. The geometrical optics equations are obtained by inserting the eikonal ansatz into the Lorentz gauge condition and into the wave equation. Afterwards, the results are examined order by order in the expansion parameter, $\epsilon$. From the Lorentz gauge condition, at order $\epsilon^{-1}$, we obtain:

$$a^\mu k_\mu = 0,$$  \hspace{1cm} (70)

where we have defined $k_\mu = \nabla_\mu S$. Thus, the amplitude vector $a_\mu$ is orthogonal to the wave vector $k_\mu$. The wave equation at order $\epsilon^{-2}$ gives:

$$k^\mu k_\mu = 0.$$  \hspace{1cm} (71)

This means that the gradient of the phase is null. Also, since $k_\mu$ is a gradient, it follows that it will satisfy the null geodesic equation:

$$k^\nu \nabla_\nu k^\mu = 0.$$  \hspace{1cm} (72)

In this way, the classical result that light rays follow null geodesics is recovered from the wave equation. It is one of the main results of the geometrical optics approximation for Maxwell’s equations in curved spacetime.

By examining the wave equation at order $\epsilon^{-1}$, we obtain the following transport equation:

$$k^\nu \nabla_\nu a_\mu + \frac{1}{2} a^\mu \nabla_\nu k^\nu = 0.$$  \hspace{1cm} (73)

Following [194], we can split the amplitude $a_\mu$ into a real amplitude $a$ and a complex unit vector $l^\mu$, which will describe the polarization degree of freedom:

$$a_\mu = a l_\mu, \hspace{1cm} l^\mu l_\mu = 1.$$  \hspace{1cm} (74)
Substituting equation (74) into equation (70), we see that the polarization vector \( l^\mu \) is orthogonal to the wave vector \( k_\mu \):

\[
k_\mu l^\mu = 0. \tag{75}
\]

By substituting equation (74) into equation (73), we obtain:

\[
\nabla_\mu (a^2 k^\mu) = 0, \tag{76}
\]

\[
k^\nu \nabla_\nu l^\mu = 0. \tag{77}
\]

Equation (76) can be interpreted as the conservation of the photon number along the null geodesic, and equation (77) represents the parallel-propagation equation for the polarization vector along the null geodesics. This is the second important result of the geometrical optics approximation for Maxwell’s equations in curved spacetime.

Following [194], we can introduce an orthonormal basis \((u^\mu, n^\mu, e_1^\mu, e_2^\mu)\). Since the considered spacetime is stationary, we have the following stationary Killing vector field:

\[
\xi = \frac{\partial}{\partial t}, \tag{78}
\]

and we introduce the notation \( h = -\xi^\mu \xi_\mu \). Now, we can define \( u^\mu \) and \( n^\mu \) as in [194]:

\[
u^\mu = \frac{\xi^\mu}{\sqrt{h}}, \tag{79}
\]

\[
n^\mu = \frac{\sqrt{h}}{\omega} k^\mu - u^\mu, \tag{80}
\]

where \( \omega = -\xi^\mu k_\mu \) is the frequency measured by a stationary observer. The other two spacelike unit vector fields, \( e_1^\mu \) and \( e_2^\mu \), can be obtained by Fermi–Walker transport along the vector \( n^\mu \) [85, 194]. In this case, the vector fields \( e_1^\mu \) and \( e_2^\mu \) will represent a linear polarization basis, and we can define the circular polarization basis in the following way:

\[
m^\mu = \frac{1}{\sqrt{2}} (e_1^\mu + i \sigma e_2^\mu), \tag{81}
\]

where \( \sigma = +1 \) corresponds to right-handed circular polarization, and \( \sigma = -1 \) corresponds to left-handed circular polarization. We will refer to \( \sigma \) as the helicity. Using this circular polarization base vector field \( m^\mu \), we can write the polarization vector \( l^\mu \) as in [194]:

\[
l^\mu = m^\mu e^{i \phi}, \tag{82}
\]

where \( \phi = \phi(x) \) is a real function of the spacetime coordinates, and the amplitude \( a^\mu \) will take the following form:
\[ a^\mu = a l^\mu = a(e_1^\mu + i\sigma e_2^\mu)e^{i\phi}. \] (83)

This form of the amplitude is very similar to the one considered in section 1.3, with the small difference that here only one circular polarization mode is considered to be active (we have either a right-handed or a left-handed circular polarization mode, depending on the helicity \( \sigma \)). This should not affect the following calculations, since the polarization dynamics should be decoupled in a circular polarization basis. However, the method presented here, and the method discussed in section 1.3 are quite different, since in section 1.3 the field Lagrangian was projected onto the circular polarization eigenmodes, while here there is no such projection, and the transport equation is already given.

Recalling that \( l^\mu \) is parallel-transported along the null geodesic generated by \( k^\mu \), equation (77) becomes:

\[ k^\nu \nabla_\nu l^\mu = k^\nu \nabla_\nu (m^\mu e^{i\phi}) = 0. \] (84)

Following the derivation in [194], we can write the propagation equation for the phase \( \phi \) along null geodesics generated by \( k^\mu \):

\[ k^\nu \nabla_\nu \phi = \frac{1}{2} \sigma u_\rho k_\lambda \varepsilon^{\mu\rho\lambda} \nabla_\nu u_\mu, \] (85)

where \( \varepsilon^{\mu\rho\lambda} \) is the Levi–Civita tensor. This equation describes the evolution of the phase function \( \phi \) along the null geodesic generated by \( k^\mu \). This effect is known as the gravitational Faraday rotation [44, 78, 80, 104, 131, 161, 164].

At least in the case considered here, the extra phase variation arising as a consequence of the gravitational Faraday rotation is a phenomenon strictly related to the non-static nature of the spacetime. More explicitly, the extra phase variation is proportional to the \( g_{ij} \) off-diagonal terms in the metric [85, 194] (this is clearly presented in equation (102) from [85]). If we consider a Kerr spacetime in Boyer–Lindquist coordinates, with spin parameter \( a \), then the variation of \( \phi \) along a null geodesic generated by \( k_\mu \) would be proportional to \( a \).

### 4.2. Modified Geometrical Optics

The standard geometrical optics approximation predicts the gravitational Faraday rotation, and the trajectories of light rays are null geodesics, independent of the polarization. In order to take into account the influence of the polarization on the null geodesics, a modified geometrical optics procedure (also called “spinoptics” by some authors) was presented, first by Frolov and Shoom [85], and later on by Yoo [194] and Dolan [62, 63]. The main idea is that the additional phase factor coming from the gravitational Faraday rotation should be interpreted as a correction term.
to the original eikonal ansatz, considered in equation (69). By adopting this approach, the eikonal ansatz is modified in the following way:

$$S \rightarrow \tilde{S} = S + \phi,$$

$$A_\mu = \tilde{a}_\mu e^{i\tilde{S}/\epsilon}.$$  \hspace{1cm} (86)

This new eikonal ansatz looks somewhat similar to what Bliokh et al. considered in [35], where an extra Berry phase was included in the eikonal ansatz. However, at this point, it is not clear if we can identify the gravitational Faraday rotation with the Berry phase of electromagnetic waves propagating in curved spacetime. The main reason behind this is the fact that the gravitational Faraday rotation, as presented in [85, 194], vanishes in static spacetimes, such as the Schwarzschild spacetime. On the other hand, from the results of Gosselin et al. [93] we clearly see that the Berry phase is non-vanishing and plays a key role for the G-SHE of photons propagating in static spacetimes.

Following the same steps as for the standard geometrical optics approximation, the following equations are obtained [194]:

$$\tilde{a}^\mu q_\mu = 0,$$  \hspace{1cm} (88)

$$q^\mu q_\mu = 0,$$  \hspace{1cm} (89)

$$\nabla_\mu (\tilde{a}^2 q^\mu) = 0,$$  \hspace{1cm} (90)

$$q^\mu \nabla_\mu \tilde{\phi} = 0,$$  \hspace{1cm} (91)

where $q_\mu = \nabla_\mu \tilde{S} - \sigma \phi_\mu$, $\phi_\mu = \frac{1}{2} \varepsilon_{\mu\nu\rho\lambda} u^\nu \nabla^\rho u^\lambda$, and $\tilde{a}^\mu = a \tilde{m}^\mu e^{i\tilde{\phi}}$. These equations indicate that the trajectories generated by $q^\mu$ are null, the photon number is conserved, and the phase $\tilde{\phi}$ is constant along the null trajectories generated by $q^\mu$.

However, since the modified wave vector $q_\mu$ is no longer a gradient, the following equation of motion is obtained for light rays in this modified geometrical optics approximation [194]:

$$q^\nu \nabla_\nu q^\mu = \sigma f^\mu_{\nu} q^\nu,$$  \hspace{1cm} (92)

where $f_{\mu\nu} = \nabla_\mu \phi_\nu - \nabla_\nu \phi_\mu$.

This equation is similar to that of the motion of charged particles under the influence of an electromagnetic field. Here, the role of the charge is played by the polarization $\sigma$, and the role of the electromagnetic vector potential is played by $\phi_\mu$.

The results of this modified geometrical optics approach can also be obtained by considering an effective metric, as shown by Frolov et al. [85]. Considering the case of a Kerr spacetime in Boyer–Lindquist coordinates, with $a$ representing the black hole spin parameter, the effective metric with modified geometrical optics corrections can be written as:
\[ g_{\mu\nu} = \begin{pmatrix} g_{tt} & g_{tr} & g_{t\theta} & g_{t\phi} \\ g_{rt} & g_{rr} & 0 & 0 \\ g_{\theta t} & 0 & g_{\theta\theta} & 0 \\ g_{\phi t} & 0 & 0 & g_{\phi\phi} \end{pmatrix}, \]

where the effective correction terms are:

\[ g_{rt} = g_{tr} = \frac{\sigma a}{\omega} f_1(a, M, r, \theta), \]
\[ g_{\theta t} = g_{t\theta} = \frac{\sigma a}{\omega} f_2(a, M, r, \theta). \]

The explicit form of the functions \( f_1 \) and \( f_2 \) can be obtained from [85, eq. (126)]. The key aspect is that the effective correction terms are proportional to \( a \), and vanish when \( a = 0 \). Thus, there is no effect in the case of a Schwarzschild spacetime, in contrast to what we discussed in sections 2.2 and 3.1. Also, the effective correction terms go to zero when we neglect the polarization degree of freedom, and in the limit of high frequencies, similarly as for the SHE-L in section 1.3, or for the G-SHE from section 3.1.

The same modified geometrical optics procedure was applied in [194] to study the propagation of gravitational waves, with similar results as presented above. The only difference comes from the fact that gravitational waves are described by a massless spin-2 field, so we have helicity \( \sigma = \pm 2 \). These claims are in contradiction with the results of Yamamoto [193], which predicted a G-SHE for gravitational waves in Schwarzschild spacetimes.

5. LINKING THE MODELS

In the previous sections we saw that several authors obtained various forms of G-SHEs for massless particles, using completely different methods, and sometimes even resulting in predictions that do not agree. As a starting point towards a deeper understanding of the G-SHE, one could try to show that some connections exist between these apparently different methods. At least for the case of the SouSa equations and the method presented in section 3, such a connection could be expected, since the predicted deflection angles seem to agree in Schwarzschild spacetimes. Unfortunately, no such connections have been explored in the literature.

However it is reassuring to see that, at least for the case of massive particles, there exists some work linking the approach in section 3, as well as the geometrical optics approach, to linearized MPDT equations. These will be presented in the following. Our hope is that future developments of the G-SHE for massless particles could benefit from this discussion.

5.1. MPD – Dirac Equivalence from the Quantum Perspective

Here we present a sketch of the derivation of the linearized MPDT equations, starting from the massive Dirac equation, as proposed by Obukhov, Silenko, and Teryaev [135, 136]. The central
element of their derivation is the application of the Foldy–Wouthuysen transformation, so in this sense it is somewhat similar to the approach presented in section 3. The authors make use of the following representation of a generic metric:

$$ds^2 = V^2dt^2 - \delta_{ab}W^a_\epsilon W^\epsilon_\delta (dx^c - K^c dt)(dx^d - K^d dt),$$

(96)

where $t$ stands for a time coordinate, and $x^a$, with $(a = 1, 2, 3)$, denote local spatial coordinates. They choose the following tetrad, which satisfies the Schwinger gauge $e^0_a = 0$:

$$e^0_i = V\delta^0_i, \quad e^a_i = W^a_b(\delta^0_b - K^0_b \delta^0_i).$$

(97)

A particle moves along a worldline $x^\mu(\tau)$, where $(\mu = 0, 1, 2, 3)$, and $\tau$ is the proper time. The four-velocity is then $u^\mu = dx^\mu/d\tau$, and $u^\alpha = e^\alpha_\mu u^\mu$, with $(\alpha = 0, 1, 2, 3)$ in tetrad components. They use the representation $u^\alpha = (\gamma, \gamma v^a)$, where $\gamma^{-1} = \sqrt{1 - v^2}$, and $v^a$ are the three spatial components of the velocity. As a consequence, we have:

$$u^0 = \frac{dt}{d\tau} = \frac{\gamma}{V},$$

(98)

$$u^a = \frac{dx^a}{d\tau} = \frac{\gamma}{V}(K^a + F^a_b v^b),$$

(99)

where:

$$F^a_b = VW^a_b.$$

(100)

The authors start with the Dirac equation:

$$\gamma^k \nabla_k \Psi - \frac{\mu}{\hbar} \Psi = 0,$$

(101)

where $\Psi$ is a 4-spinor, and, upon fixing a tetrad, $\gamma^k$ are the gamma matrices. Equation (101) can be derived from the action $S = \int d^4x \sqrt{-g} \mathcal{L}$, with the Lagrangian density:

$$\mathcal{L} = \frac{i\hbar}{2} (\bar{\Psi} \gamma^\alpha \nabla_\alpha \Psi - \Psi \gamma^\alpha \nabla_\alpha \bar{\Psi}) - \mu \bar{\Psi} \Psi.$$  

(102)

To obtain a “Hermitian Hamiltonian” when writing the Dirac equation in Schrödinger form, $i\hbar \frac{\partial \psi}{\partial \tau} = \mathcal{H} \psi$, the authors introduce the following rescaled wavefunction:

$$\psi = (\sqrt{-g} e^0_0)^{1/2} \Psi.$$  

(103)

---

4 In neither paper [135, 136], did the authors mention which scalar product they are considering.
Then, the Hamiltonian is given by:

$$\mathcal{H} = \gamma^0 m V + \frac{1}{2} \left( \pi_a F_b^a \alpha^b + \alpha_a F^a_{\mu} \pi^\mu + K^a \pi_a + \pi_a K^a + \frac{\hbar}{2} (\Xi_a \Sigma^a - \Upsilon \gamma_5) \right),$$

(104)

where $\pi_a = -i \hbar \partial_a = p_a$, $\alpha^a = \gamma^0 \gamma^a$, $\Sigma^1 = i \gamma^2 \gamma^3$, $\Sigma^2 = i \gamma^3 \gamma^1$, and $\Sigma^3 = i \gamma^1 \gamma^2$. Furthermore, one can introduce a pseudoscalar, $\Upsilon$, and a three-vector, $\Xi$:

$$\Upsilon = V \epsilon_{abc} \Gamma_{abc}, \quad \Xi_a = V \epsilon_{abc} \Gamma_{bc} \gamma_0.$$  

(105)

With the methods developed in [170], the authors of [135, 136] then proceed to derive the Hamiltonian in the Foldy–Wouthuysen representation [84]. In this step, they linearize in $\hbar$, hence only keeping contributions to the Hamiltonian that are of the zeroth or first order in $\hbar$. The Hamiltonian is decomposed into pieces that commute and anticommute with $\gamma^0$:

$$\mathcal{H} = \gamma^0 \mathcal{M} + \mathcal{E} + \mathcal{O}, \quad \gamma^0 \mathcal{M} = \mathcal{M} \gamma^0, \quad \gamma^0 \mathcal{E} = \mathcal{E} \gamma^0, \quad \gamma^0 \mathcal{O} = -\mathcal{O} \gamma^0.$$  

(106)

Hence, the operators $\mathcal{M}$, $\mathcal{E}$ are even, and $\mathcal{O}$ is odd. The Foldy–Wouthuysen representation is given by:

$$\psi_{FW} = U \psi, \quad \mathcal{H}_{FW} = U \mathcal{H} U^{-1} - i \hbar U \partial_t U^{-1}.$$  

(107)

Assuming the notation $\epsilon = \sqrt{\mathcal{M}^2 + \mathcal{O}^2}$, the operator $U$ is given by:

$$U = \frac{\gamma^0 \epsilon + \gamma^0 \mathcal{M} - \mathcal{O}}{\sqrt{(\gamma^0 \epsilon + \gamma^0 \mathcal{M} - \mathcal{O})^2}} \gamma^0,$$  

(108)

and it is unitary ($U^{-1} = U^\dagger$) if $\mathcal{H} = \mathcal{H}^\dagger$.

After introducing the polarization operator $\Pi = \gamma^0 \Sigma$, the authors of [135, 136] calculate:

$$\frac{d\Pi}{dt} = \frac{i}{\hbar} [\mathcal{H}_{FW}, \Pi] = \Omega_{(1)} \times \Sigma + \Omega_{(2)} \times \Pi,$$  

(109)

where the three-vectors $\Omega_{(1)}$ and $\Omega_{(2)}$ are the operators of the angular velocity of spin precession. Then, the authors of [135, 136] obtained the semiclassical equations describing the motion of the average spin vector $s$ by evaluating all anticommutators, and omitting powers of $\hbar$ higher than one:

$$\frac{ds}{dt} = \Omega \times s = (\Omega_{(1)} + \Omega_{(2)}) \times s.$$  

(110)

Note that this choice for the momentum operator is not Hermitian in curved spacetime. If one is only interested in the weak field approximation, this should not be a concern. However, the notion of Hermiticity is dependent on the scalar product, which is not specified in the papers discussed here.
Here, \( \{ A \times B \}_a = \epsilon_{abc} A^b B^c \) is the usual vector product in three dimensions. Substituting the semiclassical limit back into the Foldy–Wouthuysen Hamiltonian, they get:

\[
H_{FW} = \gamma^0 \gamma m V + \frac{1}{2} (K^a p_a + p_a K^a) + \frac{\hbar}{2} \left( \Pi \cdot \Omega^{(1)} + \Sigma \cdot \Omega^{(2)} \right). \tag{111}
\]

From this, the velocity operator is obtained in the following form:

\[
u^a = \frac{dx^a}{dt} = i \frac{\hbar}{\gamma} [H_{FW}, x^a] = \gamma^0 \frac{\partial \gamma m V}{\partial p_a} + K^a. \tag{112}
\]

Then, they proceed to show that, with \( s^a = (\Lambda)_{\alpha}^{\beta} S^\beta \) being the physical spin in the rest frame of an observer along the worldline of the spinning particle and hence \( s^a = (0, s) \) being the spin three-vector, equations (110) and (112) are equivalent to the linearized MPDT equations (52). Here, \( S^\beta \) is the covariant spin vector defined in (51), and \( \Lambda_{\alpha}^{\beta} \) is the Lorentz transformation to the rest frame of the observer along the worldline of the spinning particle.

5.2. MPD – Dirac Equivalence using WKB

In this section we will give a quick sketch of the derivation of the linearized MPDT equations (52) from the massive Dirac equation, by using a WKB approximation, along the lines of [8, 151].

We start with the Dirac equation (101):

\[
\gamma^k \nabla_k \Psi - \frac{\mu}{\hbar} \Psi = 0, \tag{113}
\]

with \( \mu > 0 \), and decompose the 4-spinor \( \Psi \) into 2-spinors:

\[
\Psi = \begin{bmatrix} \xi^A \\ \pi^A \end{bmatrix}.
\]

The gamma matrices are given by:

\[
\gamma^a = \sqrt{2} \begin{bmatrix} 0 & -\sigma^{aAB'} \\ \sigma^{aBA'} & 0 \end{bmatrix},
\]

and satisfy \( \gamma^{(a} \gamma^{b)} = -g^{ab} 1 \). The \( \sigma^i \)'s are the Infeld–van der Waerden symbols [143], satisfying:

\[
\sigma_a \ A_{K'}^\gamma \sigma_b \ B_{K'}^\gamma + \sigma_b \ A_{K'}^\gamma \sigma_a \ B_{K'}^\gamma = g_{ab} \epsilon^{AB}.
\]

Once a tetrad is fixed, they become the gamma and Pauli matrices, up to a constant normalization factor. In the following, we will denote the conjugate transpose of a 4-spinor \( \Psi \) by \( \Psi^\dagger \), and the Pauli conjugate as:
\[\Psi = \begin{bmatrix} \xi^A \\ \eta_A \end{bmatrix} \begin{bmatrix} 0 & \delta_B^A \\ -\delta_B^A & 0 \end{bmatrix} = \begin{bmatrix} -\eta_B \\ \xi^B \end{bmatrix}.\]

Note that \(i\bar{\Psi}\Psi\) is real. Then, one starts the derivation with the WKB ansatz:

\[\Psi = \exp \left(-\frac{i}{\hbar} S\right) \sum_{\nu=0}^{\infty} \hbar^{\nu} \psi^{(\nu)},\]  

(114)

where \(S\) is a scalar field, and the amplitude \(\sum_{\nu=0}^{\infty} \hbar^{\nu} \psi^{(\nu)}\) is a 4-spinor. Plugging the ansatz (114) into equation (101), one gets:

\[(i\gamma^k \nabla_k S + \mu \mathbb{1})\psi^{(0)} = 0 \quad (\nu = 0),\]

(115)

\[(i\gamma^k \nabla_k S + \mu \mathbb{1})\psi^{(\nu)} = \gamma^k \nabla_k \psi^{(\nu-1)} \quad (\nu > 0).\]

(116)

First, we observe that equation (115) has non-zero solution only if \(\text{det}(i\gamma^k \nabla_k S + \mu \mathbb{1}) = 0\). Using \(\gamma^{(a} \gamma^{b)} = -g^{ab} \mathbb{1}\), this leads to:

\[\nabla^k S \nabla_k S = \mu^2.\]

(117)

From this equation we can see that geodesics are integral curves of \(\frac{1}{\mu} \nabla S\) are. Therefore, up to zero order in \(\hbar\), geodesics can be considered a good approximation to solutions of (101).

We choose an orthonormal frame \(e_0, e_1, e_2, e_3\), with \(e_0 = \frac{1}{\mu} \nabla S\), such that the orthonormal frame field is parallel transported along the integral curves of \(\frac{1}{\mu} \nabla S\). A spin basis (up to a common sign of \(o\) and \(i\)) can now be fixed:

\[o^A o^{A'} = \frac{1}{\sqrt{2}} \sigma_k^{AA'} (e_0^k + e_3^k),\]

\[i^A i^{A'} = \frac{1}{\sqrt{2}} \sigma_k^{AA'} (e_0^k - e_3^k),\]

(118)

\[o^A i^{A'} = \frac{1}{\sqrt{2}} \sigma_k^{AA'} (e_1^k + ie_2^k).\]

One can then define:

\[\Sigma_1 = \frac{1}{\sqrt{2}} \begin{bmatrix} o^A \\ i o^{A'} \end{bmatrix}, \quad \Sigma_2 = \frac{1}{\sqrt{2}} \begin{bmatrix} i^A \\ -i o^{A'} \end{bmatrix}, \quad \Sigma_3 = \frac{1}{\sqrt{2}} \begin{bmatrix} o^A \\ -i i^{A'} \end{bmatrix}, \quad \Sigma_4 = \frac{1}{\sqrt{2}} \begin{bmatrix} i^A \\ i i^{A'} \end{bmatrix},\]

(119)

and calculate:

\[(i\gamma^k \nabla_k S + \mu \mathbb{1})\Sigma_\alpha = \begin{cases} 0 & \text{for } \alpha = 1, 2 \\ 2\mu \Sigma_\alpha & \text{for } \alpha = 3, 4 \end{cases}.\]

(120)
Now we impose the following solvability condition:

$$\Sigma_1 \gamma^k \nabla_k \psi^{(\nu-1)} = 0, \quad \Sigma_2 \gamma^k \nabla_k \psi^{(\nu-1)} = 0.$$  \hspace{1cm} (121)

If this condition were not satisfied, (120) would prevent any solutions to the equation (116). Then, one can write a general zeroth order solution $\psi^{(0)}$ of (115) as:

$$\psi^{(0)} = a_1^{(0)} \Sigma_1 + a_2^{(0)} \Sigma_2.$$  \hspace{1cm} (122)

A general solution at order $\nu$ can be given as a sum of the homogeneous solutions as above, and a particular solution $\Pi^{(\nu)}$:

$$\psi^{(\nu)} = a_1^{(\nu)} \Sigma_1 + a_2^{(\nu)} \Sigma_2 + \Pi^{(\nu)}.$$  \hspace{1cm} (123)

The particular solution can be written as $\Pi^{(\nu)} = a_3^{(\nu)} \Sigma_3 + a_4^{(\nu)} \Sigma_4$. Inserting this into (116), using (120) on the left hand side, and then equating the coefficients leads to:

$$\Pi^{(\nu)} = -\frac{i}{2\mu} \left( (\Sigma_3 \gamma^k \nabla_k \psi^{(\nu-1)}) \Sigma_3 + (\Sigma_4 \gamma^k \nabla_k \psi^{(\nu-1)}) \Sigma_4 \right).$$  \hspace{1cm} (124)

Finally, the solvability conditions (121) fix all $a_1^{(\nu)}$ and $a_2^{(\nu)}$. To obtain the linearized MPDT equations, the authors of [8, 151] used the Gordon decomposition, splitting the four-current $j^a = \overline{\Psi} \gamma^a \Psi$ into a convectional current and a spin current:

$$j^a = \frac{\hbar}{2\mu} \left( (\nabla^a \overline{\Psi}) \Psi - \overline{\Psi} \nabla^a \Psi \right) + \nabla_k \left( \frac{\hbar}{2\mu} \overline{\Psi} \sigma^{ak} \Psi \right),$$  \hspace{1cm} (125)

where the relation $\sigma^{ab} = \gamma^{[a} \gamma^{b]}$ has been used.

A comparison to the non-relativistic case shows that the three-current can be interpreted as $j_{\text{conv}}$, and is related to the translation motion of the Dirac particle. The current $j_{\text{spin}}$ is similar to the term one would add to describe the interaction of the magnetic moment of the electron and an external magnetic field. The authors plug the zero-order and first-order terms from (114) into the definition of $j_{\text{conv}}$ to obtain [8, 151]:

$$(j_{\text{conv}})^a = \frac{1}{\mu} \left[ i \overline{\psi}^{(0)} \psi^{(0)} \nabla^a S + \hbar \left( i \left( \overline{\psi}^{(0)} \psi^{(1)} + \overline{\psi}^{(1)} \psi^{(0)} \right) \right) \nabla^a S \right. \left. + \frac{1}{2} \left( \nabla^a \overline{\psi}^{(0)} \psi^{(0)} - \overline{\psi}^{(0)} \nabla^a \psi^{(0)} \right) + \ldots \right].$$  \hspace{1cm} (126)

In the next step, we use the fact that we are concerned with timelike trajectories ($\mu > 0$), in order to normalize the current as $u^a := (i \overline{\Psi} \Psi)^{-1} (j_{\text{conv}})^a$. The following definition is introduced:
\[ q^a = \frac{1}{2} \left( \iota \Psi \right)^{-1} \left[ \left( \nabla^a \overline{\psi}^{(0)} \right) \psi^{(0)} - \overline{\psi}^{(0)} \nabla^a \psi^{(0)} \right], \]

in order to get

\[ u^a = \mu^{-1} \nabla^a S + \mu^{-1} h q^a. \] \hfill (127)

Then, one can show that

\[ q^k \nabla_k S = 0. \] \hfill (128)

The following identity is considered

\[ u_k \nabla_k u_a = \frac{1}{2} \nabla_a (u_k u^k) + 2 \nabla_{[k} u_{a]} u^k, \]

and on the right hand side we plug in equation (127). Using (128), the following expression is obtained:

\[ \mu (\nabla_k u_a) u^k = \frac{1}{2} \nabla_a \left( (\nabla^k S + h q^k)(\nabla_k S + h q_k) \right) + 2 \mu \nabla_{[k} u_{a]} u^k. \]

This can be simplified to:

\[ \mu (\nabla_k u_a) u^k = 2 h [k q_a] u^k. \]

Now, using \( \nabla_{[a} \nabla_{b]} \Psi = -\frac{1}{8} R_{abkl} \sigma^{kl} \Psi \), the authors retrieve equation (52) as follows [8, 151]:

\[ \mu (\nabla_k u_a) u^k = -\frac{1}{4} R_{aklm} \hbar (i\overline{\psi}^{(0)} \psi^{(0)})^{-1} \overline{\psi}^{(0)} \sigma^l \sigma^m \psi^{(0)} u^k, \] \hfill (129)

\[ = -\frac{1}{2} R_{aklm} S^{lm} u^k, \] \hfill (130)

and:

\[ u^k \nabla_k S^{ab} = 0. \]

Also, using equation (116) and its Pauli conjugate, the Pirani-SSC (which to linear order in spin is identical to the Tulczyjew–Dixon SSC) can be obtained [8, 151]. Note that \( h \) enters here purely as a small expansion parameter, without intrinsic physical meaning.
FIG. 2: Sketch of a G-SHE trajectory, together with a reference null geodesic. Because the G-SHE disappears for infinite frequencies, we cannot assume a solution exhibiting the G-SHE to have a Delta distribution as initial data. Therefore, the information in the initial data is supported in an open region $\Sigma_0$. If the G-SHE trajectory traces the motion of the center of energy, then there is no problem with causality, as long as the G-SHE trajectory remains inside the causal future of the set $\Sigma_0$. This includes the situation where the G-SHE trajectories are spacelike.

6. DISCUSSION

We presented various theoretical models attempting to describe G-SHEs. These rely on completely different methods, and the predictions are not entirely consistent. In this section, we will present a final discussion, in order to summarize and compare the main features, limitations and predictions made by each approach. We start with a few comments on the apparent superluminal motion of photons, when subject to the G-SHE, since this can be a common issue, regardless of the method used for deriving the G-SHE.

6.1. Apparent superluminal motion

Several authors \cite{7, 71, 159} reach the conclusion that photons subjected to the G-SHE can move at superluminal speed, despite the fact that photons are generally considered to obey Maxwell’s equations, and solutions to Maxwell’s equations are known to obey causality. In the following, we want to clarify in what sense these trajectories might actually be valid, or at least to propose an alternative interpretation of these results.

First of all, results pertaining to the Gaussian beams in \cite{160} only yield a null geodesic with a Dirac delta initial support, in the limit of $\omega \rightarrow \infty$. However, the G-SHE comes in with a factor of $\sigma/\omega$, and vanishes in the limit mentioned above.

This suggests that the solution might lie within an old insight, that, in Minkowski spacetime, one can construct a Gaussian wave packet which has an arbitrary group velocity. Hence, the peak can travel as fast as one wishes. This does not violate the relativistic speed limit, because through
the nonvanishing tails of the Gaussian envelop, the information is a priori already present in the entire spacetime. It is likely this phenomenon that is at work here too. If we assume the G-SHE to be present, we cannot take the limit of $\omega \to \infty$. Hence, we cannot take the initial support of the beam to be arbitrarily small. Parallel transport of the initial data support region, along the original null geodesic to which we consider a modification by the G-SHE gives rise to a tube around the null geodesic. The trajectory calculated for the G-SHE then gives us the path traced out by the center of energy. Within the tube (in fact, within the entire causal future of the support of the initial data), this trajectory can, in principle, be spacelike without any violation of the universal speed limit. A schematic representation can be found in figure 2, where $\Sigma_0$ represents the spacelike hypersurface on which the initial data for the electromagnetic wave is supported, and $\Sigma_t$ represents the causal development of $\Sigma_0$ at time $t$.

### 6.2. Comparison

In section 2 we presented the MPDT/SouSa approach towards the G-SHE. Looking at the massless case, the SouSa equations have the advantage that, in principle, one can use them to study the G-SHE on any background spacetime. However, the SouSa equations come with some serious drawbacks. First of all, even though they describe massless spinning particles, it is not clear how the SouSa equations are related to Maxwell’s equations. Another issue is that certain massless limits of the MPDT equations predict that massless spinning particles will follow null geodesics [9, 122, 123]. In [70], the authors analyzed the SouSa equations in Schwarzschild spacetimes, and predicted two different deflection angles for photons passing close to the black hole.

In section 3 we discussed the approach of Gosselin, Bérard and Mohrbach [19, 93] towards the G-SHE of light. Here, the authors started with the Bargmann–Wigner equations, and then used the Foldy–Wouthuysen transformation in order to obtain effective equations of motion, describing the G-SHE of photons in a static gravitational field. They predicted a G-SHE for photons travelling in Schwarzschild spacetimes. One important advantage of this method is that the authors started with a field equation, which we consider natural to do when investigating the propagation of light. However, the method is limited to static spacetimes, and it is not clear how one should extend it to more general spacetimes. Also, the physical meaning of the Foldy–Wouthuysen transformation for photons is not clear. When applied to the Dirac equation, the Foldy–Wouthuysen transformation is used to understand the non-relativistic limit. In this sense, it is not clear what a non-relativistic limit of a massless field equation actually means.

In section 4 we presented the modified geometrical optics approach [62, 63, 85, 194]. Starting with Maxwell’s equations on a curved background, the authors used the geometrical optics approximation to derive the gravitational Faraday rotation. Then, using the phase shift associated with the gravitational Faraday rotation, the authors proposed a modified eikonal equation. This lead to the prediction of a G-SHE of light in non-static spacetimes, such as the Kerr spacetime. The main advantage of this method is that one starts with Maxwell’s equations, and derives an effect by means of a geometrical optics approach, which is a well known method that has been extensively studied in the literature. However, it is not clear to what extent is the modification of
eikonal equation justified. Also, another problem of this approach is that it breaks down at the ergosurface\(^6\) [194].

Comparing the predictions described in sections 2.2 and 3.2, we see that the SouSa and the quantum mechanical approach agree to some extend, in the case of a Schwarzschild spacetime. The G-SHE deflection angle predicted by Gosselin et al. [93] is proportional to one of the deflection angles predicted by Duval et al. [70]. Another important aspect is that the equations of motion discussed in 3.1 can also be derived by considering an effective refractive index for the Schwarzschild spacetime, together with the method described in section 1.3. This is encouraging, since the theoretical predictions discussed in section 1.3 have already been tested by several experiments in Optics [37, 39, 102].

However, a striking disagreement is seen when one compares the predictions of the quantum mechanical approach with the predictions of the modified geometrical optics approach. As we saw in section 4.2, the modified geometrical optics approach predicts a G-SHE on Kerr spacetimes, but this effect vanishes in the limit of a Schwarzschild spacetime. This is in contradiction with the predictions presented in sections 2.2 and 3, where the G-SHE is present in Schwarzschild spacetimes. Since the methods used for deriving the G-SHE are very different, it is not clear what is the origin of this disagreement. It is necessary to address this issue in future research, so that the theory can make consistent G-SHE predictions, which might one day be measured in experiments.
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Appendix A: Specific Spacetimes

Here, we present some formulas that describe specific spacetimes mentioned in the main text. We omit a discussion of these spacetimes, as it can be found elsewhere (for example, see [95]). The relevant properties are mentioned in the main body, where they matter.

The line element for flat Minkowski spacetime, in Cartesian coordinates, is given by:

\[
\text{ds}^2 = -dt^2 + dx^2 + dy^2 + dz^2. \tag{A1}
\]

\(^6\) For a Kerr black hole, the ergosurface is defined as the region above the outer event horizon where the time translation Killing vector field \(\xi = \partial/\partial t\) becomes null: \(g_{\mu\nu}\xi^\mu\xi^\nu = 0\) [187].
In Boyer Lindquist coordinates, \((t, r, \theta, \phi)\), the Schwarzschild metric is given by:

\[
ds^2 = -\left(1 - \frac{2M}{r}\right) dt^2 + \left(1 - \frac{2M}{r}\right)^{-1} dr^2 + r^2 d\Omega^2,
\] (A2)

where \(d\Omega^2 = d\theta^2 + \sin^2(\theta) d\phi^2\) describes the metric on a unit two-sphere. This describes a one parameter family of solutions, parametrized by \(M\). It is straightforward to see that we recover the Minkowski spacetime when we set \(M = 0\) in this coordinate system. The parameter \(M\) is usually interpreted as the mass of the black hole. The Schwarzschild metric is static and asymptotically flat. It can also be expressed in Cartesian isotropic coordinates, \((t, x, y, z)\), in the following way [129]:

\[
ds^2 = V^2 dt^2 - W^2 (dx^2 + dy^2 + dz^2),
\] (A3)

\[
V = \frac{1 - \frac{r_s}{r}}{1 + \frac{r_s}{4R}} , \quad W = \left(1 + \frac{r_s}{4R}\right)^2,
\] (A4)

where \(r_s = \frac{2GM}{c^2}\) is the Schwarzschild radius, and \(R = \sqrt{x^2 + y^2 + z^2}\).

The Kerr family of spacetimes describes axially symmetric and stationary black hole solutions to the Einstein field equations. We use Boyer–Lindquist coordinates, \((t, r, \phi, \theta)\), which have the property that the metric components are independent of \(\phi\) and \(t\). The metric has the following form:

\[
ds^2 = \Sigma \left(\frac{1}{\Delta} dr^2 + d\theta^2\right) + \frac{1}{\Sigma} \left[(r^2 + a^2) \sin^2 \theta - \Delta\chi^2\right] d\phi^2
- \frac{2}{\Sigma} \left[\Delta\chi - a(r^2 + a^2) \sin^2 \theta\right] dt d\phi
- \frac{1}{\Sigma} \left(\Delta - a^2 \sin^2 \theta\right) dt^2,
\] (A5)

where:

\[
\Sigma = r^2 + a^2 \cos^2 \theta,
\] (A6)

\[
\chi = a \sin^2(\theta),
\] (A7)

\[
\Delta(r) = r^2 - 2Mr + a^2.
\] (A8)

Here, \(M\) is the mass, \(a\) is the angular momentum per mass unit.

The spatially-flat Friedmann–Robertson–Walker (FRW) metric is given by:

\[
ds^2 = -dt^2 + a(t)^2 d\sigma^2,
\] (A9)

where \(\sigma\) is the flat metric in \(\mathbb{R}^3\), and \(a(t)\) is the scale function.
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