Classification of First-Episode Schizophrenia Using Multimodal Brain Features: A Combined Structural and Diffusion Imaging Study
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Recent neuroanatomical pattern recognition studies have shown some promises for developing an objective neuroimaging-based classification related to schizophrenia. This study explored the feasibility of reliably identifying schizophrenia using single and multimodal multivariate neuroimaging features. Multiple brain measures including regional gray matter (GM) volume, cortical thickness, gyrification, fractional anisotropy (FA), and mean diffusivity (MD) were extracted using fully automated procedures. We used Gradient Boosting Decision Tree to identify the most frequently selected features of each set of neuroanatomical metric and fused multimodal measures. The current classification model was trained and validated based on 98 patients with first-episode schizophrenia (FES) and 106 matched healthy controls (HCs). The classification model was trained and tested in an independent dataset of 54 patients with FES and 48 HCs using imaging data acquired on a different magnetic resonance imaging scanner. Using the most frequently selected features from fused structural and diffusion tensor imaging metrics, a classification accuracy of 75.05% was achieved, which was higher than accuracy derived from a single imaging metric. Most prominent discriminative features included cortical thickness of left transverse temporal gyrus and right parahippocampal gyrus, the FA of left corticospinal tract and right external capsule. In the independent cohort, average accuracy was 76.54%, derived from combined features selected from cortical thickness, gyrification, FA, and MD. These features characterized by GM abnormalities and white matter disruptions have discriminative power with respect to the underlying pathological changes in the brain of individuals having schizophrenia. Our results further highlight the potential advantage of multimodal data fusion for identifying schizophrenia.
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Introduction

Schizophrenia is a common and complex mental disorder with neuroimaging alterations. Recent neuroanatomical pattern recognition studies attempted to distinguish individuals with schizophrenia by structural magnetic resonance imaging (sMRI) and diffusion tensor imaging (DTI).1,2 Applications of cutting-edge machine learning approaches in structural neuroimaging studies have revealed potential pathways to classification of schizophrenia based on regional gray matter volume (GMV) or density or cortical thickness.1-5 Additionally, cortical folding may have high discriminatory value in correctly identifying symptom severity in schizophrenia.6 Regional GMV and cortical thickness have also been combined in attempts to differentiate individuals with schizophrenia from healthy controls (HCs).7 Applications of machine learning algorithms to diffusion imaging data analysis to predict individuals with first-episode schizophrenia (FES) have achieved encouraging accuracy.8-10 White matter (WM) abnormalities in schizophrenia as estimated by DTI appear to be present in the early stage of the disorder, most likely reflecting the developmental stage of the sample of interest.11,12 Microstructural
disruptions of WM could represent a hallmark of the neuroanatomical features of the brains of individuals having schizophrenia.13 Despite these promising results, studies exploring the potential value of exploiting multivariate neuroanatomic measures to classify patients with FES relative to HC subjects are limited.

Different neuroimaging modalities can provide complementary information. The sMRI data provide an excellent window on the overall morphological properties of brain tissues, whereas DTI data reflect microstructural information on features associated with WM.14 Multimodal fusion could shed further light on the neural mechanisms underlying pathophysiological features of the diseased brain.15 In this study, we hypothesized that both structural and diffusion imaging would distinguish patients with FES from HCs, and that the combination of both modalities to predict schizophrenia would be more reliable than using either modality alone.

The primary aim of this study was to compare the classification performance for each single neuroanatomic metric and the combined multimodal imaging data in the classification of patients with FES and HCs. Second, the brain regions most frequently selected in the classification were assessed to enable interpretation in relation to the most significant discriminative features with respect to underlying neuroimaging biomarkers of schizophrenia. Third, the most highly discriminating regions, combined as a neuroimaging pattern, were confirmed in an independent dataset of patients with schizophrenia and HCs.

Materials and Methods

Participants

A total of 152 patients with schizophrenia and 154 HCs were recruited in this study. All participants were right-handed Chinese: 98 patients with FES (mean age: 24.75 years; 57 male) and 106 matched HCs (mean age: 25.97 years; 52 male) were acquired with 3.0 Tesla (T) Philip MRI machine (Dataset 1). Another 54 patients with FES (mean age: 28.40 years; 18 male) and 48 matched HCs (mean age: 25.25 years; 16 male) were acquired with 3.0 T general electric MRI machine (Dataset 2). Their demographic characteristics are displayed in supplementary tables S1 and S2. Symptom severity was assessed using the Positive and Negative Scale (PANSS). This study was approved by the ethics committee of the West China Hospital, Sichuan University, in accordance to the Declaration of Helsinki. In accord with the terms of ethics approval, written consent was obtained from each participant.

Image Data Acquisition

High resolution T1 and DTI data were acquired from each participant (see the Supplementary material for detailed scanning parameters). MRI Data Preprocessing and Feature Extraction

sMRI data (T1-weighted image) were processed using FreeSurfer 5.3.0.16 Reconstructed surfaces were visually inspected for topological defects and manually edited according to the standard FreeSurfer guidelines. Parcellation of the brain surfaces was based on the Desikan–Killiany atlas with 68 cortical regions.17 Cortical GMV, cortical thickness, and cortical folding (local gyration index) were computed for each of these respective 68 brain regions and for each neuroimaging metric. All metrics were used as cortical features in the classifier.

DTI data were processed using FSL software (FMRIB Software Library, FMRIB),18 including motion and eddy current correction, brain extraction, tensor model fitting, and Montreal Neurological Institute normalization of tract-based spatial statistics. Fractional anisotropy (FA) and mean diffusivity (MD) were computed for 48 fiber tracts defined by the Johns Hopkins University DTI-based WM atlas.19 These fiber tracts values were used as WM features in the classifier. Quality control of DTI data was carried out using DTIPrep (translation < 2 mm, rotation < 0.5 mm).20

A general linear model was applied in the case of each neuroimaging metric to control for potential confounding covariations of age and gender.57 subsequently each brain measure was normalized by conversion to z scores.

Feature Selection

After obtaining the variables from each neuroimaging metric, the Gini importance of each feature was computed to identify which neuroanatomical features contributed to the discriminative ability of the classifier.21,22 The Gini importance as well as Gini feature importance can be used as a general indicator of feature relevance. The formula was based on the work of Louppe et al.23

Feature Fusion

Three metrics, GMV, cortical thickness and cortical folding, were derived from gray matter of cortical regions. FA and MD of fiber tracts were calculated from WM. The features were concatenated horizontally, to build a matrix in the dimension of $N_{\text{subjects}} \times (N_{\text{sMRI}} + N_{\text{DTI}})$ and then input to the feature selection.

Gradient Boosting Decision Tree

The Gradient Boosting Decision Tree (GBDT) is an improved boosting algorithm for regression and classification problems.24 The basic theory of GBDT is to produce a prediction model constructed by an ensemble of base learners (decision trees), and each tree is built sequentially using the residuals of previous trees. GBDT includes a slight refinement to the basic gradient boosting
Algorithm: after fitting a regression tree to the negative gradient, we re-estimate the parameters at the leaves of the tree to minimize the loss as follows: \[ r_{jm} = \arg\min_r \sum_{x_i \in R_{jm}} L(y_i, f_{m-1}(x_i) + r) \]

where \( R_{jm} \) is the region for leaf \( j \) in the \( m \)th tree, and \( r_{jm} \) is the corresponding parameter. Here, the mean response of \( y_i \) is for the most probable class label. The grid search with cross-validation was adopted for the hyper-parameters (see Supplementary material for details).

**Application to Neuroimaging Metric**

In this study, the most frequently selected features were identified in Dataset 1, and then applied to the independent cohort (Dataset 2). Analyses were computed based on scikit-learn (http://scikit-learn.org/stable/index.html) and SciPy (https://www.scipy.org/).

**Training and Validating Classification Model in Dataset 1.**

To select the most frequent features, the whole dataset was randomly shuffled 100 times. After each shuffle, Gini importance was computed for selecting features, and then a 10-fold cross-validation was conducted to evaluate the performance of the GBDT classifier (see figure 1 for the data analysis schema). Average (standard deviation) of Gini importance for each feature was calculated. Observed ratios \( \geq 0.95 \) were defined as the most frequently selected features in this study. The number of most frequently selected features was identified using different thresholds and final values were chosen as a function of their classification accuracy (see Supplementary figure S1).

The most frequently selected features were randomly shuffled 30 times. After each shuffle, 10-fold cross-validation was conducted. To represent model performance objectively and conservatively, average classification measures were computed, including mean accuracy, sensitivity, specificity, positive and negative predictive values, and the area under the receiver operating characteristic curve (AUC).

Permutation tests were performed to compare accuracy between the observed group and the results of randomization. We created a distribution by assigning group labels randomly to each of the groups 1000 times and then estimated the difference between groups each time. If the observed difference between 2 groups was within 2.5% on either end of the distribution, we considered the difference to be significant at the 5% level.

**Training and Testing Classification Model in Dataset 2.**

The most frequently selected features identified in Dataset 1 were extracted from Dataset 2. Then features extracted from Dataset 2 were randomly shuffled 30 times. After each shuffle, Dataset 2 was randomly partitioned into 10 equal size subsamples using the KFold in scikit-learn. Each fold was used once as a testing set whereas the 9 remaining folds formed the training set. As described earlier, to reflect model performance objectively and conservatively, average classification measures were computed for the independent cohort.

**Results**

In the automated prediction of FES from HC, using Gini importance and training with GBDT, the most frequently selected features were identified for each respective neuroimaging metric and for fused multimodal features. Table 1 lists the most frequently selected features for FA and gyrification. Higher feature importance, degree of robustness, and the relative importance of brain regions contributed to the resulting predictions. In Dataset 1, based on the most frequently selected 4 fiber tracts of
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Fig. 1. Data analysis schema. GMV, gray matter volume; FA, fractional anisotropy; MD, mean diffusivity.
FA, cross-validated average accuracy was 70.27% in distinguishing individuals with schizophrenia from HCs. By contrast, in the independent cohort (Dataset 2), classification accuracy was 60.12% based on the 4 fiber tracts of FA. Using Dataset 1, based on the most frequently selected 6 brain regions of gyrification, an average accuracy of 67.93% was obtained. Similar accuracy (63.41%) was achieved in differentiating patients with schizophrenia and HCs in Dataset 2.

Supplementary table S3 presents the most frequently selected features for GMV, cortical thickness, and MD. Seven brain regions from GMV, 5 regions from cortical thickness, and 14 regions from MD were selected as individual metric predictors of schizophrenia. For Dataset 1, based on the most frequently selected features of each metric, cross-validated average accuracy was 63.50% for GMV, 66.47% for cortical thickness, and 66.00% for MD. In Dataset 2, average accuracy was 54.70% for GMV, 60.94% for cortical thickness, and 67.43% for MD.

On the basis of the most frequently selected features of cortical thickness, gyrification, FA, and MD, an accuracy of 75.05% and an AUC of 75.12% were achieved in Dataset 1. The results of this study yielded an accuracy of 76.54% and an AUC of 77.86% based on regions of the 4 fused metrics in Dataset 2. Table 2 presents the most frequently selected features from the fused metrics of cortical thickness, gyrification, FA, and MD. Specifically, the left transverse temporal gyrus, right parahippocampal gyrus, right middle temporal gyrus, right frontal pole, left entorhinal cortex, and right lingual gyrus were identified as potentially key brain areas for schizophrenia classification. For DTI measures, the bilateral corticospinal tract, right external capsule, left tapetum, part of fornix, left superior fronto-occipital fasciculus, left superior longitudinal fasciculus, and right posterior limb of internal capsule were apparently prominent predictive areas. Figure 2 illustrates these brain regions.

Supplementary table S4 shows the most frequently selected features for 3 concatenated gray matter metrics and 2 WM metrics. Based on the most frequently selected features of these 5 fused neuroimaging measures, the classification of FES and HCs was associated with a cross-validated accuracy of 74.14% with respect to Dataset 1. A similar average accuracy (75.30%) was achieved with respect to Dataset 2, based on the brain regions selected from the 5 fused metrics. The classification accuracy of the features selected from integrated metrics of cortical

### Table 1. Most Frequently Selected Features From Each Single Metric

<table>
<thead>
<tr>
<th>Metric</th>
<th>Brain Region</th>
<th>Side</th>
<th>Feature Importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>FA</td>
<td>Corticospinal tract</td>
<td>L</td>
<td>0.278 (0.043)</td>
</tr>
<tr>
<td></td>
<td>External capsule</td>
<td>R</td>
<td>0.223 (0.042)</td>
</tr>
<tr>
<td></td>
<td>Superior fronto-occipital fasciculus</td>
<td>L</td>
<td>0.168 (0.023)</td>
</tr>
<tr>
<td></td>
<td>Tapetum</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Gyrification</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Caudal anterior cingulate</td>
<td>R</td>
<td>0.182 (0.026)</td>
</tr>
<tr>
<td></td>
<td>Cuneus cortex</td>
<td>R</td>
<td>0.178 (0.024)</td>
</tr>
<tr>
<td></td>
<td>Frontal pole</td>
<td>R</td>
<td>0.157 (0.022)</td>
</tr>
<tr>
<td></td>
<td>Isthmus cingulate</td>
<td>L</td>
<td>0.146 (0.016)</td>
</tr>
<tr>
<td></td>
<td>Rostral middle frontal</td>
<td>L</td>
<td>0.116 (0.023)</td>
</tr>
<tr>
<td></td>
<td>Parahippocampal</td>
<td>R</td>
<td>0.107 (0.016)</td>
</tr>
</tbody>
</table>

FA, fractional anisotropy. Average (standard deviation) of Gini feature importance is listed for each selected feature in single metric. The higher feature importance, the more robustness and importance of the brain regions contribute to the prediction.

### Table 2. Most Frequently Selected Features From 4 Fused Metrics

<table>
<thead>
<tr>
<th>Brain Region</th>
<th>Metric</th>
<th>Side</th>
<th>Feature Importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corticospinal tract</td>
<td>FA</td>
<td>L</td>
<td>0.124 (0.016)</td>
</tr>
<tr>
<td>Transverse temporal cortex</td>
<td>Cortical thickness</td>
<td>L</td>
<td>0.090 (0.022)</td>
</tr>
<tr>
<td>Parahippocampal gyrus</td>
<td>Cortical thickness</td>
<td>R</td>
<td>0.086 (0.0127)</td>
</tr>
<tr>
<td>External capsule</td>
<td>FA</td>
<td>R</td>
<td>0.080 (0.012)</td>
</tr>
<tr>
<td>Middle temporal gyrus</td>
<td>Gyrification</td>
<td>R</td>
<td>0.075 (0.011)</td>
</tr>
<tr>
<td>Tapetum</td>
<td>MD</td>
<td>L</td>
<td>0.063 (0.016)</td>
</tr>
<tr>
<td>Corticospinal tract</td>
<td>FA</td>
<td>R</td>
<td>0.059 (0.008)</td>
</tr>
<tr>
<td>Fornix (column and body of fornix)</td>
<td>MD</td>
<td>R</td>
<td>0.058 (0.011)</td>
</tr>
<tr>
<td>Frontal pole</td>
<td>Cortical thickness</td>
<td>R</td>
<td>0.053 (0.013)</td>
</tr>
<tr>
<td>Superior fronto-occipital fasciculus</td>
<td>MD</td>
<td>L</td>
<td>0.054 (0.010)</td>
</tr>
<tr>
<td>Entorhinal cortex</td>
<td>Cortical thickness</td>
<td>L</td>
<td>0.051 (0.012)</td>
</tr>
<tr>
<td>Superior longitudinal fasciculus</td>
<td>FA</td>
<td>L</td>
<td>0.051 (0.012)</td>
</tr>
<tr>
<td>Medial lemniscus</td>
<td>MD</td>
<td>R</td>
<td>0.049 (0.009)</td>
</tr>
<tr>
<td>Posterior limb of internal capsule</td>
<td>FA</td>
<td>R</td>
<td>0.045 (0.008)</td>
</tr>
<tr>
<td>Lingual gyrus</td>
<td>Cortical thickness</td>
<td>R</td>
<td>0.028 (0.006)</td>
</tr>
</tbody>
</table>

FA, fractional anisotropy; MD, mean diffusivity. Average (standard deviation) of feature importance is listed for each selected feature in multimodal metrics. The higher feature importance, the more robustness and importance of the brain regions contribute to the prediction. The 4 fused metrics included cortical thickness, gyrification, FA, and MD.
thickness, gyrification, FA, and MD was higher than that of the features selected from the 5 fused metrics. Figure 3 illustrates a comparison of the classification accuracy of single and fused neuroimaging metrics. The averages and standard deviations of classification performance measures are presented in Supplementary tables S5 and S6 for Dataset 1 and Dataset 2, respectively.

Based on single modality metrics, classification accuracy in Dataset 2 was lower than in Dataset 1, except the performance of MD. According to permutation tests in Dataset 1, average accuracy in the validation set remains significantly better than chance except for the result of the GMV (see supplementary figure S2). With respect to multimodal metrics, accuracies in Dataset 2 were slightly higher than Dataset 1. The 2-sample t test was conducted to compare the classification accuracies of unimodal and multimodal. The accuracies of multimodal were significantly higher than the those of unimodal ($P < .001$) both in Dataset 1 and Dataset 2.

Discussion

In this study, we applied a data-driven method based on single and multimodal neuroimaging metrics to identify discriminative features of FES. Classification performance based on the discriminative brain regions selected from the fused structural and DTI metrics was relatively higher and more robust than performance based on features selected from single imaging metrics. Subsequent analysis using an independent cohort confirmed these results. Notably, the most distinctive brain regions from the fused measures of gray matter (cortical thickness and gyrification) and WM (fractional anisotropy and mean diffusivity) revealed a relatively high discriminatory ability in reliably classifying individuals with schizophrenia from HCs, with average accuracy of 76.54% based on the independent sample. In addition to the findings earlier mentioned, most important strength of our current study is that we performed the analysis in relatively 2 large and independent sample sets of patients with FES (majority of them were treatment-naïve) to rule out the confounding factors of chronicity of the illness and treatment effects.

Our study achieved a modest but robust classification accuracy by adopting the GBDT to multimodal brain characteristics. Compared to previous studies in this context, although our datasets did not differ for age or gender at the group level in this study, the potentially confounding influence of these covariates were taken into account. Additionally, in this study, brain regions were automatically extracted from the whole-brain atlas and the discriminative brain areas were the most frequently features selected from the multiple repetition of the algorithm. Moreover, to evaluate the model objectively and conservatively,
cross-validated averages of classification performance measures were computed. Validity is further strengthened by the observations that we were able to achieve similar accuracies, when we applied this classification model to an independent cohort yielding multimodal features based on images recorded using a different MRI scanned.

In previous studies, a wide range of accuracy was reported by using different analysis pipeline and methods in various datasets. For example, based on sMRI and DTI, Peruzzo et al.\(^26\) reported a 90% accuracy to distinguish schizophrenia with the multiple kernel learning in 23 patients and 23 HCs. Kambeitz et al.\(^28\) performed a meta-analysis and found that brain functional and structural alternations could differentiate schizophrenia with the accuracy of 80%. Multisite analysis with support vector machine (SVM) provided a robust neuroanatomical signature of schizophrenia detectable across diverse patient populations.\(^29\) With same algorithm (SVM) but different neuroanatomical pattern, the accuracy of 73.4% was obtained to classify patients with schizophrenia from HCs.\(^30\)

It has been noted that differences in pipelines for image processing, feature selection, feature extraction, dimensionality reduction, and pattern recognition methods, could at least partly explain the above discrepancies across studies.\(^30\) Moreover, the potential factor that might contribute for this is the biological and clinical heterogeneity of schizophrenia.\(^31\) The homogenous small samples may achieve more encouraging accuracies but are prone to have higher risk of overfitting. In this case, it is difficult to generalize the extraordinary accuracy in a specific research dataset to other datasets, especially the clinical ones.\(^32\)

In this study, cortical thickness, gyrification, fractional anisotropy, and mean diffusivity were concatenated as classification features. The integrated characteristics achieved greater classification performance than either metric alone, which probably demonstrates that the 4 measures are complementary when used for predicting schizophrenia from HC. Notably, the mean accuracy based on the 4 measures was higher and more robust than that of the fused characteristics including cortical GMV, thickness, gyrification, fractional anisotropy, and mean diffusivity. This discrepancy may be related to an intrinsically inappropriate integration of those 5 neuroimaging metrics. Additionally, this may be due to increased noise information merged into the classification model when more neuroimaging measures are included.

In this study, the cortical thickness of transverse temporal gyrus had the highest feature importance for sMRI in the multimodal feature integration. This may suggest that transverse temporal gyrus has more relevance for predictions of schizophrenia. The transverse temporal gyrus as well as Heschl’s gyrus located in the area of primary auditory cortex is responsible for processing auditory perception and language preprocessing.\(^33\) Previous studies found individuals with schizophrenia characterized with auditory hallucination had structural abnormalities in the transverse temporal gyrus as altered with thinner cortex and less GMV.\(^34,35\) The possible dysregulation of cortical plasticity was associated with the auditory verbal hallucinations had structural abnormalities in the transverse temporal gyrus as altered with thinner cortex and less GMV.\(^34,35\) The right parahippocampal gyrus may have greater involvement in the self-face recognition.\(^41\) Previous studies reported that
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**Fig. 3.** Comparison for classification accuracy of single metric and multimodal measures in Dataset 1 and Dataset 2. The X-axis represents features from single metric and fused metrics. GMV, gray matter volume; FA, fractional anisotropy; MD, mean diffusivity. The 5 fused metrics included GMV, cortical thickness, gyrification, FA, and MD. The 4 fused metrics included cortical thickness, gyrification, FA, and MD. The Y-axis represents accuracy (%).
patients with schizophrenia had smaller volumes in the parahippocampal gyrus, which could secondarily affect the hippocampus. Additionally, the reality distortion in schizophrenia was positively correlated with increased right hippocampal responses to neutral face recognition. In patients with psychotic disorder, dysfunction of the parahippocampal gyrus may also trigger deactivation of right language areas during auditory hallucinations.

In relation to WM assessment, fractional anisotropy of the left corticospinal tract had highest feature importance in multimodal feature integration. Individuals with schizophrenia had greater involuntary movement, referred to as motor overflow, which was likely due to bilateral corticospinal tract activity. Impaired motor skills associated with FES were related to reduced corticospinal tract and anterior thalamic radiation FA values. This observation may reflect pathognomonic corticospinal tract integrity, related to delayed maturation of WM, specific to adolescent-onset schizophrenia. Auditory hallucinations of schizophrenia were also positively associated with disruption of corticospinal tract integrity, and alteration of this tract may relate to inner speech and efferent copy mechanisms.

The external capsule was one of the most frequently selected brain regions in both the fused multimodal features and single DTI measures. The external capsule, situated lateral to the internal capsule, contains association fiber tracts including the superior longitudinal fasciculus and inferior fronto-occipital fasciculus and commissural fibers. In schizophrenia, the impaired WM integrity in the external capsule is most likely associated with reduced axonal myelination and/or alterations in the axonal cytoskeleton. Fractional anisotropy values of right external capsule in patients with schizophrenia correlated significantly with category-completed scores of the Wisconsin Card Sorting Test. WM integrity loss in schizophrenia is also related to pronounced expression of risk genes involved in calcium signaling and in the formation of synapses and protein complexes.

Possible study limitations should be taken into account. First, only sMRI and DTI were combined in the present study. Additional neuroimaging modalities, such as resting state functional MRI, can be integrated and may improve classification performance. Second, because of the computational load, this study extracted information related to neuroimaging atlas defined brain regions, without performing whole brain voxel-wise searching. Third, this study did not include contrasts with other psychiatric disorders. Contrasting schizophrenia from not only HCs but also other disorders, such as bipolar disorder with multimodal neuroimaging, will undoubtedly be useful in defining diagnostic specificity.

In conclusion, based on the structural MRI and DTI data, this study implemented a data-driven method using individual subject’s neuroimaging features, to predict whether that individual meets criteria for schizophrenia. Patients with FES could be efficiently distinguished from HCs based on the multimodal feature integration, which may offer a means of advancing the current diagnosis of schizophrenia. The findings of this study also indicate that schizophrenia is characterized by GM abnormalities and WM disruptions that have discriminative power and may reflect relevant pathological changes in the brain. These results highlight the benefits of multimodal data fusion for identifying schizophrenia.

**Supplementary Material**

Supplementary data are available at *Schizophrenia Bulletin* online.
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