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The stellarator Wendelstein 7-X (W7-X) is a fusion device designed for steady state operation. It is a complex
technical system.  To cope with the complexity a modular, component-based control and data acquisition system has
been developed.
During operation phases of W7-X components steadily evolve. For instance, measurement devices for diagnostics
are improved, technical processes are optimized, experienced limits of the machine have to be taken into account or
simple “bug fixing” is done. This requires continuous further development of the components while operating them
at W7-X – a typical use case for DevOps practices.
DevOps is a software engineering practice. The term is a compound of development and operations. It aims at shorter
development cycles, while the quality of the changed system must stay at a high level. This is achieved by using a
highly automated tool chain.
DevOps at W7-X does not (only) mean deploying new software packages. It also comprises setting up new
configurations, changing rules and constraints, improving experiment planning views etc. of components, based on
new scientific and technical experiences. One crucial step of the DevOps tool chain at W7-X is the release and
reconcile process. It is a well-defined and automated process that commits a change in the components configuration
(Release) to the control and data acquisition system with minimal impact. During the process all existing experiment
programs are adapted to this change (Reconcile). For newly added configuration parameters default values are added.
Thus it is guaranteed that experiment programs are still executable at W7-X. The quality is ensured by preceding unit
and integration test, configuration consistency and version checks.

1. Introduction
Fusion devices like W7-X face the challenge that they

are very complex systems, which require a high
reliability, availability and quality1 of all participating
components2. On the other hand, one often finds the
requirement for high-end performance and quick
extensibility. Obviously, this is also required for the
control and data acquisition system. We must be able to
develop new features, fix bugs or improve performance
issues in a very short time. Furthermore, we have to
deploy new software packages, set up new configurations,
change rules and constraints, improve experiment
planning views etc. of components to benefit from new
scientific and technical experiences.

The CoDaC (Control, Data Acquisition and
Communication) software group at W7-X is not only
responsible for the development of frameworks and tools
for the experiment planning, execution and data
acquisition but also for the deployment, setup and
maintenance of all its services. A continuous development
is required, even during operation phases of the fusion
device – a typical use case for DevOps practices.

2. DevOps
DevOps is a software engineering practice [5]. The

term is a compound of development and operations. It
aims at shorter development and deployment cycles,

1 Defined here as suitable to satisfy the intended purpose.

while keeping the quality of the changed system at a high
level. This is achieved by using a highly automated tool
chain and well-defined processes.

There is a wide range of application for DevOps
practices at fusion experiments. This article is focused on
configuration changes of components.

Often, experimental fusion devices have very
individual, specific solutions for their components control
and data acquisition software. There is no or only a very
slim generic part implemented. In many cases, component
configurations and their parametrization are hard coded,
not configured. Thus, only an expert for this component
is able to change something on it, a typical bottleneck
situation. In this constellation, an automation of processes
to change the behavior of a component is almost
impossible.

In contrast, at W7-X we put great efforts to provide
generic solutions with interfaces for tight, but generic
integration of the components of an experiment. To be
able to react quickly to requested changes we rely on
automated tool chains and the high quality of our services.

3. Processes
One crucial step of the DevOps tool chain at W7-X is

the “Release and Reconcile process”. It commits a change
in the components configuration to the control and data
acquisition system with minimal impact in a well-defined

2 At ITER components are named Plant Systems.



and automated way. We call the deployment of such a
configuration change “Release”. After the Release, all
existing experiment programs are adapted to this change
(“Reconcile”). Thus, it is guaranteed that experiment
programs are still executable at W7-X. The quality is
ensured by preceding unit and integration test,
configuration consistency and version checks.

Except for component models and transformation
functions, there is no component or project specific
software. All of the developed software packages are
configured according to the needs of a component.
Besides using these processes at W7-X, they are also used
at the WEST experiment at CEA in Cadarache, France
[7].

3.1 Technical Background

The heart of the plasma control system is the W7-X
Segment Control [1, 2].  The behavior of W7-X is
characterized by thousands of technical parameters of the
participating components. These technical parameters are
also called “low-level Parameters” and get executed by a
component during an experiment run.
A configuration is a hierarchical structure to define all
options to control a component. The parameters are used
to select some of the options (implemented as sub-trees)
and set corresponding values. The intended sequential
change of those parameters during an experiment run is
kept in so-called segments. A segment contains one “task”
for each component. If a segment switch is communicated
to the components, a new set of tasks is executed. Each of
those tasks contain a set of component specific
parameters. A special feature at W7-X is that the
component continues with the execution of its task if the
task to switch to is identical to the currently running. A
so-called “Approve” process [3] guarantees that tasks
with the same set of parameters exist only once. A
corresponding life cycle state also called “approved”
therefore marks a task as ready for execution.

Segments are the elementary temporal parts to define
an experiment program from. A sequence of segments
gives a “Scenario” and a sequence of Scenarios gives an
experiment program. Planning such an experiment
program is a crucial and complex job. To reduce the
complexity an abstract, more physics-oriented high-level
layer has been introduced earlier [3]. The so-called high-
level (physics) parameters are used to encapsulate
technical details. In high-level segments, the high-level
behavior (also called high-level task) of the components
is described using high-level parameters for a certain
period of time. A high-level configuration describes all
options to control a component in a more abstract, physics
view. Via transformation functions, the high-level
segments can be transformed to low-level segments
containing a task for each component. These can be
executed by the participating components. The
transformation functions are implemented as Java code
and define a mapping from high-level to low level
parameters.
While high-level parameters describe how a component is
parametrized, component models [4] give a
comprehensive view of the component. They are

implemented as Java code too and are used to generate
several views, e.g. constraints checks, preview curves or
meta data for tags. Figure 1 gives an overview about the
artifacts for experiment planning and execution.
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Figure 1 Experiment planning and execution artifacts

3.2. Release Process

At a fusion experiment, you usually have very
complex components comprising hundreds of parameters
to tweak your measurement or control algorithms.
Changes to the configuration of a component can be
complex. They often require intense testing before being
used productively at the experiment. Therefore, we
implemented for W7-X a preparation and a productive
environment, each with a dedicated database. The
productive database holds the actively used configuration
of all components and the corresponding experiment
programs. The preparation database contains
configurations presently under development, as well as
experiments programs for dry runs. Figure 2 shows the
release process from the preparation to the productive
environment.
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Figure 2 Release process from preparation and productive
environment

We differentiate between two types of releases:
releases of software artifacts and releases of configuration
objects. Software artifacts are our component models and
transformation functions. During the release process, they
are transferred to a release repository and get a release
version (e.g. 4.3.1). Our versioning database keeps
information about valid versions of our software artifacts
and configurations objects. A released version has to pass
several tests [8], among them unit tests [9] covering all
transformation functions and component models. It is
possible to test against Mockups or real configurations
from the productive and the preparation environment. All
tests are executed automatically by a continuous
integration server [10].
When all tests are passed successfully, we add the new
release to the list of valid component models and
transformation functions and mark outdated ones as
invalid. Only releases of the software artifacts with a valid
version number are granted access to the productive
environment.

Releasing configuration objects is the second type of
a release. A high-level and/or low-level configuration of
a component is selected in the preparation database and
then migrated to the productive system. Before
configuration objects are released, they are tested using
the corresponding software artifact releases in the
preparation environment. In the tests, we check for
instance whether low-level tasks are generated as
expected. During integration tests, the correct operation
of components is checked against the configuration
objects to be released. Only if those tests are successful
the release of the configuration objects is done.

3.3 Reconcile Process

After a release of configuration objects or software
artifacts, the parameters in the experiment programs have
to be adapted to match the changed configuration and
transformation functions. We call this process
“Reconcile”. It is a complex, hierarchical process that
starts on task level. Changing features of a component
usually means that the low-level as well as high-level
configuration has changed and the transformation
functions have to be adapted. Typically, the component
model has to be adjusted too, because for instance, new
tags must be generated or new constraints have to be
checked. Figure 3 shows the steps, executed in the
reconcile process.
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Figure 3 Reconcile Process

The reconcile process starts with the high-level tasks
of the changed component. All tasks of this component
are set back to state editable. The life cycle state
“editable” means that those objects are changeable. The
other state “approved” means that the objects are
immutable and no duplicate set of parameters exists. In
the so-called “Adapt” step, it is analyzed whether the set
of parameters in a task fits the configuration of the
component. If there is no parameter for an option
(implemented as sub-tree) of the configuration, a default
parameter, which is defined in the configuration, is added.
If a parameter is found, which has no corresponding
definition in the configuration, the parameter is removed
from the task. In this way, all tasks of the component are
adapted. For each adapted task, all referencing segments
are determined and also set to life cycle state editing.



The low-level tasks are newly generated from the
high-level tasks using the transformation functions.
Afterwards the tasks are “approved”. The approve step
guarantees that we have no duplicate tasks in the database
and sets the life cycle state.
Now the segments get reconciled. If a component is added
to or removed from an experiment, all segments have to
be adapted. If a new component is added, a new default
task generated from the default values of the component’s
configuration is added to each segment. If a component is
removed, the task of that component is removed from all
segments. If a component is only changed, which is the
most frequent use case, the segments are adapted to the
changed tasks. The list of editable segments is checked
against a list of changed tasks. During the approve process
of the tasks, duplicates and no longer used ones might
have been sorted out. The remaining task has to be used
to replace the sorted out one in a segment. The adapted
segments now have to be transformed to low-level
segments. Subsequently, the approve process again sorts
out duplicates.
For scenarios, a sequence of segments, the process is
almost identical. Sorted out duplicate segments have to be
replaced by the remaining ones. The following approve
process guarantees that there are no duplicates on scenario
level. Experiment programs are reconciled by replacing
sorted out scenarios by the remaining ones.
After this is finished, a clean-up process consolidates the
database by removing sorted out object.

3.4 Overall deployment process

The release and reconcile processes are embedded in
an overall deployment process that guarantees an ordered
operation of an experiment. The schematic presentation of
this overall process is illustrated on Figure 4.
Usually the release of transformation functions and
component models is done some time before the
configuration release and the reconcile processes are
executed.
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Figure 4 Overall deployment process

We have two mechanisms to assure an ordered
operation of an experiment: a versioning framework and
life cycle states of the components.

Immediately before the release process for a
configuration starts, it must be verified, that it is not
possible to run experiments at the same time. The life
cycle state of the concerned component and the
experiment (e.g. W7-X) is changed to prevent further

operation. All other components are allowed to continue
to operate autonomously and are not affected.
Furthermore, our applications for experiment planning
and control must be aware of the component configuration
change. Via the versioning framework, the loaded
component configurations used in the applications are
marked as invalid.
After the reconcile process life cycle states are set back to
allow operation again. Additionally the allowed versions
for productive use of the component models and
transformation functions are updated. The applications
are able to use the changed configurations and reconciled
experiment programs.
The productive database always keeps only the actual
configuration of W7-X and all its components. We do not
keep a history of old parameters and configurations in the
productive environment. This information is found in our
central archive [6].

Additionally, we execute nightly consistency checks on
our preparation and productive database. Thus, we
monitor the flawless work of our automated tool chain.

4. Conclusion
By implementing DevOps techniques in our way of

working, we are able to roll out changes to the control and
data acquisition system rapidly.

A separation between productive and preparation
environment allows the development of component
changes while operating the fusion device. The
preparation environment allows thorough testing of
component specific software and configurations before
the roll out to the productive environment. Thus, we can
guarantee a high quality for changed configurations of
components.

We minimize the time when executing experiments
using W7-X are not possible, because we use a highly
automated, well-defined process.
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