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ABSTRACT

Visual observation always has been an important tool for scientific experiments. While in the early 16th century structures of cells already have been resolved with simple optical systems, the subject of this work is the observation of atoms and ions controlled and manipulated by coherent light. To detect and localize laser-cooled beryllium ions confined in a cryogenic Paul trap with superconducting radio-frequency quadrupole resonator a microscope objective with 57 mm working distance, numerical aperture \( NA = 0.365 \) and variable magnification from 7.8\( \times \) to 20\( \times \) has been designed and tested. As design wavelength, the \( ^2S_{1/2} \leftrightarrow ^2P_{3/2} \) cooling transition of Be\(^+\) at 313 nm was chosen. Also, the eight-lens system has the capability to efficiently collect fluorescence of the resonance-enhanced two-photon ionization transition of atomic beryllium at 235 nm. Beryllium ions are of importance for sympathetic cooling of highly charged ions, which are excellent candidates for extreme ultraviolet frequency standards since some of them possess highly forbidden transitions in that spectral range. In the commissioning phase of the cryogenic paul trap experiment (CryPTEx) II which was designed and built at the Max-Planck Institut für Kernphysik, the M1 hyperfine-transition from a single Ar\(^{13+}\) retracted from an electron beam ion trap (EBIT) and cooled by one Be\(^+\) ion, shall be resolved. This transition has a wavelength of 441 nm and can be also detected through the microscope objective.
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ACRONYMS

BSM  beyond the standard model
CaF2  calcium fluoride
CCD  charged coupled device
CMOS  complementary metal-oxide-semiconductor
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EBIT  electron beam ion trap
EMCCD  electron multiplying charged coupled device
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MPIK  Max-Planck-Institut für Kernphysik Heidelberg
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PTB  Physikalisch Technische Bundesanstalt Braunschweig
QED  quantum electrodynamics
RF  radio frequency
RFQ  radio-frequency quadrupole
SM  standard model of particle physics
UVFS  UV fused silica
Our current knowledge on the nature of matter and energy concludes within four fundamental interactions: The gravitation, the weak, strong and the electromagnetic. While the first one is implemented in Einstein’s general relativity [1], the remaining three are covered by the Standard Model of particle physics (SM). Both frameworks have been very successfully tested and explain most of the known phenomena in a simple, elegant way [2]. However, due to the mathematical structure of these field theories, they seem to be highly incompatible with each other. To overcome their boundaries, extensions of the SM, a forest of so-called physics beyond the standard model (BSM) theories are proposed to explain e.g. matter/anti-matter asymmetries, neutrino masses, dark matter, and dark energy. Accompanied by some of these extensions is the variation of fundamental constants such as the proton to electron mass ratio $\bar{\mu} = m_p/m_e$ and the fine structure constant $\alpha = e^2/\hbar c$ [3, 4] or the presence of a stronger electric dipole moment in neutrons and electrons [5], which could also lead the way to the violation of Lorentz- and CPT-invariance [6]. Important evidence of a variation of $\alpha$ became an observation of the Very Large Telescope and the Keck Observatory: Within quasar absorption spectra in astrophysical hydrogen-clouds, a spatial variation of $\alpha$ on cosmological scales has been identified [7]. This “Australian-Dipole” has not yet been verified by other experiments due to its proposed drift of $\dot{\alpha}/\alpha \mid_{\text{lab}} \approx 10^{-19}/\text{yr}$ on earth [8].

SM tests and searches for physics beyond the Standard Model are traditionally carried out in the high energy regime at TeV scales with collision experiments that lead to the discovery of new particles or the verification of predicted ones such as the Higgs boson. On the other end of the energy scale, high precision measurements at low energies resulted in stringent tests of physical theories like Quantum-electrodynamics (QED) [9–11]. Atomic electron transitions are known for their oscillatory behavior and their unique properties in a given environment. Thus, if experimental parameters like temperature, electrical, magnetic or gravitational fields do not change, the frequency of the natural line width does not change. Therefore they are auspicious candidates for reaching precisions down to $10^{-19}$ and moreover their transition frequency $\nu$ depends directly on the fine structure constant [12]:

$$\nu = cR_{\infty}A(Z) F(\alpha)$$

(1)

Here, $c$ is the speed of light, $R_{\infty}$ the Rydberg constant, $A(Z)$ a dimensionless factor scaling with nuclear charge $Z$ and $F(\alpha)$ a function depending upon the particular transition. While the coupling constant $\alpha$ characterizes the strength between electromagnetic interaction and matter, spectroscopy (the measurement of atomic transition lines) originates from a time where the nature of the light emitted from atoms was not fully understood.
The first observation of discrete lines in the continuous spectrum of the sun was published by Joseph von Fraunhofer at the beginning of the 19th century [13]. A few years later, Kirchhoff and Bunsen connected these lines to elements found on earth by burning sodium in a flame and comparing its emission lines with Fraunhofer’s absorption spectra [14,15]. In 1913, Nils Bohr presented his famous model which describes electronic shells in an atom with quantized energy levels. In his theory, absorption or emission of a photon results in a shell transition of an electron. Finally, in 1940 and 50 years after the observation by Michelson and Morley [16], Sommerfeld explained the fine structure splitting in hydrogen by quantizing the angular momentum of atomic systems [17]. Such a system is described by

$$v_{hfs} \approx c R_{\infty} A(Z) \frac{g_i}{\mu} a^2 F(\alpha)$$

(2)

and considers the gyromagnetic ratio $g_i = \mu_i/\mu_N$ consisting of the nuclear magneton $\mu_N = \hbar/2m_p$ and the nuclear magnetic moment $\mu_i$. Today, the driving force of most spectroscopy experiments are photons carrying the energy needed to excite an electronic transition. Einstein proposed in his work “On the quantum theory of Radiation” different natures of absorption and emission of radiation and described for the first time stimulated, coherent and monochromatic emission of multiple photons. This insight was the fundamental step for the development of the first Laser in 1960 [18] and boosted an understanding of quantum mechanics by utilizing this new technology for spectroscopy experiments. With the development of the frequency comb by the group of Theodor Hänsch in 1998 [19] a direct measurement of optical resonances at highest precision became possible, such that at the present time, laser-spectroscopy of the $^2S_{1/2}(F = 0) \rightarrow ^2F_{7/2}(F = 3)$ transition of single $^{171}$Yb$^+$ ions confined in a linear RF quadrupole trap lately overcame already fractional systematic uncertainties of $3 \times 10^{-18}$ [20].

In 1953, Wolfgang Paul proposed, that charged particles with specific chargeto-mass ratio $q/m$ could be focused in two dimensions by exposing them to radio-frequency (RF) driven electric and magnetic multipole fields and developed the linear quadrupole mass spectrometer [21,22]. The realization of additional confinement in the third dimension [23,24] and therefore a trapping in a locally controllable environment with arbitrary long interaction times resulted in the awarding of the Nobel Price to Paul in 1989 together with Hans Dehmelt, who confined charged particles in a strong, homogeneous magnetic field by overlapping it with an electric quadrupole-field [25].

A challenging disadvantage of the most frequency standards based on atoms or singly charged ions is the lack of sensitivity to a variation of fundamental constants like $\alpha$ and their comparable high susceptibility to external disturbances. Thus it takes measurement times in the range of a year to reach relative accuracies down to $10^{-18}$. If ions with different atomic numbers obtain the same valence electron and the same shell structure they are isoelectronic.
By moving along the isoelectronic sequence of hydrogen, the electronic wavefunction overlaps more and more with the nucleus due to a $Z^{-1}$ scaling of the Bohr radius. As a result, e.g. the first order QED correction for the 1s-transition of hydrogen-like Uranium $U^{21+}$ rises to 425 eV since it scales with $(aZ)^4$ [26]. Also, perturbations such as the first ($Z^{-1}$) and second-order ($Z^{-4}$) Stark shift are heavily suppressed while parity violations scale with $Z^5$ due to the weak polarizability of an electron in the region around the nucleus. Such a multiply

<table>
<thead>
<tr>
<th>Property</th>
<th>Scaling Factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bohr radius</td>
<td>$Z^{-1}$</td>
</tr>
<tr>
<td>Polarizability</td>
<td>$Z^{-1}$</td>
</tr>
<tr>
<td>Electronic gross structure</td>
<td>$Z^2$</td>
</tr>
<tr>
<td>Fine structure</td>
<td>$Z^4$</td>
</tr>
<tr>
<td>Hyperfine splitting</td>
<td>$Z^3$</td>
</tr>
<tr>
<td>QED effects</td>
<td>$Z^4$</td>
</tr>
<tr>
<td>2nd order Stark effects</td>
<td>$Z^{-4}$</td>
</tr>
</tbody>
</table>

Table 1: Scaling laws for atomic properties of hydrogen-like ions [12].

ionized system is called highly-charged ion (HCl) and due to the enhanced relativistic contributions to its electronic binding energies of some transitions it is an excellent candidate to test a possible variation in $\alpha$. In the observable, baryonic universe most of the atoms heavier than helium occur in highly ionized states and on earth, there are various methods to produce and store HCl to investigate their fundamental properties and gain knowledge of laboratory plasmas, which are found for example in fusion reactors. Cryogenic setups with temperatures down to 4 K increase the vacuum by orders of magnitude and allow for longer storage times due to reduced collision rates with the background gas. Most times this interaction is not only responsible for a transfer of kinetic energy, but also recombination and therefore can result in a loss of the HCl.

Due to the lack of an easily accessible level structure with fast cycling transition in the optical or UV regime cooling to the lowest possible state of a HCl in a Paul trap can only be achieved by interacting with a singly charged, laser-cooled ion. The possibility of cooling $Ar^{13+}$ sympathetically with a single Doppler cooled Be$^+$ ion has been successfully proven within a cryogenic Paul trap environment [27, 28]. Further investigations into the sideband cooling of such a mixed two-ion crystal via the Beryllium ion resulted in a reduction of the motional energies in the sympathetically cooled HCl to the ground state of the harmonic trapping potential [29]. Hence, spectroscopy of highly-charged ions with a fractional accuracy beyond $10^{-16}$ (and therefore an improvement of at least 9 orders of magnitude [30]) became a reachable goal in state of the art spectroscopy experiments.

Spectroscopy in Paul traps presupposes that even fractions of the photons emitted by the resonantly excited ions are detected. Visual observation has always been an important tool in science. While in early times the documentation of an experiment was only possible verbally or with manual drawings,
today nearly all scientific data is generated and archived electronically. Photography is not only a crucial method in astronomy or particle physics, but also in state of the art Paul trap experiments. While astronomers can measure and extract positions and magnitudes of stars, atomic physicists use photons emitted by ions and ion crystals for diagnostics, elaboration of dynamics within the crystal or state detection of the trapped ions \cite{32,33}. Underlying these measurement methods, an optical device is needed to project the geometry of an object onto a detector. Manufacturing techniques of quartz and theories on light have been developed since the time of ancient Egyptians and Mesopotamians \cite{34}. While the first evidence on knowledge about magnification can be traced back to a written record of Seneca, who wrote “Literae quamvis minutaet et obscuraet per vitream pilam aqua plenam maiores clarioresque cernuntur” (“Letters, however small and indistinct, are seen enlarged and more clearly through a globe of glass filled with water”), the first magnifying lens was found in the 10th century in Arabia \cite{35,36}. By aligning two lenses within a sliding tube, the Janssen family invented the first primitive microscope in 1590 \cite{36}. Within a short time, many types of microscopes were used for scientific research reaching magnifications up to 270 and even today they are crucial instruments in many fields of science and criminology \cite{36}. In contrary to the at that time well-known law of reflection, the first experimental description of refraction was given in 1621 by Willebrord Snell. Fermat then published in *The Principle of Least Time* a mathematical description of refraction in different media by postulating that light always follows the shortest path in time. After the discovery of Newton in 1666 that white light can be decomposed into different colors by utilizing a prism, Christian Huygens not

Figure 1: The first compound microscope made by Zacharias Janssen around 1606-1607. Taken from \cite{31}. 

only developed the foundations of a wave theory of light but also he could reproduce the known laws of reflection and refraction. Based on Huygens’ ideas on an envelope wave and already well-known interference phenomena, Fresnel was able to describe diffraction phenomena caused by straight edges, small apertures, and screens. His laws on the propagation of polarized light through a crystal and formulation of a few simple assumptions on the nature of elementary waves together with Arago lead to the awarding of the Royal Society’s “crown”, the Rumford Medal in 1826 and are still of great significance today. James Clerk Maxwell could finally describe an electromagnetic wave in its completeness, without the use of any mechanical models. Important contributions to the descriptions of imaging defects were made in 1857 when Philipp Ludwig von Seidel mathematically decomposed first order monochromatic aberrations into spherical, coma, astigmatism, curvature and distortion. Zernike succeeded by publishing a more efficient description of aberrations by expanding wavefronts into a power series. This allowed not only to separate aberrations but also to increase the design performances of the optical apparatus by weighting them. Today, most, if not all, optics simulation programs use the polynomials of Seidel and Zernike to estimate and optimize wavefront aberrations of optical systems.

In this thesis, a microscope for imaging of up to 500 μm × 500 μm wide Be⁺ Coulomb crystals trapped in a cryogenic Paul trap is presented. The trap together with the experimental apparatus is briefly introduced in Chapter 2. Optical design and simulations of the lens system were achieved in Optics Software for Layout and Optimization (OSLO). In addition to the 313 nm cooling transition of Be⁺ the objective was designed to collect fluorescence of the Ar¹³⁺ M1 (441 nm) transition and the 235 nm resonance-enhanced two-photon ionization process of the Beryllium atoms. Seven of the eight lenses are located directly on top of the Paul trap at a 4 K stage and are commercially available. The supplementing, special fabricated, eighth, bi-aspheric lens is mounted on the 40 K heat shield [29]. For the cryogenic environment, a mounting system was developed together with the construction workshop of the Max-Planck-Institut für Kernphysik Heidelberg (MPIK) which is described in Chapter 3 together with the optical design. Besides keeping the lenses centered without breaking them while cooling down from room temperature to 4 K it is also possible to change the magnification in a range from 7.8x to 20x which is shown in Section 3.7.2, together with characterization measurements of the lens stack and resolution tests. Since financial limitations resulted in a system that is capable of fulfilling the requirements for imaging the trapped ions but by far not reaching physical limitations, further investigations and simulations of a diffraction-limited system are presented in Chapter 4.
2 | THE CRYOGENIC PAUL TRAP EXPERIMENT

In this chapter, the experimental setup is briefly introduced. Theoretical foundations of the Paul trap are presented in a theory section 2.1. The transition properties of a stored ion are shown in Section 2.2. A short overview of the setup is given in 2.3.

2.1 THE LINEAR PAUL TRAP

![Figure 2: a) Hyperbolic electrode configuration. \( \Phi_0 \) is the applied electric potential, \( r_0 \) describes the distance between trap center and electrodes. Taken from [37] b)-d) Qualitative plot of the radial, RF-driven potential described in Equation 6. b) saddle potential at a given time \( t = 0 \); c) saddle potential at \( t = \pi/\Omega_{RF} \); d) time averaged effective pseudo-potential. In addition the equipotential lines \( x^2 - y^2 = \text{const} \) are projected onto the x-y plane.]

Trapping ions can be achieved by utilizing the electric force

\[ \mathbf{F} = -Q \nabla \Phi = -c \mathbf{r} \quad \text{with} \quad c = \text{const.} \quad . \]

As a consequence of Earnshaw’s theorem, static electric fields alone cannot confine charged particles. Without losing generality, we define a general po-
tential \( \Phi(x, y, z, t) \) which obeys a quadratic dependence in Cartesian coordinates \((x, y, z)\).

\[
\Phi(x, y, z, t) = \Phi_0(t) \cdot (ax^2 + by^2 + cz^2)
\]

(4)

If we neglect space-charges, we find the boundary condition \(a + b + c = 0\) by applying Laplace’s equation

\[
\Delta \Phi = \frac{\partial^2 \Phi}{\partial x^2} + \frac{\partial^2 \Phi}{\partial y^2} + \frac{\partial^2 \Phi}{\partial z^2} = 0 \quad .
\]

(5)

This results in the solutions \(a = -b\) and \(c = 0\) if the ions have to be confined only in two dimensions, and \(a = b\) and \(c = -2a\) to trap ions in all three dimensions. Thus, in a linear trap configuration with hyperbolic trap electrodes shown in Figure 2a the time-dependent, harmonic electric field is given by

\[
\Phi_{Qp}(x, y, t) = \Phi_0(t) \left( \frac{x^2 - y^2}{r_0^2} \right)
\]

(6)

In Figures [2b,2c] the radial electric potentials and their equipotential lines corresponding to Equation 6 at times \(t = 0\), \(t = \pi/\Omega_{RF}\) along the quadrupole axis are qualitatively shown. Figure 2d shows the time-averaged (adiabatic approximation) potential. The time-dependent amplitude \(\Phi_0(t)\) consists of an AC part \(V_{RF}\) with frequency \(\Omega_{RF}\)

\[
\Phi_0(t) = V_{RF} \cos (\Omega_{RF} t) \quad .
\]

(7)

Axial confinement in \(z\)-direction is achieved by a segmentation of the quadrupole electrodes in at least three parts. By applying DC voltage \(U_{DC}\) to the end-cap electrodes which are located at a characteristic distance \(z_0\) to the trap center, a static electric potential \(\Phi_{DC}\) is generated. Using the confinement solutions one gets the total electric potential by superimposing static and time-dependent contributions:

\[
\Phi(x, y, z, t) = V_{RF} \cos (\Omega_{RF} t) \left( \frac{x^2 - y^2}{r_0^2} \right) + \frac{kU_{DC}}{z_0^2} \left( -\frac{1}{2}(x^2 + y^2) + z^2 \right) \quad .
\]

(8)

Here, \(k\) describes a geometric correction factor.

### 2.1.1 Equations of motion in an ideal linear Paul trap

Following from the total electric potential in Equation 8 the equations of motion for a particle with mass \(m\) and charge \(Q\) become

\[
\ddot{x} - \left( \frac{QxU_{DC}}{mz_0^2} + \frac{2QV_{RF}}{mr_0^2} \cos (\Omega_{RF} t) \right) = 0
\]

\[
\ddot{y} - \left( \frac{QyU_{DC}}{mz_0^2} - \frac{2QV_{RF}}{mr_0^2} \cos (\Omega_{RF} t) \right) = 0
\]

\[
\ddot{z} + \frac{2QxU_{DC}}{mz_0^2} = 0
\]

(9)
We now transform these equations using the parameters
\[
\begin{align*}
    a_x &= a_y = -\frac{1}{2}a_z = -\frac{4QxU_{DC}}{mz_0^2\Omega_{RF}^2}, \\
    q_x &= -q_y = \frac{4QV_{RF}}{mz_0^2\Omega_{RF}^2}, \\
    q_z &= 0, \\
    \zeta &= \Omega_{RF}t/2
\end{align*}
\] (10)

and the differential equations reduce to Mathieu’s equation
\[
\frac{d^2}{dq^2}u + (a_u - 2q_u \cos(2q)) \cdot u = 0, \quad u = x, y.
\] (11)

The solutions of this equation of motion are separated into stable and unstable

\[\text{Figure 3: Stability diagram for a two-dimensional quadrupole mass spectrometer.}
\]

The red and blue areas are showing the stable solutions of the Mathieu Equation 11 in x- and y-direction. In the gray area both solutions overlap and stable trapping in both directions is possible

trajectories. If the axial kinetic energy of the charged particle is smaller than \(\kappa QU_{DC}\) only the static potential of the end-cap electrodes is necessary to store the ions in axial direction, while the stable solutions in radial x-y direction only depend on \(a\) and \(q\). By definition these solutions are suitable for particles with similar \(Q/m\)-ratios such that different species can be stable confined. Figure [3a,3b] show stable solutions in the \((a, q)\)-space. Symmetries occur for \(a = a_x = -a_y\) and \(q = q_x = q_y\). The gray area marks stable trajectories in both directions. In the stable region next to \((a = 0, q = 0)\) we approximate the solution of Mathieu’s equation with \(|a| \ll 1\) and \(|a| \leq |q| \ll 1\) adiabatically and find
\[
    u(t) \approx u_1 \cos(\omega_u t) \left( 1 + \frac{q_u}{2} \cos(\Omega_{RF} t) \right)
\] (12)

with
\[
    \omega_u = \beta_u \Omega_{RF}/2 \quad \text{and} \quad \beta_u = \sqrt{\frac{q_u^2}{2} + a_u}.
\] (13)
Within the parameter range $0 < \beta_u < 1$ a stable confinement can be achieved. In axial direction the eigenfrequency of a single charged particle is given by

$$\omega_z^2 = \frac{2Q\kappa U_{DC}}{mz_0^2}$$

(14)

while the radial motion is a product of a rapid micromotion at the trap drive frequency $\Omega_{RF}$ and a slower secular motion $\omega_u$ shown in Figure 4. On the trap axis the micromotion amplitude vanishes completely, while it maximizes to $u_1q_u/2$ at the tipping points. Since the ion micromotion is driven by the RF potential only the amplitude of the secular motion $u_1$ can be directly reduced, for example with laser cooling.

### 2.2 Transition Rates of Ions in a Paul Trap

An ion stored in a quadrupole potential holds a kinetic energy composed of the micromotion and the secular motion. Along the trap axis ($x = y = 0$) of an ideal trap ($q_z = 0$) it is according to (12) only given by the slower secular motion. Thus it is possible to reduce the amplitude and energy by laser cooling. The cooling rate depends on the lifetime of the excited state. For a two level system the energy separation is given by $E = \hbar\omega_0$. By coupling the ion to the electric field

$$\tilde{E}(\vec{r}, t) = \tilde{E}_0 \left[ \exp \left( i\vec{k} \cdot \vec{r} - i\omega_{\text{laser}} t + i\phi_{\text{laser}} \right) + \text{c.c.} \right]$$

(15)

of the laser, which is approximated as a monochromatic, plain wave with wavevector $\vec{k}$ and frequency $\omega_{\text{laser}}/2\pi$ we can drive this transition. Such an interaction causes Rabi-Oscillations if $\delta = \omega_{\text{laser}} - \omega_0$ becomes sufficiently small. The population $P_e$ of the excited state is then defined by

$$P_e(t) = -\frac{\Omega_r}{\sqrt{[\Omega_r]^2 + \delta^2}} e^{-i\delta t/2} \sin \left( \frac{1}{2} \sqrt{[\Omega_r]^2 + \delta^2} t \right).$$

(16)
Due to the finite lifetime $\tau$ of the excited state, a full description of the system is given by the optical Bloch equations. Rabi-Oscillations are damped, if the excited state decays spontaneously with its transition rate $\gamma$. For $t >> 1/\gamma$ the population $P_e$ becomes stationary and the population probability becomes

$$P_e = \frac{|\Omega|^2/\gamma^2}{1 + 2|\Omega|^2/\gamma^2 + (2\delta/\gamma)^2} = \frac{s_0/2}{1 + s_0 + (2\delta/\gamma)^2}.$$  \hspace{1cm} (17)

with a saturation parameter

$$s_0 = 2|\Omega|^2/\gamma^2 = \frac{I}{I_s}$$  \hspace{1cm} (18)

which quantifies the relation of the laser intensity $I$ and the saturation intensity of the transition $I_s = \pi\hbar c/3\lambda^3\tau$. In equilibrium the photon scattering rate $\gamma$ is given by

$$\Gamma = \gamma P_e = \frac{s_0}{2(1 + s_0)} \frac{\gamma}{1 + (2\delta/\gamma)^2} \propto \frac{(\gamma'/2)^2}{(\gamma'/2)^2 + \delta^2}$$  \hspace{1cm} (19)

which considers the power broadening factor of the laser $\gamma' = \gamma\sqrt{I + s_0}$ and follows a Lorentzian if the laser detuning $\delta$ is varied.

### 2.2.1 Spectroscopic properties of Be$^+$-ions

![Level scheme of a Be$^+$ ion](image)

Figure 5: Level scheme of a Be$^+$ ion.

With the ground-state configuration [He]2s$^1$, a Be$^+$ ion possesses only a single valence electron and can be approximated as a quasi-single-electron system. Hence, the level scheme of the valence electron is comparably easy to access since the energy levels of the electrons within the closed shell are very well separated from the valence electron and no optical transitions within the closed shell occur. With angular momentum $L = 0$ and spin $S = 1/2$ the ground state is $^2S_{1/2}$. This level can be excited by a photon with wavelength $\lambda = 313$ nm into the $P$ orbital, which obtains a fine-structure splitting of 192 GHz, due to
$L - S$ coupling. The two fine-structure levels are $^2P_{1/2}$ and $^2P_{3/2}$. With the current setup for laser cooling only the $^2P_{3/2}$ is accessed. This level has a lifetime of 8.2 ns which corresponds to a natural linewidth of $\Gamma/(2\pi) = 19.2$ MHz, such that the $^2S_{1/2} \leftrightarrow ^2P_{3/2}$ transition is not only excellent for laser-cooling but also for the detection of the Be$^+$ ions. Since all states feature a hyperfine splitting due to the spin of the nucleus $I = 3/2$, the electron may decay into the $F = 1$ hyperfine state which is red detuned by 1.25 GHz from $F = 2$. Therefore needs to be transferred back into the $P$ orbital by an additional repumper laser to keep the electron in the cooling cycle. A complete and explanation picture of this cycle can be found in [27]. In Figure 5 the relevant levels for laser cooling are shown.

### 2.3 Experimental Apparatus

![CAD rendering of CryPTEx II](image)

Figure 6: CAD rendering of CryPTEx II (bottom left), the beamline (bottom right), the XUV-Ebit (top right) and the XUV frequency comb (top left). Courtesy of Julian Stark.

In this section, the experimental apparatus which is shown in Figure 6, is briefly summarized. The goal of CryPTEx II is the confinement and cooling of different highly-charged ion species in an ultra-stable environment and finally the application of high-precision, XUV spectroscopy on the HCl. A compact,
room temperature EBIT is used to breed HCl, which are then extracted in bunches into a beamline to the Paul trap. For a further description and principle of operation of the EBIT I refer to [38]. Since EBITs always produce an ensemble of charge states, a time of flight separation with a kicker electrode according to the mass-to-charge ratio \( Q/m \) is applied in our setup. Deceleration to a kinetic energy of roughly 130eV/Q and pre-cooling of the bunch is achieved through two, separated pulsed drift tubes. I recommend [39], for details on a similar beamline installed at the first generation Paul trap, CryPTEx. A very important milestone in [39] is also the re-trapping technique which was applied for the first time on HCl. Inside the Paul trap, they are eventually re-trapped and sympathetically cooled down to 10 mK by a crystallized, laser-cooled cloud of beryllium ions [27]. To interrogate the HCIs with coherent XUV light, high harmonics are generated by an intensity amplified, frequency comb presented in [40]. To avoid recombination of the HCl and allow for reasonably long storage times up to hours, a background pressure \( \ll 10^{-11} \) mBar needs to be reached [41, 42]. Therefore, a cryogen-free, vibration suppressing cryo supply system had been designed and assembled two times, one at the MPIK, the other one at the Physikalisch Technische Bundesanstalt Braunschweig (PTB). Both systems and their characteristics are described in [43]. The trap region is thermally uncoupled by two high purity, gold plated copper shields tied by radially mounted spokes, forming a 4 K within a 40 K region around the trap. Ions are trapped by utilizing a quasi-monolithic, superconducting niobium RFQ-resonator. Due to its superconducting character, it features extremely stable radio-frequency potentials which will lower the heating rates of trapped ions tremendously.
Most of the important observables of trapped ions inside a Paul trap, e.g. quantum states or the kinetic energy can be accessed via measuring the photons emitted by the cooled ion or the crystal, respectively. Therefore a crucial task is the collection and detection of light from the center of the trap. In this experiment, the singly charged \(^{9}\text{Be}^+\) ions, which are needed for sympathetic cooling of most HCl, interact with UV lasers, while the highly-charged argon ion is excited in the optical regime. For a direct fluorescence detection of photons from both wavelength regimes using a lens-based imaging system, one has to account for the different refraction behavior of the glasses and use materials with high transparency in the UV. As an alternative, a reflective system could be used with the advantage of attaining independence to wavelength dependent imaging errors.

The prerequisites for the optical design process are given by the fixed working distance of 60 mm which had been reduced to 57 mm by modifying the slotted lid of the niobium resonator. In addition, a higher numerical aperture compared to the first generation experiment, CryPTEx, was required to increase the photon flux. Furthermore, a wavelength span from 235 nm to 441 nm needed to be accessed. Due to funding limitations the lenses should be commercially available and since they are located inside a cryogenic environment it was necessary to account for an intermediate focus in between a distance of 120 mm and 155 mm from the trap center to shield the 4 K stage from room temperature blackbody radiation using a small aperture. For typical pixel-sizes of 13 \(\mu\text{m}\), a magnification of \(M = 1\) would be already sufficient to resolve two ions which are separated by at least 26 \(\mu\text{m}\). Modern Paul trap experiments, however, deal with inter-ionic distances down to 5 \(\mu\text{m}\), which requires a higher magnification, that would lead to lower measurement errors of the distance. Therefore, the goal to reach became at least \(M = 10\). On the optomechanical side it was necessary to provide a mounting mechanism which constrains the lenses with a constant force during the cool-down phase.

Throughout this chapter, the basic theoretical aspects of the optical design software are presented. Furthermore, properties of the detectors are briefly discussed as well as the optical and mechanical design. Finally, first tests, including a characterization of the magnification and resolution are shown.

### 3.1 Optics: Waves and Rays

In this section, some of the important theoretical foundations of \textit{OSLO} lens optics are presented, following the Lambda Research Corporation’s “Optics Reference” [44] and “Principles of Optics” by Max Born and Emil Wolf [45]. The propagation of electromagnetic waves through an optical system is in most
cases described by using wavefronts or rays. Exceptions are focal regions or regions near aperture boundaries. In this section, the physical foundations are derived, starting from Maxwell’s equations. In addition, common ray and wavefront models are briefly presented.

3.1.1 Maxwell’s equations

The most fundamental way to describe the evolution of classical electromagnetic waves in space and time is given by Maxwell’s equations, a set of four coupled first order partial differential equations, which hold at every point of a medium, whose physical properties are continuous. They couple the electric field \( \mathbf{E} \) and magnetic induction \( \mathbf{B} \) with the magnetic field \( \mathbf{H} \) and the electric displacement field \( \mathbf{D} \) by regarding the charge density \( \rho \) and the electric current density \( \mathbf{j} \).

\[
\nabla \times \mathbf{E} + \frac{\partial \mathbf{B}}{\partial t} = 0 \quad (20)
\]

\[
\nabla \times \mathbf{H} + \frac{\partial \mathbf{D}}{\partial t} = \mathbf{j} \quad (21)
\]

\[
\nabla \cdot \mathbf{D} = \rho \quad (22)
\]

\[
\nabla \cdot \mathbf{B} = 0 \quad (23)
\]

From Ampere’s law in Equation (21), one can directly see

\[
\nabla \cdot \mathbf{j} - \nabla \cdot \frac{\partial \mathbf{D}}{\partial t} = 0
\]

and by inserting Gauß’ law (22)

\[
\frac{\partial \rho}{\partial t} + \nabla \cdot \mathbf{j} = 0 \quad ,
\]

which demands charge conservation and shows up in an analogue relation in hydrodynamics as equation of continuity. By assuming a steady flux of radiation through an optical system, currents are present \( (\mathbf{j} \neq 0) \) and reaches a stationary state, in contrary to a static one, where all currents vanish. Supplementing the four Maxwell equations (20)-(23) there are three relations which consider the behavior of materials under the influence of electromagnetic fields. Assuming a material as isotropic, resting and responding linear to the fields one can relate polarization and magnetization with \( \mathbf{D} \) and \( \mathbf{H} \) and find the constituent relations

\[
\mathbf{D} = \varepsilon \mathbf{E} \quad ,
\]

\[
\mathbf{H} = \frac{1}{\mu} \mathbf{B} \quad ,
\]

\[
\mathbf{j} = \sigma \mathbf{E} \quad ,
\]

where \( \mu \) is the relative permeability, \( \varepsilon \) the permittivity and \( \sigma \) the specific conductivity of a given material. Inserting these material equations into Maxwell’s one can derive a wave equation for the electric field. In this case the medium is homogeneous, resulting in the wave equation

\[
\nabla^2 \mathbf{E} = \mu \varepsilon \frac{\partial^2 \mathbf{E}}{\partial t^2} + \mu \sigma \frac{\partial \mathbf{E}}{\partial t} \quad .
\]

(28)
In analogy to Equation (28) one finds the wave equation for the magnetic field. Some materials in optical designs are dielectrics. Then, the conductivity $\sigma \approx 0$ vanishes. Therefore, charges and currents can be neglected ($j = 0, \rho = 0$) and the wave equation reduces to

$$\nabla^2 \mathbf{E} = \varepsilon \mu \frac{\partial^2 \mathbf{E}}{\partial t^2},$$

(29)

with $v_{ph} = 1/\sqrt{\varepsilon \mu}$ as speed of light in a medium. For a monochromatic wave with wavelength $\lambda = v_{ph}/v = 2\pi v_{ph}/\omega$ the simplest solution of (29) is assuming sinusoidal waveforms

$$\mathbf{E}(r, t) = \mathbf{E}_r(r) \exp(\pm i\omega t).$$

(30)

This solution consists of a rapidly time varying term in the exponent and a slowly changing amplitude $\mathbf{E}_r$. Usually, the time-variation of $\mathbf{E}_r$ can be neglected, such that the wave equation reduces to Helmholtz’ equation

$$\nabla^2 \mathbf{E} + k^2 \mathbf{E} = 0,$$

(31)

with wave-vector $k = \sqrt{\varepsilon \mu} \omega = 2\pi/\lambda$. At the boundary between two homogeneous media the transverse direction of the propagation vector $\mathbf{k}$ does not change due to energy-momentum conservation. If the surface is perpendicular to the $z$-direction $k_{x1} = k_{x2}$ is postulated. Therefore, with the refractive index $n_i = \varepsilon_i \mu_i$ Snell’s law of refraction is derived immediately with

$$k_{x1} = k_{x2},$$

$$n_1 k_0 \sin(\theta_1) = n_2 k_0 \sin(\theta_2),$$

$$n_1 \sin(\theta_1) = n_2 \sin(\theta_2),$$

(32)

where $k_0 = \omega/c$ is the wavenumber and $c = 1/\sqrt{\varepsilon_0 \mu_0}$ is the speed of light in vacuum. If incident angles are large enough, the $\sin(n_1/n_2)$ requires to become larger than 1 to fulfill Equation (32). In such cases, the ray is reflected at the surface. This critical condition is defined as $\theta_{crit} = \sin^{-1}(n_1/n_2)$ and well known as internal reflectance.

### 3.1.2 Wavefront aberrations

In the non-Gaussian regime of optics, each optical element added to a beam induces an error to the front of a traveling wave since at incident large angles a sine cannot any longer be approximated with $\sin \theta \approx \theta$. The wavefront is defined as a set of points with an equal phase. Aberrations are deviations from an object’s geometry induced by an optical system. Classically, these are divided into two types: Chromatic aberrations, which describe the errors due to wavelength-dependent material properties and monochromatic aberrations, which are typically coma, astigmatism, spherical aberrations and distortions. The last are highly influenced by material tolerances, thicknesses and positioning of the lenses as well as apertures, focal length and magnification. Usually, all of these types coexist in a refractive optical system. A quantification of monochromatic imaging errors is usually done within a Seidel or Zernike analysis.
Figure 7: Illustration of Snell’s law: Two rays (blue, orange) move through medium 1 with refractive index \( n_1 = 1.5 \). At the boundary of medium 2 \( (n_2 = 1.0) \) the blue ray with incident angle \( \theta_1 = 25^\circ \) is being refracted at an angle \( \theta_2 = \sin^{-1}(n_1/n_2)\theta_1 = 36.3^\circ \) while the orange is reflected since \( \theta'_1 > \theta_{\text{crit}} \).

3.1.3 Zernike Polynomials

In a circular optical system the wavefront \( W(x, y) \) can be decomposed into a series of polynomials. This set is complete and orthogonal over the interior of the unit circle. Thus, \( (x = \rho \sin(\theta), y = \rho \cos(\theta)) \) are expressed in polar coordinates to take advantage of the symmetries. The polynomial \( Z(\rho, \theta) \) with radial and angular coordinates \( \rho \) and \( \theta \) can be separated into a product of functions \( R(\rho) \) and a complex exponential \( G(\theta) \)

\[
Z_n^m(\rho \sin(\theta), \rho \cos(\theta)) = R_n^m(\rho) G_m(\theta) = R_n^m(\rho) \exp(i m \theta),
\]

where \( m \geq 0, n \geq |m|, (n - |m|) \mod 2 = 0 \) and \( n, m \in \mathbb{Z} \). For the radial part the polynomials are given by

\[
R_n^m(\rho) = \frac{(n-m)!}{s!((-m+2s)!)^2} (-1)^s \rho^{n-2s}.
\]

They are normalized, \( R_n^m(1) = 1 \), and separable since they satisfy the relation

\[
\int_0^1 R_n^m(\rho) R_n^{m'}(\rho) \rho d\rho = \frac{1}{(n+1)} \delta_{mm'}.
\]

Hence, the total wavefront aberration is given by

\[
W(\rho, \theta) = A_0 + \sum_{n=1}^{\infty} \left[ A_n R_n^0(\rho) + \sum_{m=1}^{n} R_n^m (B_{nm} \cos(m\theta) + C_{nm} \sin(m\theta)) \right].
\]

with expansion coefficients \( A_n, B_{nm} \) and \( C_{nm} \). Due to their orthogonality, the variance \( \sigma^2 \) of the wavefront aberration can be simply calculated and becomes

\[
\sigma^2 = \sum_{n=1}^{\infty} \left( \frac{A_n^2}{2n+1} + \frac{1}{2} \sum_{m=1}^{n} \frac{B_{nm}^2 + C_{nm}^2}{2n+1-m} \right).
\]
Figure 8: The first five radial orders of the Zernike polynomials $Z_n^m(r, \phi)$. By expanding $W(r, \phi)$ one can see, that the different terms contribute in a uniquely to the final wavefront, e.g. $(Z_0^0, Z_1^1, Z_2^0)$ are representing the image position, while $(Z_2^2, Z_3^3, Z_4^0)$ describe 3rd order distortions, such as spherical aberrations.
In Figure 8 the first five radial orders of the Zernike polynomials are shown. Each term contributes uniquely to the final wavefront. Here, the image position is defined by the Polynomials $Z_0^0, Z_1^1, Z_2^0$, while 3rd order aberrations can be represented with $Z_2^2, Z_3^3$ and $Z_4^4$. All included terms are weighted with the expansion coefficients and finally added to the final wavefront. Usually, these polynomials are integrated in an optics simulation software to quantify distortions and optimize the optical system.

### 3.1.4 Point spread function

A point in the object space is never projected onto a point in the image space but rather in a plane with position dependent intensity and can be quantified by the point spread function (PSF) \([46]\). If this function is known, a fundamental characteristic of an imaging system or a linear filter kernel is already given and one can calculate the shape of any 3D-object in the image plane. The response of an optical system to a point source at \((x', y')\) in the image plane is described by

$$PSF(x', y') = E$$

(37)

depending only on the irradiance $E = |\Psi(x', y')|^2$. Here the integral over a pupil surface $S$

$$\Psi(x, y) = \int_S \Psi'(x', y') \exp \left( \frac{-i k x x'}{f} \right) dS$$

(38)

defines the diffraction amplitude with \((x, y)\) as a point on the image aperture, \((x', y')\) as a point on the image plane and the focal length $f$. For example a pupil of a circular aperture with radius $r$ which modulates a complex amplitude is described by a box function with

$$\Psi(x', y') = \Pi \left( \frac{\left| x' \right|}{2r} \right); \quad \Pi(x) = \begin{cases} 1 & |x| \leq 1/2 \\ 0 & \text{otherwise} \end{cases}.$$  

(39)

By Fourier transforming (39) the PSF becomes the Airy function

$$E(x', y') = |\Psi_0|^2 = \Psi_0^2 \left( \frac{I_1(kx'r)}{2kx'r} \right)$$

(40)

with $I_1$ representing the first order Bessel function. This PSF represents a point source which is perfectly imaged through a circular objective.

### 3.1.5 Optical transfer function

A direct integration of the PSF in the position-space is a costly operation which can be avoided since a convolution in the position-space corresponds to a multiplication in the Fourier space. Therefore, it is more suitable to transfer an object $g_0$ and the PSF $h$ first into the fourier space, multiply them and project the image $\tilde{g}_1$ back into the position-space. The Fourier transform of the PSF $\tilde{h}$ is then called optical transfer function (OTF).

$$OTF(k) = \tilde{h}(k)$$

(41)
This decomposition of an object into periodic structures makes it an useful tool to quantify the image quality since it is independent of the object’s geometry. Due to linearity and separation of the Fourier transform it also isolates the transversal and sagittal direction. However, it returns complex numbers and is therefore difficult to interpret.

### 3.1.6 Modulation transfer function

A more practical measurement value of the resolution is the absolute value of the OTF, the modular transfer function (MTF).

\[
MTF = |OTF| = |\tilde{h}(k)|
\]

(42)

This value obtains only a real part and neglects phase shifts of the optical system. It can be cheaply calculated due to Parseval’s theorem

\[
\int_{-\infty}^{\infty} |x(t)|^2 dt = \int_{-\infty}^{\infty} |\tilde{x}(\omega)|^2 d\omega
\]

(43)

with the MTF it can be directly determined in which way the frequencies in the fourier domain are modulated. With increasing wavenumber the contrast is reduced inversely. For objects separated by \( d = \lambda/2\text{NA} \) which is often referred as the Abbe limit the MTF is cut off.

### 3.1.7 Resolution

In section 3.1.4 the PSF for a perfect, circular objective was presented in equation (40). The zeroth order maximum contains 83.9% of the energy and is surrounded by multiple rings. To be able to distinguish between two point-like sources, they need to be separated by at least

\[
d = 1.22 \frac{\lambda}{2\text{NA}}
\]

(44)

which is the distance from the maximum to the first minimum of the Airy function. This limit is illustrated in Figure 9. For a system with \( \text{NA} = 0.365 \), the minimal distance \( d \) at a wavelength of \( \lambda = 313 \text{nm} \) is \( d = 0.512 \text{\mu m} \), which corresponds to a MTF cut-off at 1953 cycles/mm or 153.1 cycles/mm at a magnification of \( M = 12.7 \).

### 3.1.8 Paraxial ray tracing

Propagation of rays through optical systems are calculated numerically with the \( yuui \) method. In this section, all unsigned variables are in front while all signed are behind a surface \( j \). The medium’s refractive index is given by \( n_j \) and the incident ray is defined by the slope \( u_j \) and its location on the surface, the distance \( y_j \) from the optical axis. The surface incident angle is then defined as

\[
u_j = \frac{y_j - y_{j-1}}{t_j}
\]

(45)
Figure 9: Qualitative illustration of two points, which are separated by the Rayleigh limit. On the left side the simulated image is shown with logarithmic intensity to increase the contrast to the diffraction rings. On the right side the linear intensity profile along $y = 0$ is shown.

The outgoing, diffracted ray on the next surfaces becomes

$$y_j = y_{j-1} + t_n u_j$$

where $t_n$ is the distance between the two surfaces $n$ and $n-1$. In a general form, the angle on the tangent of the surface can be described by

$$I_j = U_j + \theta_j$$

$$I'_j = U'_j + \theta_j$$.

Within the paraxial limit ($\sin \theta \approx \theta$, $\tan \theta \approx \theta$, $\cos \theta \approx 1$) one can write

$$i_j = \frac{y_j}{r_j} + u_j = y \epsilon_j + u$$,

$$i'_j = \frac{y_j}{r_j} + u'_j = y \epsilon_j + u'$$.

Snell’s law can therefore be described by

$$n_j i_j = n'_j i'_j$$

and it is also convenient to rewrite the slope as:

$$u' = \frac{n_j u_j - y_j \phi_j}{n'_j}$$

with $\phi_j = c_j (n'_j - n_j)$ being the power of the surface.

3.4.9 Matrix optics

A convenient way for a fast calculation is to rewrite the single ray trajectories into vectors and matrices. A single ray is the given by

$$R_{j+1} = \begin{bmatrix} y_j \\ n_j u_j \end{bmatrix}.$$
By passing through a surface it is translated using

\[
\mathbf{T}'_j = \begin{bmatrix} 1 & t'_j/m'_j \\ 0 & 1 \end{bmatrix},
\]

which results in

\[
R_{j+1} = \mathbf{T}'_j R'_j.
\]

For a whole optical system with \( k \) surfaces the transfer matrix is given by

\[
\mathbf{M}_{kl} = \begin{bmatrix} A'_{kl} & B'_{kl} \\ C'_{kl} & D'_{kl} \end{bmatrix} = \mathbf{R}_k \mathbf{T}_k \ldots \mathbf{T}_1 \mathbf{R}_1
\]

with coefficients \( A, B, C, D \) which compactifye the formulation since they need to be calculated only once for an optical geometry.

### 3.1.10 Design of aspheric surfaces

Most optical lenses and mirrors have a plane, spherical and paraboloidal surface due to the comparably easy manufacturing process. However, this restriction on simple surfaces does limit the overall performance of the optical system. For this reason, more complicated, aspheric surfaces are sometimes employed in certain systems. By adding aspheric to a system, in principle any centered system can become stigmatic, but also aplanatic for a specific wavelength. The surface profile of an asphere is often of the form of an superimposed Taylor expansion of \( z \):

\[
z(r) = \frac{r^2}{R \left(1 + \sqrt{1 - (1 + \kappa) \frac{r^2}{R^2}}\right)} + \alpha_4 r^4 + \alpha_6 r^6 + \ldots,
\]

where \( \kappa \) is the conic constant, \( R \) the radius of the lens with curvature \( c = 1/R \), \( r \) the radial distance from the optical axis and \( \alpha_i \) aspherical coefficients. The conic constant defines the surface shape which is shown in Table 2. Usually

<table>
<thead>
<tr>
<th>Conic constant</th>
<th>Surface shape</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \kappa = -1 )</td>
<td>paraboloid</td>
</tr>
<tr>
<td>( \kappa &lt; -1 )</td>
<td>hyperboloid</td>
</tr>
<tr>
<td>( \kappa = 0 )</td>
<td>sphere</td>
</tr>
<tr>
<td>( \kappa &gt; 0 )</td>
<td>oblate ellipsoid</td>
</tr>
<tr>
<td>( 0 &gt; \kappa &gt; -1 )</td>
<td>prolate ellipsoid</td>
</tr>
</tbody>
</table>

Table 2: Surface shapes of an asphere depending on the conic constant \( \kappa \).

these kinds of lenses are designed to reduce the number of lenses and make the optical system more compact. In addition, aberrations of the total system can be reduced or removed.
**Lens design in OSLO**

Within OSLO it is possible to design and optimize aspheric surfaces with coefficients up to the nth order. The most convenient way to start is by adding a single lens (two surfaces) to the file. Usually, it is necessary to start with a common spherical lens to get an idea of the curvature. Then, in the “Special” column of the lens spreadsheet editor, it is necessary to activate the “Conic” option. After that, an aspheric shape needs to be chosen. Usually, the “Polynomial Asphere” is a sufficient option. However, if more aspheric coefficients are needed the “Standard Asphere” should be used. Within the “Optimize” window, “Variables” have to be assigned to the coefficients of the lens surface. At this point, no restrictions have to be chosen. With the “Slider-wheels” the surface can be roughly optimized. For the starting values of the aspheric coefficients small values should be chosen (e.g. $a_4 \approx \pm 10^{-7}$, $a_6 \approx \pm 10^{-9}$, $a_8 \approx \pm 10^{-12}$, $a_{10} \approx \pm 10^{-15}$). The next step is fixing the “Variables” to roughly the same order of magnitude of the actual values. In this work, an aberration based error function was defined with “Optimize > Generate error function > Aberration operands” to optimize the whole setup. In the beginning, the operand weights are equally set to 1. Within the definition column, an arithmetical operand and a constant can be added. This is of importance if e.g. the focal length needs to be fixed. The “Optimize > Iterate” function starts the error function minimization. If the system converges and focuses the rays properly onto the predefined image plane it needs to be checked if any variable reached the boundary condition. Furthermore, aberration weights can be adjusted to modify the system. After a few iterations, the lens or objective should reach its global minimum absolute error. Further surfaces can be added and the whole system can again be optimized step by step.

### 3.2 Detection of the Fluorescence

A typical photon collecting detector is a photo multiplier tube (PMT) which is sensitive to single photons but not able to resolve in space while a charged coupled device (CCD) can spatially resolve the ions, but produces in many cases too much noise to detect and count single photons. In our setup we combined a PMT\(^1\) of the company HAMAMATSU and a comparably fast electron multiplying charged coupled device (EMCCD) from Andor\(^2\) to be able to measure not only small count rates as well as variations in fluorescence but also spatially resolve the Be\(^+\) ions.

#### 3.2.1 The EMCCD

Due to the low-light conditions it is mandatory to use a low noise detector. An EMCCD removes the noise limitation of the output amplifier and the video chain electronics, which is the typical limitation of any CCD. This can be achieved by applying a gain process which introduces low noise, right before the charges

---

1. H10682-210
2. iXon Ultra 888
are converted to voltages. The noise of a conventional, scientific CCD can be expressed as

$$\sigma_{\text{CCD}} = \sqrt{\sigma_{\text{RN}}^2 + \sigma_{\text{DN}}^2 + \sigma_{\text{CN}}^2 + \sigma_{\text{SHOT}}^2},$$

(56)

where $\sigma_{\text{DN}} = \sqrt{T_{\text{DN}} l_{\text{Exp}}}$ is the dark current noise depending on the exposure time $t_{\text{Exp}}$ while $\sigma_{\text{RN}}$ is the read-noise of the chip. Since the dark current $l_{\text{DN}} \propto T^{3/2} \exp\left(-E_g/(2k_B T)\right)$ is purely statistical and depends on the temperature $T$ of the sensor a convenient way to reduce this kind of noise is cooling down the CCD with liquid nitrogen or a thermoelectric cooler. Here $k_B$ is the Boltzmann constant and $E_g$ the band gap of the semiconductor. Another statistical process due to the quantized nature of electrons and photons is $\sigma_{\text{SHOT}} = \sqrt{D_{\text{QE}} N_{\text{Ph}}}$, the shot noise with quantum efficiency $D_{\text{QE}}$ and number of photons $N_{\text{Ph}}$. In addition the transfer of the stored electrons can induce tunneling effects, which causes a clock-induced-charge noise $\sigma_{\text{CN}}$. In contrary to a conventional CCD, the EMCCD obtains a gain register placed between the shift register and the output amplifier. Due to electron impact ionization, in each stage of the gain register a secondary electron can be released with probability $p \approx 2\%$. The overall gain is then defined as $g = (1+p)^{N_{\text{Reg}}}$ at one of $N_{\text{Reg}}$ stages in the gain register. Therefore the noise signal needs to be modified to

$$\sigma_{\text{EMCCD}} = \sqrt{\sigma_{\text{RN}}^2 + P^2 g^2 (\sigma_{\text{DN}}^2 + \sigma_{\text{CN}}^2 + \sigma_{\text{SHOT}}^2)}.$$  

(57)

By approximating the excess noise factor $P^2 \approx 2$ [47] one now estimates the signal-to-noise ratio $\text{SNR}_{\text{EMCCD}}$ with a signal $S = gD_{\text{QE}} N_{\text{Ph}}$ to

$$\text{SNR}_{\text{EMCCD}} = \frac{D_{\text{QE}} N_{\text{Ph}}}{\sqrt{\sigma_{\text{RN}}^2 / g^2 + 2 (\sigma_{\text{DN}}^2 + \sigma_{\text{CN}}^2 + \sigma_{\text{SHOT}}^2)}}.$$  

(58)

If typical small contributions of $\sigma_{\text{CN}}$ and $\sigma_{\text{DN}}$ are neglected and high gains are applied then the SNR in the shot noise limited regime reduces to

$$\text{SNR}_{\text{EMCCD}} = \frac{D_{\text{QE}} N_{\text{Ph}}}{\sqrt{2D_{\text{QE}} N_{\text{Ph}}}},$$

(59)

which is lower by a factor of $\sqrt{2}$ compared to a conventional CCD. If the laser is tuned on resonance, the 313 nm cooling transition rate for a single Be$^+$ is $\Gamma/(2\pi) = 19.2$ MHz. By assuming an entry lens with numerical aperture NA = 0.4 the photon flux through the optical system becomes $\Phi = 9.62 \times 10^5$ photons/s. Since each of the nine optical elements (eight lenses, one window) absorbs roughly 5% of the incident photon flux at each detector is reduced to $\Phi_{\text{Det}} = 2.35 \times 10^5$ photons/s. If 60% of the flux is focused onto a $8 \times 8$ pixel area, the signal on each pixel is $S = D_{\text{QE}} N_{\text{Ph}} = 770$ with an exposure time of $t_{\text{Exp}} = 1$ second and a quantum efficiency of $D_{\text{QE}} = 35\%$. Therefore the corresponding signal-to-noise ratio is $\text{SNR}_{\text{EMCCD}} \approx 20$ and even for an exposure time of 0.1 s still about 6.

Andor’s back illuminated iXon Ultra 888 is equipped with a Peltier element which cools the $1024 \times 1024$ pixels E2V sensor down to an operating temperature of $-75$°C and therefore reduces the dark current to a level orders of
magnitudes below 1 e/px/s. A UVB coating and sealing in a vacuum guarantees a sensor quantum efficiency of 35% at 313 nm. The well depth of each of the 13 μm x 13 μm wide pixel is 86200 e/px with a clock induced charge of 2.24 · 10⁻³ events/px [48]. Due to the size of the pixel the maximum resolution at a magnification \( M = 12.7 \) is \( d_{EMCCD} = 2px/M = 2.05 \mu m \) according to Nyquist’s theorem.

### 3.2.2 The PMT

In general a PMT amplifies the signal of an electron released from a photo electrode by an incident photon due to the photo effect. Amplification is achieved by accelerating the photo-electron onto another electrode called a dynode. At impact, secondary electrons are emitted and again accelerated towards another dynode. This process is repeated multiple times until roughly 10⁶ electrons are generated. An anode then collects the electrons and generates an electric signal which is sent to a data acquisition system. In theory, it could be possible to detect less than a photon per second, however dark counts due to the electronics or cosmic rays induce always an error signal of statistical nature which needs to be considered. On the other side, the maximum count rate is usually limited by the time between the generation of the photo-electron and neutralization of the current at the anode. This characteristic is called pulse-pair resolution or dead time. In the last subsection it was calculated, that the photon flux on each detector will be about \( \Phi_{Det} = 2.35 \cdot 10^3 \) photon/s at 313 nm wavelength. Therefore the installed PMT is suitable since its pulse-pair resolution is typically 20 ns which corresponds to a saturation count rate of 5 · 10⁷/s.

### 3.3 Inter-Ionic Distance of Trapped Be⁺ Ions

By estimating the inter-ionic distance inside the trap, an upper resolution limit of the optical system can be calculated. For a single chain of \( N \) trapped ions of charge \( Q \) and mass \( m \), the position \( z_i(t) \) of the \( i \)-th ion can be calculated with the static harmonic potential [49]

\[
V = \sum_{i=1}^{N} \frac{1}{2} m \omega_z^2 z_i(t)^2 + \sum_{i \neq j}^{N} \frac{Q^2}{8\pi\varepsilon_0} \left| z_i(t) - z_j(t) \right|
\]

By assuming that the ions are thermalized they are oscillating only around an equilibrium position such that the ion positions are given by:

\[
N = 2: \quad z_{1,0} = -3 \sqrt{\frac{Q^2}{16\pi\varepsilon_0 m \omega_z^2}}, \quad z_{2,0} = 3 \sqrt{\frac{Q^2}{16\pi\varepsilon_0 m \omega_z^2}}
\]

\[
N = 3: \quad z_{1,0} = -3 \sqrt{\frac{5Q^2}{16\pi\varepsilon_0 m \omega_z^2}}, \quad z_{2,0} = 0, \quad z_{3,0} = 3 \sqrt{\frac{5Q^2}{16\pi\varepsilon_0 m \omega_z^2}}
\]

For higher \( N \) the solutions have to be computed numerically [50]. Assuming a trap frequency \( \omega_z/2\pi = 1.2 \) MHz, two singly ionized beryllium ions with mass \( m_{Be} = 9 \) u are separated by \( d_{N=2} \approx 27.8 \mu m \), while for three ions the distance is \( d_{N=3} \approx 23.8 \mu m \). It was shown that the separation scales with \( N^{-0.559} \) for large ion chains [50].
In this section the optical and geometrical design processes of the imaging system are discussed, starting with the given prerequisites. The behavior of the chosen materials is introduced and the final design calculated in OSLO presented. During the commissioning of CryPTEx II it is planned to sympathetically cool $\text{Ar}^{13+}$ with beryllium ions. Therefore the detectors explained in Section 3.2 need access to the $\text{Be}^+$ cooling transition at 313 nm and the $\text{Ar}^{13+}$ M1 spectroscopy line at 441 nm. In addition, the 235 nm resonance enhanced two-photon ionization of $^9\text{Be}^+$ needs to be detected for diagnostics. In the UV range, transmissions of more than 90% are only achievable with a few glasses such as UV fused silica (UVFS), calcium fluoride (CaF2) and sapphire. However, refractive optical systems cause chromatic aberrations and internal reflections, which produce stray light. Thus in the beginning of the design studies reflective Schwarzschild objectives [51] had been considered. Since the secondary mirror for a system with numerical aperture $NA = 0.4$ would have been located within the resonator and could have compromised the high qual-
ity factor. This type of system had been neglected in the further studies. In addition, the field of depth of these kinds of optical systems is reduced due to the comparably low focus length. However, a system with $NA = 0.26$ and an optimized obscuration ratio is presented in Chapter 4.

The minimal working distance is given by the niobium flange on top of the resonator lid and was reduced by decreasing the wall thickness of the outer ring by 2 mm and cutting another 1.5 mm off the grid. Therefore, the distance from the first lens to the trap center is only 57 mm. Thus, a single aspheric lens with focal length $f = 60$ mm and $NA = 0.365$ could serve as photon collector and directly refocus on a CCD or a PMT outside the vacuum through a single window. Due to the cryogenic trap environment this would have caused a tremendous input of blackbody radiation not only on the ions, but also on the 4 K stage. Additional lenses were introduced to refocus the fluorescence of the ions to an intermediate focus at a pinhole between the 4 K and 40 K stage at a distance of 157 mm from the trap center. To achieve this for the given wavelength range with limited financial resources, a set of six commercially available lenses and additionally one special model of a concave lens presented in Table 3 were selected. With the assumption of a single lens refocusing the photons to the intermediate focus, a chromatic aberration can be estimated. With the lensmaker equation

$$\frac{1}{f} = (n - 1)\left(\frac{1}{R_1} - \frac{1}{R_2} + \frac{(n - 1) d}{nR_1R_2}\right)$$  \hspace{1cm} (61)$$

one can calculate the different foci for a perfect lens. At room temperature, the refraction indices are given by:

<table>
<thead>
<tr>
<th>Material</th>
<th>$n_{235\text{nm}}$</th>
<th>$n_{313\text{nm}}$</th>
<th>$n_{441\text{nm}}$</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fused Silica (293.15 K)</td>
<td>1.5166</td>
<td>1.4844</td>
<td>1.4663</td>
<td>Malitson (1965) [52]</td>
</tr>
<tr>
<td>Calcium Fluorite (293.15 K)</td>
<td>1.4734</td>
<td>1.4517</td>
<td>1.4392</td>
<td>Malitson (1963) [53]</td>
</tr>
</tbody>
</table>

This results in a dispersion of roughly 13 mm between $f_{235\text{nm}}$ and $f_{441\text{nm}}$ for a lens with a back-focus of 87 mm. Therefore a pinhole of a few millimeter

Figure 11: Drawing of the whole optical system, which was designed in this work. With a working distance of 57 mm, the stack on the left is directly mounted on top of the resonator. In between the first seven lenses at 4 K and the bi-aspHERE at 40 K an intermediate focus enables effective shielding of blackbody-radiation from room temperature. The magnification in the commissioning phase was set to $M = 12.7$. With a design wavelength of 313 nm, Be$^+$ ions can be spatially resolved on a detector.
Table 3: Description of the used lenses starting with an asphere fabricated by the company Edmund Optics as first element next to the trap center. The first seven lenses are stacked in a tower on top of the niobium resonator at 4 K. Lens 8 is located behind the intermediate focus at the 40 K stage and refocuses the fluorescence to the EMCCD and the PMT outside the vacuum.

<table>
<thead>
<tr>
<th>Lens</th>
<th>Type</th>
<th>Material</th>
<th>Name</th>
<th>Manufacturer</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>asphere</td>
<td>UVFS</td>
<td>67268</td>
<td>Edmund Optics</td>
</tr>
<tr>
<td>2</td>
<td>convex</td>
<td>UVFS</td>
<td>SPX043</td>
<td>Newport</td>
</tr>
<tr>
<td>3</td>
<td>concave</td>
<td>CaF2</td>
<td>67112</td>
<td>Knight Optical</td>
</tr>
<tr>
<td>4</td>
<td>convex</td>
<td>UVFS</td>
<td>PCX-50.8U-150</td>
<td>Lambda Research</td>
</tr>
<tr>
<td>5</td>
<td>concave</td>
<td>CaF2</td>
<td>112-5519E</td>
<td>Eksma Optics</td>
</tr>
<tr>
<td>6</td>
<td>p. meniscus</td>
<td>UVFS</td>
<td>LE4412</td>
<td>Thorlabs</td>
</tr>
<tr>
<td>7</td>
<td>p. meniscus</td>
<td>CaF2</td>
<td>LE5414</td>
<td>Thorlabs</td>
</tr>
<tr>
<td>8</td>
<td>bi-asphere</td>
<td>UVFS</td>
<td>Custom</td>
<td>Asphericon</td>
</tr>
</tbody>
</table>

diameter in the 313 nm focus would absorb most 235 nm and 441 nm fluorescence photons. To reduce this kind of aberration the concave lenses are made of calcium fluoride. Simulations in OSLO have shown, that the dispersion of the effective focus behind the 1”-meniscus lens was reduced to $\Delta f \approx 2.6$ mm. This allows all important wavelengths to pass a diaphragm with 2 mm diameter.

After selecting types and materials of the lenses and reducingchromatic aberrations, the 313 nm cooling transition focus was optimized, since it will be used to image and localize the ion crystals. The object radius was set to 250 $\mu$m and all aberration weights have been equally set to 1. Before starting the optimization algorithm, lens distances were chosen to be variable. After some non converging approaches the curvature of lens 3 was identified to cause this problem. Therefore it became variable since the number of commercial available concave CaF2 lenses with this size and radius were very limited. The final parameters of the stack are presented in Table 4.

With the given parameters in Table 4, the typical optical characteristics can be simulated. The point spread function analysis of the lens stack is shown in Figure 12. Here, the Strehl ratio is calculated to be 0.13 on-center which is far from the diffraction limit $> 0.839$. In addition, the contrast is lost if the point source is located off center. This can be caused by coma, which is also revealed by the wavefront analysis in Figure 13. Since the peak spreads and is projected off-center on the camera. However, the patch size is smaller than one pixel ($px = 13 \mu$m) and about 85% of the fractional energy is always irradiated on a $3 \times 3$ pixel-grid, which is at this point sufficient. Behind the intermediate focus a 1” bi-asphere is used to refocus the photons onto the detectors. The diffraction limited lens was originally designed for the twin experiment at the PTB [29]. Since two more spare lenses were ordered it was possible to use one of them for this setup. In this optical design of the work,
Table 4: Alignment of the lens stack optimized by OSLO with number of Surface, radius of the curvature, thickness, aperture radius in millimeter and the materials.

<table>
<thead>
<tr>
<th>Surface</th>
<th>Radius</th>
<th>Thickness</th>
<th>Aperture Radius</th>
<th>Glass</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obj</td>
<td>57.00</td>
<td>0.25</td>
<td>Vacuum</td>
<td></td>
</tr>
<tr>
<td>ASP</td>
<td>∞</td>
<td>17.00</td>
<td>20.15</td>
<td>UVFS</td>
</tr>
<tr>
<td>2</td>
<td>−</td>
<td>3.50</td>
<td>25.00</td>
<td>Vacuum</td>
</tr>
<tr>
<td>3</td>
<td>45.90</td>
<td>10.67</td>
<td>25.40</td>
<td>UVFS</td>
</tr>
<tr>
<td>4</td>
<td>∞</td>
<td>6.58</td>
<td>25.40</td>
<td>Vacuum</td>
</tr>
<tr>
<td>5</td>
<td>−63.50</td>
<td>3.60</td>
<td>25.40</td>
<td>CaF2</td>
</tr>
<tr>
<td>6</td>
<td>∞</td>
<td>0.50</td>
<td>25.40</td>
<td>Vacuum</td>
</tr>
<tr>
<td>7</td>
<td>76.28</td>
<td>7.00</td>
<td>25.40</td>
<td>Silica</td>
</tr>
<tr>
<td>8</td>
<td>∞</td>
<td>4.30</td>
<td>25.40</td>
<td>Vacuum</td>
</tr>
<tr>
<td>9</td>
<td>−83.60</td>
<td>3.60</td>
<td>25.40</td>
<td>CaF2</td>
</tr>
<tr>
<td>10</td>
<td>∞</td>
<td>1.84</td>
<td>25.40</td>
<td>Vacuum</td>
</tr>
<tr>
<td>11</td>
<td>30.60</td>
<td>10.70</td>
<td>25.40</td>
<td>UVFS</td>
</tr>
<tr>
<td>12</td>
<td>80.90</td>
<td>10.25</td>
<td>25.40</td>
<td>Vacuum</td>
</tr>
<tr>
<td>13</td>
<td>−75.90</td>
<td>4.00</td>
<td>12.70</td>
<td>CaF2</td>
</tr>
<tr>
<td>14</td>
<td>−40.00</td>
<td>0.00</td>
<td>12.70</td>
<td>Vacuum</td>
</tr>
<tr>
<td>FOC</td>
<td>−</td>
<td>32.65</td>
<td>0.22</td>
<td>Vacuum</td>
</tr>
</tbody>
</table>

The lenses properties are used to avoid additional aberrations. Furthermore, it can be used to increase or decrease the magnification by changing the distance to the intermediate focus. This will, however, decrease the flux of the 235 nm and 441 nm fluorescence since these wavelengths are not any longer properly refocused onto the detectors. Since the M1 transition of Ar\textsuperscript{13+} cycles at 100 Hz, it is mandatory to decrease the magnification to \( M = 7.8 \), which corresponds to a distance of 11.6 mm to the focus. A window was designed to pass the refocused beam out of the vacuum chamber. The thickness of the UVFS substrate with 38 mm diameter is 9.5 mm. Stray-light due to reflections is reduced to 0.1% at 313 nm by coating all surfaces with a V-coating.

3.5 CRYOGENIC DESIGN

After finishing the optical design, a system needed to be designed to support the lenses and keep them in position. Due to the large difference between room temperature and the 4 K/40 K stages, a standard lens mount might destroy the lenses in the cool-down phase. In Table 5 the scalings of the typical materials used in this setup are shown. One can see, that the thermal compression integral of fused silica is nearly 0. Thus, mounted on an inflexible socket, the UVFS lenses would burst due to the radial pressure of the shrinking holder material. As a solution an aluminum ring shown in Figure 14 with 40 small arms was developed together with the MPIK construction and the workshop. A complete set of arms is able to fixate and center the lens in radial direction and a decent amount of force is needed to push the lens in and
Figure 12: Analysis of the PSF on- and off-axis for the lens stack with lenses 1–7. On axis the Strehl-ratio is simulated to be 0.13 which is far from the diffraction limit > 0.85. Off-axis the peak is not observable anymore due to occuring aberrations.

out. Due to the wall thickness of 0.35 mm, a single arm which is 1 mm broad can be bend even by applying a fraction of a Newton such that the total radial pressure on the lens stays constant in the cool-down process. For the

Table 5: Thermal shrinking of the materials used in this work from 300 K to a given temperature.

<table>
<thead>
<tr>
<th>Material</th>
<th>$\Delta L/L$ at 4 K (%)</th>
<th>$\Delta L/L$ at 77 K (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminium</td>
<td>0.415</td>
<td>0.393</td>
</tr>
<tr>
<td>Stainless steel</td>
<td>0.296</td>
<td>0.281</td>
</tr>
<tr>
<td>Copper</td>
<td>0.324</td>
<td>0.298</td>
</tr>
<tr>
<td>PTFE (Teflon™)</td>
<td>2.14</td>
<td>1.941</td>
</tr>
<tr>
<td>Fused Silica</td>
<td>-0.008</td>
<td>-0.002</td>
</tr>
<tr>
<td>Calcium Fluorite</td>
<td>–</td>
<td>0.284</td>
</tr>
</tbody>
</table>

2” lenses the axial positions are defined by separation rings placed between each lens. Since the manufacturing tolerances of the distance rings were larger than the scaling, it was decided to neglect a rescaling of the lengths. The separation rings are shown in orange in Figures [10,32]. Due to the curvature of the UVPS meniscus lens with surface numbers 13 and 14, a second mounting ring pushes it down to prevent a vertical displacement. The whole stack of rings for the 2” system is pushed down by three thrust pieces screwed in a ring which also supports the 1” meniscus lens with three arms as shown in Figure 15. The final ring as well as the supporting cage which centers all rings
and the mount on the resonator contain a 3 mm slit such that the radial compression pressure again is minimized. Since the cage is slit over a distance of 73 mm, two clamps are mounted to stabilize the stack. To evacuate the whole stack properly each ring is kitted with cuts and holes as shown in Figures [10-15]. Blackbody radiation not only heats up the trapped ions and causes systematics in high-precision spectroscopy, but also increases the thermal energy which is absorbed by the material within the 4 K-stage and needs to be dissipated through the cryogenic setup. In the worst case, the energy input increases so far, that the superconducting resonator can’t be operated without quenching. A quench would increase the electrical resistance, which nearly vanishes in the superconducting state and the stored power dissipates instantaneously as heat. To prevent this, a 2 mm wide pinhole shown in Figure 16 was placed in the intermediate focus on the 40 K-stage. On top of the focus the PTB asphere is located. Surrounding both systems, the lens stack as well as the last lens, two aluminum heat shields are mounted with holes just as wide as the calculated beam diameters. To thermalize the lens tower on top of the resonator, multiple copper braids air pinched against the aluminum cage and more important the mounting ring at the resonator.

### 3.6 Optomechanical Stress Tests

Before the lens stack was mounted on top of the resonator, cool down tests had been successfully carried out to prove that the system stays intact while
cooling down. If the Edmund asphere would have been damaged by the radial pressure of the shrinking surrounds, glass pieces could have fallen into the resonator and as a result the quality factor of the resonance would have been decreased. Therefore it was first thermalized on a copper plate which was then directly mounted on the cold-head of the cryogenic storage ring test-bench at MPIK. Due to the small volume a cool-down cycle from 300 K down to 4 K took about 1 d, which is a fraction of the usual cycle at CryPTEX II (≈ 7 d).

3.7 FIRST CHARACTERIZATIONS OF THE IMAGING SYSTEM

A critical part in this system was the alignment of the stack and confirmation of the resolution power which was also simulated within the OSLO environment. Since the inter-ionic distance in a two-ion crystal measures about 27.8 μm [39] pinholes with diameters from 20 μm to 5 μm were utilized as target. Due to the 13 μm pixel size of the Andor EMCCD, a standard web cam complementary metal-oxide-semiconductor (CMOS) chip with 3 μm pixel size was employed as detector. The targets were illuminated utilizing the 313 nm cooling laser. To avoid damages due to the high power, the intensity was reduced with a λ/2-plate and a Glan-Taylor polarizer. Since the lens stack needed to be completely illuminated, a concave 0.5” lens with $f = 30$ mm widened up the beam which was then collimated and refocused onto the pinhole by two 2” concave lenses with $f = 100$ mm and $f = 75$ mm, respectively. The pinhole was mounted on a x-y manipulator such that it could be moved and aligned with respect to the focus. In addition, the lens stack as well as the CMOS were mounted on a x-y-z manipulator.
Figure 15: Illustration of the final ring (dark grey) on top of the lens stack. The anodized ring is fixed by eight M3 screws to the aluminum cage and cut by a 3 mm slit. Three arms are setting and centering the 1” meniscus lens. The mounting rings of the other lenses are pushed down by three M4 thrust pieces which are screwed into the arms.

3.7.1 First images with the lens stack

The resolution power of the lens stack can be directly estimated within OSLO as shown in Figure 17. With the setup described in the last section pinholes with three different sizes (5 μm, 10 μm, 20 μm) have been observed. In Figure 18 the mean of 200 images of each pinhole is shown. One can observe that the 20 μm pinhole was not equally illuminated. This can be explained in many different ways. First of all are the lasers located in the lab a level below and directly shot through the ceiling onto the breadboards which led not only to a spot size of roughly 10 mm but also increased positioning instabilities. This lead to a continuous variation of the beam location. In addition the floor of the lab is rather unstable such that movements inside and outside the lab caused vibrations and a relative movement of the beam energy. Therefore, it was tempting to actively stabilize the beam with a point stabilization. However, due to the low beam energy this did not work properly since the detector of the beam stabilization could not collect enough photons. Hence, the signal intensity through the collimator was continuously varied such that a reproducible measurement of e.g. the depth of focus or a quantification of aberrations and the imaging quality was not possible.
Figure 16: Illustration of the intermediate focus. In the bottom picture, both meniscus lenses are shown. An aluminum shield which is mounted on the 4 K-shield. Additionally, an anodized aluminum hat with a 4 mm hole is mounted with three screws on top of the shield to reduce reflections of stray light. In blue, a 2 mm pinhole is mounted on a movable ring holder shown in red. Both pieces are made of anodized aluminum. The ring holder is fixed by three screws in axial direction on the 40 K heat shield. In addition to the diaphragm a stainless steel threaded bush (gray) is fixated on the ring. Thus, the holder for the bi-asphere colored in dark green can be screwed in and out by 2.5 mm in each direction.

3.7.2 Characterization of the magnification

Due to the flexible design of the setup it is possible to change the distance of the second asphere mounted on top of the 40 K stage by ∆z = ±2.5 mm. Therefore, one can adjust the back-focus length and the magnification of the system. The cooling laser was again used as light source. This time the power had been reduced with the Glen-Taylor and the λ/2-plate to a few micro-Watt to avoid damages of the target and the EMCCD. A UVFS diffuser had been mounted right infront of a negative NBS 1963A resolution-test target of the company Thorlabs. Since the diffuser spread the laser light not evenly, it was constantly rotated. Due to the properties of the target a minimum resolution of 18 cycles/mm could be tested. This is twice the separation of a two-ion beryllium crystal trapped, with axial frequency ωz/2π = 1.2 MHz calculated in Section 3.7.3, namely 56 μm. The target was placed in focus in front of the lens stack, which was mounted together with the bi-asphere on a x-y manipulator. Another linear stage provided the manipulation of the asphere in z-direction. After alignment, the position of the asphere was shifted along the optical axis.
Figure 17: Simulation of the modular transfer function in OSLO. While the performance of the lens stack is far from the diffraction limit, on axis points are still resolved far above 100 cycles/mm. At the edge of a crystal with 250 μm radius the tangential MTF falls below 0.2 at 40 cycles/mm, which corresponds to a resolution of $d = 25$ μm.

which resulted in a change of the magnification and a shift of the imaging plane.

### 3.7.3 Determination of the resolution

By utilizing the resolution test target the edge response of the objective can be estimated. In Figure 20 a simulated image of a grid with a side length of 100 μm is compared with a cutout of the test target with similar scaling. While the spacing inside the simulated grid is 25 μm, the lines of the projected eight are separated by 28 μm. Both images show a comparable behavior, however, a quantification of the resolution is only possible by analyzing the edges. Unfortunately OSLO did not provide distribution densities for the simulation, such that only the images which were taken by the EMCCD could be analyzed.

Since the maximum spatial frequency on the NBS 1963A target was only 18 cycles/mm, a resolution limit was achieved by extracting the intensity gradients of the horizontal lines. A simple edge detection algorithm determined the area containing the steepest slope. Here, the intensity signal $I$ was first convolved with a Gaussian kernel of length five containing a width of $\sigma = 1.0$ px

$$G = \begin{bmatrix} 0.169 & 0.215 & 0.232 & 0.215 & 0.169 \end{bmatrix}.$$

In addition a derivative kernel

$$D = \begin{bmatrix} 1 & 0 & -1 \end{bmatrix}$$

was deployed on the noise filtered signal resulting in $p_u = D \ast (G \ast I)$. The local maxima of $|p_u|$ represent now the steepest slope on each edge. In the $1/e$
neighborhood of each local maximum it was assumed that the slope in $I$ is nearly linear. Thus, in this area linear fits of type $f(x) = ax + b$ were employed on the signal $I$ as shown in Figure 21. A quantification of the resolution is then given by $d = \left( I_{90-10} / a \right) \cdot (\text{px}/M)$, with $I_{90-10}$ corresponding to the intensity difference of the linear region. The averaged resolution is $<d> = 7.09(1.16) \, \mu\text{m}$ over the whole cycle of horizontal lines.

### 3.8 Lens Alignment on the Superconducting Resonator

With the magnification-to-distance relation the objective could be mounted inside the vacuum chamber. Since no guiding wire probe was available at that moment it was decided to align the lens stack with respect to the electrodes and the grid of the niobium flange. By adding copper braids between the tower and the shields, a distance of 2 mm between the gold plated 4 K cover and the lens cover could have caused electrical shorts. To prevent this Kapton stripes are covering the shield from a direct contact with the braids. Since the diaphragm and the bi-asphere are self-centering, the whole mount on the 40 K stage carefully adjusted with the asphere screwed completely inside the winding to image the illumination of the pinhole. If the light cone is well centered, a fine adjustment was applied with the asphere’s focus further away from the diaphragm until the pinhole cut-off was radially symmetrical relative to the niobium flange. Lastly, the distance of the bi-spheric lens to the resonator was optimized to reach a magnification of $M \approx 12.7$. Due to thermal contraction of the copper shields and the resonator itself during cooldown from 300 K to 4 K and 40 K respectively, an offset of +0.16 mm for the position of the asphere was determined and had been considered.
Figure 19: (a) Characterization the magnification in dependence of the lens distance to the intermediate focus by moving the bi-aspheric lens along the optical axis. An inverse function $f(x) = a/(b-x)$ had been fitted on the data points. (b) Magnification in dependence of the distance from the bi-asphere to the EMCCD.
Figure 20: Comparison between a simulated and a real image with comparable scalings. (a) Ray tracing simulation of a grid with 100 μm side-length. (b) Cutout of a resolution target image at magnification $M = 10.47$. On the right plot the mean marginal intensity along the y-axis for the x-axis region $93.4 - 118.3 \mu m$ is shown. This corresponds to 20 px. On the bottom, the same was done for the x-axis from $89.7 - 151.9 \mu m$ which correspond to 20 px on the EMCCD.
Figure 21: Cutout of a resolution target image at magnification $M = 10.47$. On the right plot the mean marginal intensity along the y-axis for the x-axis region 186.8 – 199.2μm is shown. This corresponds to 10px. On the bottom, the same was done for the x-axis from 62.3 – 80.9μm, which correspond to 50px on the EMCCD. (b) Linear fits $f(x) = ax + b$ (red) on the averaged signal (blue) of the projected signal the horizontal lines. The resolution value determined from the slope and the 10-to-90% intensity is given by $d = (I_{90}-I_{10}) \cdot (px/M)$. Within this area a mean value of $<d>=7.09(1.16)\mu m$ was determined.
4 | UPGRADES

Throughout the last chapter it was shown that the system built and assembled in this work reaches the requirements listed in Section 3.4. However, upgrades may become necessary to be able to decrease integration times of the EMCCD and resolve ion dynamics within large crystals [32]. For example, the interionic distance in a linear chain of \( N = 50 \) beryllium ions is about 4.8 \( \mu \text{m} \) for an axial trap frequency of 1.2 MHz assuming the scaling introduced in Section 3.7.3. The improvements can be achieved by increasing the Strehl ratio and reducing the number of optical elements to increase the photon transmittance. Furthermore a reflective optical system could become usable for direct fluorescence detection of a highly charged ion or another singly charged ion species inside the trap if it features a transition with scattering rate in the range of 10 kHz. This could also enable sufficient pixel-binning to probe quantum logic schemes and detect motional states directly on the EMCCD or select single ions on a multi pixel PMT. In this chapter, three different optical systems which were simulated in OSLO are presented.

4.1 MODIFICATION OF THE FIRST ASPHERE

To maintain the ability of an efficient fluorescence collection for the whole wavelength range from 235 nm to 441 nm the lens stack needs to stay in place. With the first asphere a lens was placed into the system which was not designed for a working distance of 57 mm at a wavelength of 313 nm. In addition, these kind of aspheric lenses are usually optimized to focus a collimated beam to a fixed distance but not vice versa. Therefore, the curvature of the Edmund asphere has been modified in OSLO to decrease aberrations and increase the Strehl ratio for photons with 313 nm wavelength. The new coefficients are shown in Table 6. In Figure 33 the PSF for three points in the object plane (on-axis,125 \( \mu \text{m} \) off-axis, 250 \( \mu \text{m} \) off-axis) is shown. Compared to the currently used asphere, the Strehl-ratio is increased by a factor of 20 to \( I/I_0 = 0.378 \) for the final PSF with the 40 K.

<table>
<thead>
<tr>
<th>Surface</th>
<th>( \kappa )</th>
<th>( \alpha_4 )</th>
<th>( \alpha_6 )</th>
<th>( \alpha_8 )</th>
<th>( \alpha_{10} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-1.1080</td>
<td>-3.2215 ( \cdot 10^{-6} )</td>
<td>-6.1063 ( \cdot 10^{-10} )</td>
<td>-1.8183 ( \cdot 10^{-14} )</td>
<td>-2.00 ( \cdot 10^{-16} )</td>
</tr>
</tbody>
</table>

In addition, it was possible to decrease the peak-to-valley ratio of the wavefront by a factor of two, which indicates a tremendous reduction of the aberrations. In Figure 34 the simulated wavefront is shown. The lateral magnification increased slightly to \( M = 13.7 \), which indicates a small shift of the intermedi-
ate focus. Therefore, simulations show that the pinhole needs to be readjusted and moved 0.5 mm away from the tap center, to maintain an effective transmission of the other wavelengths. Additionally, only the spacer between the modified asphere and the convex lens needs to be changed. Thus it is probably the simplest upgrade for the current optical system and will allow to resolve sub 5 μm ion separations as shown in Figure 36.

4.2 Replacement of the lens stack with a bi-aspheric lens

Within the theory section 3.1 it was stated, that a single asphere is not only able to replace multiple lenses, but also reduce aberrations. In this section all lenses on the 4 K stage were replaced by a single bi-asphere which reduces most monochromatic aberrations and pushes the performance of the objective into the refraction limited regime. However the chromatic correction is lost, such that the 235 nm and 441 nm are not refocused on the slit between the two cryogenic shields. Thus, an effective photon collection at these wavelengths is no longer possible. The first surface of the collecting asphere is 65 mm away from the trap center and the lens diameter increased to 55 mm to keep the numerical aperture above 0.3 at NA = 0.325. An overview of the bi-aspheric lens parameters is given in Table 7. The lens was optimized to become near diffraction-limited over the full size of a 500 μm × 500 μm coulomb crystal. The Rayleigh limit of a NA = 0.325 lens at 313 nm is d = 0.59 μm. Therefore in the image plane the first minimum of the Airy function is only 13.5 μm away from the peak as shown in Figure 23 assuming the simulated magnification of M = 23.1. Hence it can’t be resolved due to the 13 μm pixel size of the EMCCD and is reduced to d_{EMCCD} = 2px/M = 1.13 μm. This is still sufficient, even for large crystals or trapping frequencies exceeding the 1.2 MHz. Since the PTB bi-asphere is still movable along the optical axis it is possible to increase the magnification at some point. However, that may cause an increase in aberrations, since the first asphere now optimized and even corrects the errors of the second lens at 40 K to increase the Strehl ratio even on the edges of the crystal. A single bi-asphere on top of the resonator would decrease misalign-

<table>
<thead>
<tr>
<th>Surface</th>
<th>κ</th>
<th>α₄</th>
<th>α₆</th>
<th>α₈</th>
<th>α₁₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-2.3119</td>
<td>-4.9387 × 10⁻⁷</td>
<td>2.729 × 10⁻¹⁰</td>
<td>-</td>
<td>-3.8076 × 10⁻¹⁶</td>
</tr>
<tr>
<td>2</td>
<td>-2.1143</td>
<td>-5.6097 × 10⁻⁷</td>
<td>3.1955 × 10⁻¹⁰</td>
<td>-</td>
<td>-3.9369 × 10⁻¹⁶</td>
</tr>
</tbody>
</table>
noise signals right in front of the PMT without losing photons of the 313 nm transition. Furthermore, the depth-of-field is conserved.

**Figure 22**: Drawing of the optical elements with a bi-asphere mounted at 4 K, replacing the lens stack. In Section 4.2 the design developed in OSLO is discussed. At a distance of 65 mm from the object plane to the first surface the lens is located. The intermediate focus and PTB bi-asphere are both still located at 157 mm and 176 mm distance from the object. The magnification has been increased to $M = 23.1$ at the image plane located 646 mm away from the object.

**Figure 23**: PSF simulation of a $NA = 0.325$ optical system with two bi-aspheres and magnification $M = 23.1$. The minimal Strehl ratio in the focus is $I/I_0 \approx 0.75$ at the center and the border of an object with 250 $\mu$m radius. On the right side the ensquared fractional energy is plotted. It is shown, that $\approx 90\%$ of the photons are focused onto a 3x3 pixel array.

### 4.3 Design of a Reflective Schwarzschild Objective

The disadvantage of refractive objectives presented in this work is the chromatic behavior. By replacing a lens system with an reflective mirror system
these kind of chromatic aberrations become obsolete. Thus, it is possible to resolve and observe multiple ion species on a single detector. Typical mirror designs are based on a Schwarzschild type objective which is of importance e.g. in EUV lithography [51,54,55].

By neglecting obscuration due to the secondary mirror a numerical aperture of \( NA = 0.35 \) can be achieved, if a primary mirror with diameter \( D = 60 \) mm is placed at a distance of \( b = 80 \) mm to the trap center. This results in an effective focal length of \( f = b/\left(\sqrt{5} + 2\right) = 18.9 \) mm. Therefore the secondary mirror would be separated by \( d = 2 \cdot f = 37.8 \) mm from the primary mirror and would be located inside the resonator. As a result, a system with such a numerical aperture comparable to the previous proposals is not realizable without compromising the quality factor of the trap. However, a feasible distance from the trap center to the primary mirror would be \( b = 120 \) mm which results in \( f = 28.32 \) mm and \( d = 56.65 \) mm. For a mirror diameter of \( D_1 = 70 \) mm and curvature \( R_1 = f \cdot \left(\sqrt{5} + 1\right) = 91.672 \) mm the minimum size of the secondary mirror is \( D_2 = D_1 / \left(\sqrt{5} + 2\right) = 16.52 \) mm with curvature \( R_2 = f \cdot \left(\sqrt{5} - 1\right) = 35.0 \) mm. These parameters result in a nearly perfectly collimated beam from the secondary mirror to the to a detector outside the vacuum chamber. By modifying the concave curvatures to \( R_1' = 91.23 \) mm and \( R_2' = 35.43 \) mm a nearly perfect imaging with magnification \( M = 22.5 \) of the object plane can be obtained onto a detector about 700 mm away from the trap center. The minimum Strehl number of this system is \( I/I_0 > 0.99 \) within a 0.5 mm field of view with a maximum wavefront peak-to-valley ratio of 0.1965 and 0.04 root mean squared as shown in Figures 28 and 29. Due to the sec-

---

**Figure 24:** Analysis of the wavefront aberrations for the lens system shown in Section 4.2. The peak-to-valley values as well as the RMS are reduced by an order of magnitude compared to the values in Figure 13. In the Zernike picture presented in Figure 8, a small 3rd order 0° astigmatism contributes mostly to the residual aberrations.
Figure 25: MTF simulation of a NA = 0.325 optical system with two bi-aspheres and magnification $M = 23.1$. The Abbe limit for this system is $d = 0.481 \, \mu m$ which corresponds to $M \cdot 90$ cycles/mm. With the design described in Section 4.2 the diffraction limit can be reached over the whole crystal size of 500 $\mu m \times 500 \, \mu m$ and current limitations are only given by the EMCCD detector.

Secondary mirror, parts of the fluorescence are absorbed which reduces the numerical aperture as well as the MTF such that the contrast is reduced and the object smears out. For a standard Schwarzschild objective the obscuration is usually in the range of 20%. Thus variable approaches were made to decrease the obscuration ratio for example by modifying the mirror shape and adding aspheric properties to them [56]. By adding a conic constant to both mirrors it was possible to reduce the diameter of the secondary mirror to 11 mm and the distance to the primary mirror to $d = 55 \, \text{mm}$, which reduces the obscuration by 40%. The alignment of the system is shown in Table 8 and plotted in Figure 27. Additionally, the conic constants are given with $k_1 = -7.0894 \cdot 10^{-2}$ and $k_2 = -3.9621 \cdot 10^{-1}$ for the primary and secondary mirror, respectively. Due to these settings the lateral magnification increased to $M = 27.46$. In Figure 30 the simulated MTF is shown. Here, the secondary mirror did not absorb any photons, such that the whole PSF is shown and also the MTF is not deformed. It needs to be considered, that Schwarzschild type optics are sensitive to misalignment. Therefore, the optomechanics are critical for this system, while the substrates and spacers should be ideally made of fused silica due to the extremely low expansion coefficient. In particular a manipulation of the distance to the trap center becomes more critical due to the reduced focus length resulting in a smaller field of depth.
Figure 26: Raytracing simulations of the lens system described in Section 4.2 with a grid as object. In the left figure the grid has a side length of 50 μm and in the right 20 μm. It is shown, that a 5 μm line separation is clearly resolvable.

Table 8: Alignment of Schwarzschild objective optimized by OSLO. Surface 1 and 3 are the mirror surfaces while surface 5 is the viewport.

<table>
<thead>
<tr>
<th>SRF</th>
<th>Radius</th>
<th>Thickness</th>
<th>Aperture radius</th>
<th>Material</th>
</tr>
</thead>
<tbody>
<tr>
<td>Obj</td>
<td>–</td>
<td>120.00</td>
<td>0.25</td>
<td>Vacuum</td>
</tr>
<tr>
<td>1</td>
<td>–83.00</td>
<td>–</td>
<td>35.00</td>
<td>refl. hatch</td>
</tr>
<tr>
<td>2</td>
<td>–</td>
<td>–55.00</td>
<td>35.00</td>
<td>Vacuum</td>
</tr>
<tr>
<td>3</td>
<td>–17.2103</td>
<td>–</td>
<td>5.5</td>
<td>refl. hatch</td>
</tr>
<tr>
<td>4</td>
<td>–</td>
<td>175.00</td>
<td>25.40</td>
<td>Vacuum</td>
</tr>
<tr>
<td>5</td>
<td>–</td>
<td>9.5</td>
<td>17.5</td>
<td>Silica</td>
</tr>
<tr>
<td>IMS</td>
<td>∞</td>
<td>255.00</td>
<td>25.40</td>
<td>CCD</td>
</tr>
</tbody>
</table>

Figure 27: Drawing of the Schwarzschild mirror system, which was designed in this work and is presented in Section 4.3. At a distance of 120 mm from the object plane, the primary, collecting mirror is mounted. Separated by 55 mm to the primary mirror, one finds the secondary mirror with 11 mm diameter. The magnification has been increased by a factor of more than two, to $M = 27.46$, compared to the lens system in Chapter 3. Furthermore a reflective optical system has no chromatic aberrations which allows for a simultaneous fluorescence detection of multiple ion species.
**Figure 28:** PSF simulation of a NA = 0.26 optical system with Schwarzschild mirrors and magnification $M = 27.46$ as described in Section 4.3. The minimal Strehl ratio in the focus is $I/I_0 \approx 0.83$ at the center and the border of an object with 250 μm radius. On the right side the ensquared fractional energy is plotted. It is shown, that $\approx 90\%$ of the energy is focused onto a 3x3 pixel array for all three wavelengths. In this simulation the absorption of the secondary mirror is not included. However, only the central part of the wavefront is cut out, such that the Strehl ratio should not change dramatically.

**Figure 29:** Analysis of the wavefront aberrations for the Schwarzschild mirror system shown in Section 4.3. Compared to the currently installed setup the peak-to-valley values as well as the RMS had been reduced down to 0.2 and 0.06, respectively.
Figure 30: MTF simulation of a NA = 0.26 Schwarzschild-like optics and magnification $M = 27.46$. At a wavelength of 313 nm the Abbe limit for this system is $d = 0.6 \mu m$ which corresponds to $M \cdot 60.5$ cycles/mm. With the design described in Section 4.3 the diffraction limit can be reached over the whole crystal size of $500 \mu m \times 500 \mu m$ for all wavelengths and current limitations are only given by the EMCCD detector which can resolve $d_{EMCCD} = 0.947 \mu m$.

Figure 31: Raytracing simulations of the mirror system described in Section 4.3 with a grid as object. In the left figure, the grid has a side length of 20 $\mu m$ and on the right 5 $\mu m$. Green dots are for 313 nm, blue for 441 nm and red for 235 nm wavelength.
CONCLUSION AND OUTLOOK

Within this work, an optical system with \( NA = 0.365 \) consisting of seven commercially available lenses and one special fabricated bi-asphere was developed to image laser-cooled Beryllium ions confined in a quasi-monolithic, superconducting Paul trap resonator at a transition wavelength of 313 nm. Due to the characteristics of the trap, the objective has a working distance of 57 mm and is located inside the vacuum chamber, right on top of the resonator at 4 K. Thus, special lens holders and spacers were designed to be able to keep the lenses intact during cool-down. In addition, the optical setup includes an intermediate focus which allows reducing the exposure of blackbody radiation on the trap and the ions, since a 2 mm pinhole could be installed on the 40 K stage. To keep the ability to detect fluorescence of the resonant two-photon enhanced ionization process and the M1 transition of \( \text{Ar}^{13+} \) different glass materials were employed in the optical design. This reduced the dispersion of the effective focal length to 2.6 mm and transmit photons in a range from 235 nm to 441 nm through the diaphragm. Different in-air characterizations at room temperature were performed utilizing the 313 nm laser different pinholes with sizes of 5 \( \mu \)m, 10 \( \mu \)m and 20 \( \mu \)m had been illuminated and imaged through the lens stack. Unfortunately, it was not possible to carry out further characterizations of the field of depth or quantifying the imaging quality since the optical setup in front of the lens stack was too sensitive and too unstable due to the floor and the long baseline of the laser. Therefore, the 40 K bi-asphere was installed to try further characterizations on the magnification.

First characterization measurements with a resolution target in air and at room temperature using the 313 nm laser resulted in an averaged resolution of \( < d >= 7.09(1.16) \mu \)m at a magnification of \( M = 10.47 \). While the maximum imaging resolution \( d \) of a self illuminating object with wavelength \( \lambda = 313 \) nm viewed through a spherical objective with numerical aperture \( NA = 0.365 \), which is given by the Rayleigh-Limit \( d = 1.22\lambda/2NA = 0.52 \mu \)m could not be reached with this system due to a high loss of modulation in the frequency response, residual aberrations caused by the lens system and the need for a intermediate focus to reduce the influence of blackbody radiation on the ions and the cryogenic setup, it is still capable to resolve a two ion crystals with an inter-ionic distance of 27.6 \( \mu \)m which is typical for an axial trapping frequency at \( \omega_z/2\pi = 1.2 \) MHz. Furthermore, the magnification dependence on the distance to the intermediate focus was measured, which is an important characteristic of the optical system since it is necessary to adjust the vertical position of the bi-asphere when the chamber is warm and vented.

On the optomechanical side, the lens fixtures by now have been tested multiple times during the cool-down and warm-up cycles of the commissioning
phase of the resonator. However, to improve the setup it needs to be considered to reduce the number of degrees of freedom in the relative alignment of the 40 K bi-asphere and the lens stack. In particular, the movement in radial directions needs to be restricted to provide a reliable reproducibility of the optical imaging system. A missalignment of the lenses after maintenance could cost weeks due to the cool-down/ warm-up cycle time of about two to three weeks. Furthermore, the magnification should be ideally being able to be modified while the ion trap is pumped and cooled down to become more flexible since the fluorescence of the M1 transition is collected more efficiently at magnifications from 7.8× to 10×.

To improve the optical properties of the system without completely removing it an optimized asphere that replaces the first 4 K lens was developed. This raises the on-axis Strehl ratio to $I/I_0 = 0.378$ and might increase the resolution below $d = 5 \, \mu m$, which is the inter-ionic distance of the beryllium ions in a large chain of 50 ions at an axial trapping frequency of 1.2 MHz. This study maintains the ability to efficiently collect photons of all previously mentioned wavelengths.

Instead of the lens stack on top of the resonator, a single bi-aspheric lens with $NA = 0.325$ could serve to reach a near-diffraction-limited system with magnification $M = 23.1$ and a minimum Strehl ratio $I/I_0 = 0.75$ over the whole $500 \, \mu m \times 500 \, \mu m$ crystal. With this design, it would be possible to resolve two objects separated by $d = 0.59 \, \mu m$, which would allow for shorter integration times of the EMCCD. Furthermore, due to reduced aberrations, it could reduce the stray-light on flux-sensitive PMT measurements for example in future quantum-logic-scheme based Raman experiments. The downside of this solution is the loss of the other wavelengths since they are not any more focused properly on the intermediate focus. Therefore, direct fluorescence spectroscopy around 441 nm of the HCI is no longer possible.

Finally, a reflective Schwarzschild-type objective with $NA = 0.26$ and Strehl ratio of at least 0.83 in the predefined field-of-view was presented. By removing all refractive elements except for the viewport substrate, chromatic aberrations are canceled and mixed Coulomb crystals consisting of different ion species could be simultaneously detected on a EMCCD. To reduce obscuration by 40%, the secondary mirror diameter was optimized and both mirrors became slightly conic. With such a system the diaphragm needs to be removed to avoid additional refractive elements which cause an increase in the room-temperature blackbody radiation input on the 4 K stage. It was shown in [27] that a tube system can decrease the input of thermal radiation. Therefore this might be considered if such a system could reach the development phase. In addition to the blackbody radiation input, an optomechanical design needs to be developed to challenge the sensitivity to a relative mirror misalignment and the expansion/shrinking due to the temperature of the gradient.

While each of the systems has its up- and downsides it should be considered to maximize the flux on a single pixel to be able to increase contrast and decrease the needed minimal integration times. This can enable the possibility
to temporally resolve dynamics inside the trap environment by locking the EMCCD to the trapping frequencies as already shown in Penning traps [57]. Besides, a mirror system could be used to directly image the HCI fluorescence on the detector if it can be accessed in the optical or UV and provides the cycling frequency high enough.

Currently, the CryPTEx II setup is in the commissioning phase and no ions could be loaded and imaged in the trap due to difficulties with the laser system. If this is resolved, the next steps regarding the imaging system are an estimation of the magnification value for the current configuration with higher accuracy as already shown in [27,58]. Furthermore, a single ion could be loaded and shifted through the trap to estimate the PSF and aberrations of the optics as well as the field of depth.
ACKNOWLEDGMENTS

I thank the people, who supported me and pushed me in the right directions to keep me on the track.

Without the outstanding performance of the workshop and the construction, the opto-mechanics would not have been manufactured and assembled in such a short time. Throughout the manufacturing process remaining adjustments were embedded quasi in situ without problems. I’m grateful that we were allowed to test the opto-mechanics at the CSR test-bench. The optical system was designed and optimized with the software OSLO provided by Tanja Mehlstäubler from the PTB. Due to a well established cooperation the bi-aspheic lens was kindly provided by Piet O. Schmidt and his group at the PTB.
Figure 32: Illustration of the 2" meniscus mount. On top a ventilated ring pushes the lens uniformly into the radial clamps shown in green. On the bottom it is placed on a distance ring, separating the meniscus from the backside of a concave lens.
Figure 33: PSF simulation of a optical system with an optimized asphere as collecting lens which is presented in Section 4.1. The maximum Strehl ratio in the focus is $l/l_{\text{max}} \approx 0.375$ at the center. For the outer regions of the target the performance of the system decreases significantly. On the right side the ensquared fractional energy is plotted. It is shown, that $\approx 65\%$ of the energy is focused onto a 3x3 pixel array.

Figure 34: Analysis of the wavefront aberrations for the lens system shown in Section 4.1. Peak-to-valley and root-mean-squared values and were decreased by a factor of at least two compared to the currently mounted system.
Figure 35: MTF simulation of a $NA = 0.365$ optical system with a modified asphere as collecting lens and magnification $M = 13.7$ as described in Section 4.1.

Figure 36: Raytracing simulations of the lens system described in Section 4.1 with a grid as object. On the left figure the grid has a side length of 50 $\mu$m and on the right 20 $\mu$m. It is shown, that a 5 $\mu$m line separation is clearly resolvable.
In this chapter, the drawings of the optomechanical design are attached. These were created by the construction workshop at the MPIK and based on the author’s draft including the given requirements, ideas and conceptions.
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Figure 14  Illustration of a ring holder for a 2” lens. The ring is partially segmented into 40 flexible arms with 1 mm separation. The inner diameter measures 50.5 mm and is therefore undersized to clamp and center the lenses. The wall thickness of the arms is 0.35 mm. Each ring is anodized to reduce stray light reflections.
Figure 15  Illustration of the final ring (dark grey) on top of the lens stack. The anodized ring is fixed by eight M3 screws to the aluminum cage and cut by a 3 mm slit. Three arms are setting and centering the 1” meniscus lens. The mounting rings of the other lenses are pushed down by three M4 thrust pieces which are screwed into the arms. 44

Figure 16  Illustration of the intermediate focus. In the bottom picture, both meniscus lenses are shown. An aluminum shield which is mounted on the 4 K-shield. Additionally, an anodized aluminum hat with a 4 mm hole is mounted with three screws on top of the shield to reduce reflections of stray light. In blue, a 2 mm pinhole is mounted on a movable ring holder shown in red. Both pieces are made of anodized aluminum. The ring holder is fixed by three screws in axial direction on the 40 K heat shield. In addition to the diaphragm a stainless steel threaded bush (gray) is fixated on the ring. Thus, the holder for the bi-asphere colored in dark green can be screwed in and out by 2.5 mm in each direction. 45

Figure 17  Simulation of the modular transfer function in OSLO. While the performance of the lens stack is far from the diffraction limit, on axis points are still resolved far above 100 cycles/mm. At the edge of a crystal with 250 μm radius the tangential MTF falls below 0.2 at 40 cycles/mm, which corresponds to a resolution of $d = 25 \mu m$. 46

Figure 18  Images of a 5, 10, 20μm pinhole, taken by a CMOS with 3 μm pixel size in the intermediate focus behind the lens stack. While images (a) and (b) show the expected results and yield the pinhole sizes, (c) is distorted and asymmetrically projected on the CMOS. This is a result of the unstable ground which deforms already by moving through the laboratory. 47

Figure 19  (a) Characterization the magnification in dependence of the lens distance to the intermediate focus by moving the bi-aspheric lens along the optical axis. An inverse function $f(x) = a/(b - x)$ had been fitted on the data points. (b) Magnification in dependence of the distance from the bi-asphere to the EMCCD. 48

Figure 20  Comparison between a simulated and a real image with comparable scalings. (a) Ray tracing simulation of a grid with 100 μm side-length. (b) Cutout of a resolution target image at magnification $M = 10.47$. On the right plot the mean marginal intensity along the y-axis for the x-axis region 93.4 –118.3 μm is shown. This corresponds to 20 px. On the bottom, the same was done for the x-axis from 89.7 –151.9 μm which correspond to 20 px on the EMCCD. 49
Figure 21  Cutout of a resolution target image at magnification $M = 10.47$. On the right plot the mean marginal intensity along the y-axis for the x-axis region $186.8 - 199.2 \mu m$ is shown. This corresponds to $10px$. On the bottom, the same was done for the x-axis from $62.3 - 80.9 \mu m$, which correspond to $50px$ on the EMCCD. (b) Linear fits $f(x) = ax + b$ (red) on the averaged signal (blue) of the projected signal the horizontal lines. The resolution value determined from the slope and the 10-to-90% intensity is given by $d = (I_{90-10} / a) \cdot (px/M)$. Within this area a mean value of $< d >= 7.09(1.16)\mu m$ was determined.  50

Figure 22  Drawing of the optical elements with a bi-asphere mounted at 4 K, replacing the lens stack. In Section 4.2 the design developed in OSLO is discussed. At a distance of 65 mm from the object plane to the first surface the lens is located. The intermediate focus and PTB bi-asphere are both still located at 157 mm and 176 mm distance from the object. The magnification has been increased to $M = 23.1$ at the image plane located 646 mm away from the object.  53

Figure 23  PSF simulation of a $NA = 0.325$ optical system with two bi-aspheres and magnification $M = 23.1$. The minimal Strehl ratio in the focus is $I/I_0 \approx 0.75$ at the center and the border of an object with $250 \mu m$ radius. On the right side the ensquared fractional energy is plotted. It is shown, that $\approx 90\%$ of the photons are focused onto a $3x3$ pixel array.  53

Figure 24  Analysis of the wavefront aberrations for the lens system shown in Section 4.2. The peak-to-valley values as well as the RMS are reduced by an order of magnitude compared to the values in Figure 13. In the Zernike picture presented in Figure 8, a small 3rd order 0° astigmatism contributes mostly to the residual aberrations.  54

Figure 25  MTF simulation of a $NA = 0.325$ optical system with two bi-aspheres and magnification $M = 23.1$. The Abbe limit for this system is $d = 0.481 \mu m$ which corresponds to $M \cdot 90$ cycles/mm. With the design described in Section 4.2 the diffraction limit can be reached over the whole crystal size of $500 \mu m \times 500 \mu m$ and current limitations are only given by the EMCCD detector.  55

Figure 26  Raytracing simulations of the lens system described in Section 4.2 with a grid as object. In the left figure the grid has a side length of $50 \mu m$ and in the right $20 \mu m$. It is shown, that a $5 \mu m$ line separation is clearly resolvable.  56
Figure 27  Drawing of the Schwarzschild mirror system, which was designed in this work and is presented in Section 4.3. At a distance of 120 mm from the object plane, the primary, collecting mirror is mounted. Separated by 55 mm to the primary mirror, one finds the secondary mirror with 11 mm diameter. The magnification has been increased by a factor of more than two, to $M = 27.46$, compared to the lens system in Chapter 3. Furthermore a reflective optical system has no chromatic aberrations which allows for a simultaneous fluorescence detection of multiple ion species. 56

Figure 28  PSF simulation of a $\mathrm{NA} = 0.26$ optical system with Schwarzschild mirrors and magnification $M = 27.46$ as described in Section 4.3. The minimal Strehl ratio in the focus is $I/I_0 \approx 0.83$ at the center and the border of an object with 250 $\mu$m radius. On the right side the ensquared fractional energy is plotted. It is shown, that $\approx 90\%$ of the energy is focused onto a 3x3 pixel array for all three wavelengths. In this simulation the absorption of the secondary mirror is not included. However, only the central part of the wavefront is cut out, such that the Strehl ratio should not change dramatically. 57

Figure 29  Analysis of the wavefront aberrations for the Schwarzschild mirror system shown in Section 4.3. Compared to the currently installed setup the peak-to-valley values as well as the RMS had been reduced down to 0.2 and 0.06, respectively. 57

Figure 30  MTF simulation of a $\mathrm{NA} = 0.26$ Schwarzschild-like optics and magnification $M = 27.46$. At a wavelength of 313 nm the Abbe limit for this system is $d = 0.6 \mu m$ which corresponds to $M \cdot 60.5$ cycles/mm. With the design described in Section 4.3 the diffraction limit can be reached over the whole crystal size of 500 $\mu m \times 500 \mu m$ for all wavelengths and current limitations are only given by the EMCCD detector which can resolve $d_{\mathrm{EMCCD}} = 0.947 \mu m$. 58

Figure 31  Raytracing simulations of the mirror system described in Section 4.3 with a grid as object. In the left figure, the grid has a side length of 20 $\mu m$ and on the right 5 $\mu m$. Green dots are for 313 nm, blue for 441 nm and red for 235 nm wavelength. 58

Figure 32  Illustration of the 2” meniscus mount. On top a ventilated ring pushes the lens uniformly into the radial clamps shown in green. On the bottom it is placed on a distance ring, separating the meniscus from the backside of a concave lens. 63
Figure 33  PSF simulation of a optical system with an optimized asphere as collecting lens which is presented in Section 4.1. The maximum Strehl ratio in the focus is \( I/I_{\text{max}} \approx 0.375 \) at the center. For the outer regions of the target the performance of the system decreases significantly. On the right side the ensquared fractional energy is plotted. It is shown, that \( \approx 65\% \) of the energy is focused onto a 3x3 pixel array. 64

Figure 34  Analysis of the wavefront aberrations for the lens system shown in Section 4.1. Peak-to-valley and root-mean-squared values and were decreased by a factor of at least two compared to the currently mounted system. 64

Figure 35  MTF simulation of a \( NA = 0.365 \) optical system with a modified asphere as collecting lens and magnification \( M = 13.7 \) as described in Section 4.1. 65

Figure 36  Raytracing simulations of the lens system described in Section 4.1 with a grid as object. On the left figure the grid has a side length of 50 \( \mu \text{m} \) and on the right 20 \( \mu \text{m} \). It is shown, that a 5 \( \mu \text{m} \) line separation is clearly resolvable. 65
# List of Tables

<table>
<thead>
<tr>
<th>Table</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>Table 1</td>
<td>Scaling laws for atomic properties of hydrogen-like ions [12]</td>
<td>13</td>
</tr>
<tr>
<td>Table 2</td>
<td>Surface shapes of an asphere depending on the conic constant ( \kappa ).</td>
<td>33</td>
</tr>
<tr>
<td>Table 3</td>
<td>Description of the used lenses starting with an asphere fabricated by the company Edmund Optics as first element next to the trap center. The first seven lenses are stacked in a tower on top of the niobium resonator at 4 K. Lens 8 is located behind the intermediate focus at the 40 K stage and refocuses the fluorescence to the EMCCD and the PMT outside the vacuum.</td>
<td>39</td>
</tr>
<tr>
<td>Table 4</td>
<td>Alignment of the lens stack optimized by OSLO with number of Surface, radius of the curvature, thickness, aperture radius in millimeter and the materials.</td>
<td>40</td>
</tr>
<tr>
<td>Table 5</td>
<td>Thermal shrinking of the materials used in this work from 300 K to a given temperature.</td>
<td>41</td>
</tr>
<tr>
<td>Table 6</td>
<td>Coefficients for the modified asphere which has a radius ( r = 25 ) mm and an numerical aperture of ( NA = 0.4 ). The distance to the trap center is 65 mm.</td>
<td>51</td>
</tr>
<tr>
<td>Table 7</td>
<td>First refocussing bi-asphere which has a radius ( r = 27.5 ) mm and an numerical aperture of ( NA = 0.325 ). The distance to the trap center is 65 mm.</td>
<td>52</td>
</tr>
<tr>
<td>Table 8</td>
<td>Alignment of Schwarzschild objective optimized by OSLO. Surface 1 and 3 are the mirror surfaces while surface 5 is the viewport.</td>
<td>56</td>
</tr>
</tbody>
</table>
ERKLÄRUNG

Ich versichere, dass ich diese Arbeit selbstständig verfasst und keine anderen als die angegebenen Quellen und Hilfsmittel benutzt habe.

Heidelberg, den 15.10.2019,