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The phenomenon of gesture–speech synchrony involves tight coupling of prosodic contrasts in gesture
movement (e.g., peak velocity) and speech (e.g., peaks in fundamental frequency; F0). Gesture–speech
synchrony has been understood as completely governed by sophisticated neural-cognitive mechanisms.
However, gesture–speech synchrony may have its original basis in the resonating forces that travel through the
body. In the current preregistered study, movements with high physical impact affected phonation in line with
gesture–speech synchrony as observed in natural contexts. Rhythmic beating of the arms entrained phonation
acoustics (F0 and the amplitude envelope). Such effects were absent for a condition with low-impetus
movements (wrist movements) and a condition without movement. Further, movement–phonation synchrony
was more pronounced when participants were standing as opposed to sitting, indicating a mediating role for
postural stability. We conclude that gesture–speech synchrony has a biomechanical basis, which will have
implications for our cognitive, ontogenetic, and phylogenetic understanding of multimodal language.

Keywords: gesture–speech synchrony, upper limb movement, phonation acoustics, motion tracking,
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Hand gesture and speech acoustics tightly synchronize their
activity (see for an example https://osf.io/29h8z/; Krivokapić,
Tiede, & Tyrone, 2017; Leonard & Cummins, 2011; Shattuck-
Hufnagel & Ren, 2018; for an overview see Wagner, Malisz, &
Kopp, 2014). Specifically, speech prosodic contrasts, which are

communicatively meaningful fluctuations in speech acoustics,
structurally align with energetic contrasts in gesture. For example
prosody as captured by peaks in the fundamental frequency of
speech (F0; perceived as the “pitch” of speech) are often found to
align with peak velocity or the point of maximum effort (Danner,
Barbosa, & Goldstein, 2018; Esteve-Gibert & Prieto, 2013; Leon-
ard & Cummins, 2011; Loehr, 2004; McClave, 1998; Pouw &
Dixon, 2019).

The synchronized modulations of meaningful fluctuations in acous-
tics or kinematics of speech or gesture have further been found to be
bidirectionally coupled (e.g., Parrell, Goldstein, Lee, & Byrd, 2014;
see also Kelso, Tuller, & Harris, 1983; Zelic, Kim, & Davis, 2015).
For example, Parrell and colleagues (2014) found that during a
repetitive speaking-and-finger-tapping synchrony task, when a sylla-
ble or a tapping movement is given emphatic stress by lengthening the
syllable duration or modulating finger-movement magnitude, such
modulation of movement/tonal activity will spill over to the other
modality in compulsory fashion (e.g., when stressing a syllable it will
affect movement amplitude of the tapping movement).

Krahmer and Swerts (2007; Experiment 1) assessed whether
hand gestures, head nods, or eyebrow raises have compulsory
effects on concomitant speech acoustics. Movements were pro-
duced during either a part of the sentence that was also intended to
be produced with a pitch accent (marker of prosodic stress), or
during a different part of the sentence where there was no pitch
accent intended. It was found that any type of gestural movement
invoked two markers of pitch-accented speech, namely increased
duration of phonation and a lower frequency for the second for-
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mant (lower F2). These effects were found regardless of whether
a pitch accent was actually intended, and the effects were similar
to when a pitch accent was intended but was not accompanied by
movement. These effects arose regardless of movement type,
which suggests that making any burst-like body movement during
speech affects speech acoustics.

Despite the pervasive phenomenon of gesture–speech coupling,
a unifying theory of why these systems bind together is lacking.
Extant explanations are varied (Wagner et al., 2014), and include
hypotheses about communicative functions (e.g., Krauss, Chen, &
Gottesman, 2000), and cognitive functions (Pouw & Dixon, 2019;
Rusiewicz & Esteve-Gibert, 2018). Additionally, it has been sug-
gested that the hand and mouth are naturally solicited to interact
when bringing food to the mouth, readying opportunities for mod-
ulation of hand–mouth synchrony during social interactions (Iver-
son & Thelen, 1999; see also Esteve-Gibert & Guellaï, 2018).

However, all previous literature on this matter has assumed that
gesture–speech synchrony must emerge from the acquisition of
neural-cognitive faculties, and is completely constrained by said
faculties (de Ruiter, 2000; Wagner et al., 2014). As McClave
(1998, p. 96) summarized: “[coordinating] pitch and manual ges-
ture movements is an option available to speakers, but it is not
biologically mandated.” In the current study, we show that there is
fundamentally a biophysical basis for gesture–speech synchrony.

Gesture–Speech Synchrony and Its Medium

The fundamental frequency (F0) of speech is determined by the
alveolar/subglottal (lung) air pressure and larynx muscle tonus
(Lieberman, 1996). Increasing the alveolar pressure will produce
more acoustic energy in the form of amplitude and will produce an
increased fundamental frequency (i.e., perceived as a higher pitch).
Expiratory flow is a key modulator of acoustic energy for speech.
This energy for expiration is primarily delivered by the elastic
recoil in the lungs.

Of further importance is that the body allows—and is dependent in
its functioning on—forces that resonate through its myofascial-
skeletal network (Turvey & Fonseca, 2014). Given the sensitive role
of expiration-related muscles and alveolar pressure in speech, it is
possible therefore that gesture movements could affect expiration-
related muscles, and therefore could affect prosodic metrics of speech
directly (e.g., contrasts in F0; changes in amplitude).

First, when hand gestures are performed various muscles are
recruited in an anticipatory fashion, with muscle activations oc-
curring between 100 ms before and 50 ms after onset of the limb
movements so as to maintain the stability of body posture (e.g.,
Aruin & Latash, 1995; Bouisset & Do, 2008). In the case of arm
movement, these “anticipatory postural adjustments” mobilize an
interconnected set of muscles including those around the trunk
(Hodges & Richardson, 1997). One of the key anticipatory pos-
tural adjustment muscles recruited for arm movements is the
Rectus Abdominus (RA; i.e., “the abs”; Aruin & Latash, 1995).
The trunk muscles that are recruited for anticipated postural ad-
justments (including the Rector Abdominus) are directly involved
in the active phase of expiration (Hodges, Gandevia, & Richard-
son, 1997), which is the phase during which we produce speech.
Anticipatory postural adjustments produce balancing reactive
forces that are counteractive to the forces produced by the kinetic
perturbations of moving the arms. Moving the arms faster produces

more destabilizing forces and will need to be met with an equally
more forceful anticipatory postural adjustment. It is finally important
to note that contrary to common wisdom, the forces produced by limb
movements themselves (as well as anticipatory postural adjustments)
are not localized to the limb (Silva, Moreno, Mancini, Fonseca, &
Turvey, 2007; for an overview see Turvey & Fonseca, 2014). Any
type of muscle contraction will produce forces that travel throughout
the body, and such traveling forces are essential in the effective
coordination of movement that involves a synergy of components
(i.e., any intentional action; Bernstein, 1966).

Now that we have established a potential route through which
gestures can affect speech directly, we must wonder whether
gestures really produce nontrivial forces, and whether such forces
are a viable source of physical coupling. That gesture-related
forces are nontrivial is indicated by the experiences of Ian Water-
man, a person suffering from almost complete proprioceptive loss,
who reported a need to suppress his gestures in initial stages of his
disease because he was afraid of falling from the destabilizing
effects of these articulations (Gallagher, 2005; McNeill, 2008).
Furthermore, the forces that gestures produce and their coupling
with speech prosody already seem to be entailed by the classic
gesture categories that are used in gesture studies (McNeill, 2008).
Namely, a common type of gesture that is identified as having the
sole function of synchronizing with prosodic contrasts in speech
are called beat or baton gestures (McNeill, 2008; Kendon, 2004).
Such beat gestures are characterized by burst-like vertical arm
movements that “beat” with the rhythm of speech (Leonard &
Cummins, 2011). Importantly, beat gestures seem to possess
greater physical momentum as compared to other types of gestures
as they produce sudden halts (beats), and therefore possess greater
potential for momentum transfers to the body. Thus, beat gestures
might synchronize with speech the way they do, because they are
recruited in order to produce a physical impulse on the body. Beats
are classically distinguished from other gestures such as iconic or
metaphoric gestures (McNeill, 2008). Compared to beat gestures,
iconic and metaphoric gestures have more complex and often more
fluid movement trajectories as they need to iconically present mean-
ing. Importantly, however, although such gestures are often more
variably aligned with speech acoustics, it is still often the case that
iconic gestures might still have moments of emphasis wherein the
perceived moment of maximum effort closely coincides with prosodic
peaks in speech (Prieto, Cravotta, Kushch, Rohrer, & Vilà-Giménez,
2018; Wagner et al., 2014). The current study is about the beat-like
aspects of gesture, which are necessarily present in beat gestures, but
are also often present in other types of gestures such as iconic gestures
(see, e.g., https://osf.io/29h8z/).

Current Study

With the current preregistered study (see https://osf.io/5aydk/),
we aim to replicate and extend earlier exploratory findings (Pouw,
Harrison, & Dixon, 2018), which indicated that upper limb move-
ments with high physical impetus (one-arm beat and two-arm beat)
were synchronized with peaks in F0 and the amplitude envelope
during a phonation task.1 Here we investigate the role of physical

1 The reader can listen to audio examples of the trials together with a
visual presentation of the amplitude envelope, F0, and vertical hand move-
ment (Z movement) for the exploratory data here: https://osf.io/acmdg/.
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impetus on phonation with a larger sample (10 participants; 240
trials) and assess the possible modulatory role of postural stability.
Participants phonated the vowel [ə] (as in cinema) at a steady pitch
during several trials of a passive condition, wrist beat condition,
one-arm beat condition, and two-arm beat condition. Participants
performed these movements while sitting in a chair (sitting condition)
or while standing upright (standing condition). We added this condi-
tion as it has been shown that anticipatory postural adjustments that
arise when moving the upper limbs while standing are dramatically
diminished when the body is in a more stable seated posture (Cordo
& Nashner, 1982). If anticipatory postural adjustments are modulating
effects of gestures with high physical impetus on phonation, then
upper-limb-motion effects on phonation would be absent or dimin-
ished in the sitting condition relative to upper limb movement effects
on phonation in the standing condition.

Method

Design

The current experiment consists of a two-factor within-subject
design, with one within-subject factor (movement condition) of
four levels (passive vs. wrist beat vs. one-arm beat vs. two-arm
beat), and another within-subject factor (posture condition) with
two levels (sitting vs. standing). Ten undergraduate students from
the University of Connecticut (5 females and 5 males; 8 right-
handed; Mage � 19.2, SDage � 1.25) were asked to produce a
steady voiced output of the vowel a: (as in cinema, [ə]). The
current sample size was considered appropriate as we obtained
clear effects on an individual level in our exploratory study.
Participants were asked to stop phonating as soon as they felt that
they ran out of air and could not maintain their preferred level of
pitch. For each participant we planned to perform three blocks of
eight trials (total � 240 trials � 10 participants � 3 Blocks � 4
Movement Condition � 2 Posture Condition). A total of 239 trials
were actually performed.2

The current study was approved by the IRB review board of the
University of Connecticut (IRB approval #H18-176).

Procedure

Each trial consisted of the participant taking a full breath and
phonating until participants felt they could not maintain their level
of pitch. Participants were explicitly instructed to keep phonating
at a steady state across and within trials, keeping any changes in
pitch or loudness at a minimum. For half of the trials, participants
were asked to sit on a chair with their feet firmly on the ground and
their backs touching the backrest. The chair did not have armrests.
In the other half of the trials, participants were asked to stand upright.
For the passive condition, participants were asked to let their hands
rest alongside their bodies during phonating when standing, or rest on
their lap when sitting. For the one-arm beat condition, participants
were asked to continuously move their dominant hand on the sagittal
plane by lifting the hand up (via a lower arm movement) and letting
it drop with a sudden complete halt (i.e., with energetic contrast, a
“beat”). The beat was reached around the point where the elbow
flexion angle was about 90 degrees. In the two-arm beat condition,
participants made the same movement in-phase with two arms. In the
wrist beat condition, participants were asked to move their dominant

hand in a beat like fashion with a wrist movement (and no forearm or
upper arm movements). Order of condition was randomized for each
block of eight trials.

A crucial change from the exploratory study is that in the current
experiment we guided the movement frequency of the participant by
a visual presentation. Instead of participants moving at their own
preferred frequency, participants were encouraged to move their
hands at 80 beats per minute (i.e., 1.3 Hz; oscillation period � 0.77 s).
This allowed us to analyze the data with a focus on a particular
frequency range without having to account for individual differences
in preferred moving rate. We programmed in C�� a visual presen-
tation that takes input from the motion tracker so as to visually
represent the frequency of the vertical movement to the participant.
The visual presentation consisted of a bar that changed size as a
function of movement frequency; participants tried to keep the size of
the bar within a certain range as specified by two guide bars. The size
of the guide bars corresponded to 10% faster or slower than 80 BPM.
For a graphical representation of the wrist and arm movement as well
as the movement guiding bars see https://osf.io/wvhyg/.

Apparatus: Motion and Audio Recording

We used a Polhemus Liberty to record movement (240 Hz), with a
sensor attached to the tip of dominant hand’s index finger. Since hand
movements were primarily in the vertical dimension, we analyzed
movement–phonation coordination and computed derivatives (i.e.,
velocity, acceleration, jerk) only for Z-axis movement. For derivative
estimation, we applied a low-pass Butterworth filter of 33 Hz. We
recorded audio using a RT20 Audio Technica Cardioid microphone
(44.1 kHz).3 We modified a C�� script made publicly available by
Michael Richardson (Richardson, 2009), so as to simultaneously call
and write movement as well as audio data. We modified this script to
enable simultaneous recording of sound from a microphone, using
toolbox SFML for C�� (https://www.sfml-dev.org/). Using a
custom-made script in R (R Core Team, 2013), the data from PRAAT
(Boersma, 2001) and the motion-tracking data were aggregated (code
available on https://osf.io/a9hw7/).

Phonation Variables

As stated in the preregistration, our analyses focus on F0 and
the amplitude envelope. These acoustic properties are key met-
rics for tracking prosody of speech. F0 and amplitude time
series were sampled at the sampling rate of the motion-tracker
(240 Hz: 1 sample per 4.16 ms).

2 One trial was not performed because the experimenter accidentally
skipped a trial. For this participant there will be one less observation, which
will be statistically accounted for in terms of confidence estimates by the
linear mixed regression models we employ (the types of analyses we
employ do not require equal amount of observations per condition).

3 The experimenter tried to keep participant–microphone distance equal
across trials (about 2 inches). We think however there will be very slight
variability in microphone–participant distance and this will change overall
intensity estimates. Note that we are, however, working with a participant-
scaled amplitude envelope, therefore between-subject differences in mi-
crophone distances are neutralized. Furthermore, in the current study we
study temporal intensity changes as a function of moments of movement.
Therefore slight overall higher or lower intensity between trials are not
detrimental to our temporal analyses that are performed within trials.
Finally, note that F0 should not be affected by slight changes in
microphone-participant distance.
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Fundamental frequency (F0; pitch). F0 time series was ex-
tracted from the audio using PRAAT (Boersma, 2001) with a range
suitable for male (75–500 Hz) or female (100–500 Hz) voice range.

Amplitude envelope (ENV). A raw speech signal has both
fine and gross structural changes, that is, higher and lower fre-
quency fluctuations. The lower frequency fluctuations are impor-
tant for the rhythmic structure of speech (Chandrasekaran,
Trubanova, Stillittano, Caplier, & Ghazanfar, 2009) and can be
captured by the Amplitude Envelope (ENV). ENV can be recon-
structed from the raw audio signal using the Hilbert transform (He
& Dellwo, 2017). The amplitude envelope (ENV) time series were
produced by applying the PRAAT script by He and Dellwo (2017)
to each audio waveform (one audio file for each block with 8
trials). ENV is scaled in Hilbert Units ranging from 0 to 1. Thus
each sound recording from a participant and block is scaled from
0 (minimum amplitude) to 1 (maximum amplitude). See Figure 1
for an example of the amplitude envelope metric. For the main
analysis R script see https://osf.io/q2kx8/.

Results

Descriptives

Descriptives for the fundamental frequency (F0) and the ampli-
tude envelope (ENV) computed for each trial, and averaged across
trials per condition, are provided in Table 1. Examination of Table
1 shows that phonation was less stable for the one-arm and
two-arm beat trials, as standard deviations are markedly larger
(especially for F0). Indeed, when listening to the audio samples it
was apparent that phonation was less stable during the arm-
movement conditions. The average time for each phonation trial
was 8.71 s (SD � 2.69 s), with average duration for passive �
8.48s (SD � 2.65), wrist beat � 8.90 s (SD � 2.93), one-arm
beat � 8.72s (SD � 2.85), two-arm beat � 8.74s (SD � 2.62),
sitting � 8.58 s (SD � 2.62), and standing � 8.83s (SD � 2.76).
Trial time was correlated with decreases in F0, r � �.199, p �
.001 and ENV, r � �.134, p � .001, which indicates that the
ability to maintain acoustic energy levels decreased as participants
reached the end of their breaths. To prevent spurious effects of
non-stationarity in our time series analyses, we linearly detrended

the effect of time for each trial before entering into the analyses.
Not surprisingly, ENV and F0 (standardized for each trial) were
weakly positively correlated (average r � .22, average p � .017).

To provide an insight into the kinematics of the current move-
ments, we computed the maximum velocity produced during the
extension phase (i.e., negative movement direction) of the vertical
movement. This corresponds to the maximum velocity of the
downbeat. The average maximum negative velocity is given in
Table 2 for each movement condition. We also provide the average
maximum vertical amplitude of the movement to provide an indi-
cation of how large the different movements were.

Exclusions for analyses. After inspection, we found for sev-
eral trials that for two participants (Participants 7 and 8), PRAAT
could not reliably track continuous F0 while participants were in
fact phonating continuously, and also showed noisy periodicity
estimates of F0 traces. We will not include these participants in our
analyses for fundamental frequency.4 The amplitude envelope
could be reliably tracked and showed no anomalies.

Time series descriptives. Figure 2 shows an example of the
time series for the first participant (female) of the current dataset
(for 1 block).

To further summarize the (shared) periodic structure of the time
series, we performed a spectral decomposition analysis with R
package “spectral” (Seilmayer, 2016). This analysis used the Fast
Fourier Transform (FFT) to assess periodicities in movement and
phonation (see Figure 3). For the movement conditions, we ex-
pected to find periodicities in vertical movement time series
around the target range of 1.3 Hz (80 BPM, period � 0.77 s). If
movements are entraining phonation (as Figure 2 indicates), we
would also expect to observe dominant periodicities around 1.3 Hz
for the F0 and ENV time series. Visual inspection of Figure 3
indeed indicates that there are likely to be shared periodicities of
movement with phonation (F0 and ENV), suggesting that high-
impact movements are structurally affecting phonation.

4 The failed F0 tracking was most likely due to too much distance
between participants and the microphone (leading to a faint signal). Note
that this decision does not affect our conclusions in any way; we have run
the analyses with these noisy data included (and this did not affect our main
conclusions).

Table 1
Mean and Standard Deviation of F0 and ENV per Condition

Phonation
variable

Mean (average SD)

Passive Wrist beat One-arm beat Two-arm beat

F0
TOTAL 178.82 (1.81) 178.82 (2.16) 178.13 (2.67) 176.86 (3.12)
Sitting 180.89 (1.63) 177.47 (2.45) 178.35 (2.67) 178.80 (3.33)
Standing 176.47 (1.62) 176.26 (1.88) 179.28 (2.66) 177.43 (2.91)

ENV
TOTAL 0.257 (.047) 0.250 (0.047) 0.251 (0.048) 0.272 (0.056)
Sitting 0.212 (.042) 0.199 (0.035) 0.191 (0.038) 0.220 (0.045)
Standing 0.297 (.051) 0.301 (0.057) 0.309 (0.056) 0.325 (0.066)

Note. Average standard deviations are given in boldface and italics. F0 is
given in Hertz. Amplitude envelope (ENV) is given in Hilbert Units
(range � 0–1). The “averaged standard deviations” are computed relative
to the trial-mean, then averaged for all trials. As such the standard devia-
tions reported here are not biased due to prominent between-subject dif-
ferences in F0 between Males vs. Females.

Figure 1. Example amplitude envelope. Standardized amplitude enve-
lope (240 Hz sampling) for a sample of 10 s of phonation for the current
data (trial � standing one-arm beat condition). Essentially the amplitude
envelope tracks gross fluctuations of the raw audio waveform. See the
online article for the color version of this figure.
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Confirmatory Analyses

Coherence. To formally test whether the periodicities of
movement (vertical movement; or Z) and phonating (F0 and ENV)
were correlated, we computed coherence between the different
spectral density distributions (R package “seewave”; Sueur, Au-
bin, & Simonis, 2008). Coherence is a measure that provides a
correlation strength of the periodicities, ranging from 0 (no cor-
relation) to 1 (perfect correlation) across a frequency range. Fig-
ure 4 provides an overview for the mean coherence per condition
between (a) movement and ENV, and (b) movement and F0.
Examination of Figure 4 suggests coherence levels are increased at
and around 1.3 Hz for the two-arm beat and the one-arm beat
conditions, for both sitting and standing conditions. The effect of
movement on F0 in the standing condition seems more pronounced
as compared to the sitting condition.

To directly test differences in coherence levels we performed
mixed regression modeling (R package nlme: participants as random
intercept) to predict coherence levels as a function of movement
condition, posture condition, and the interaction of movement and
posture condition; as stated in our preregistration. Coherence was
assessed in a frequency band around 1.3 Hz (0.8–1.8 Hz range).

Coherence between movement and F0 was reliably predicted by
movement condition, as compared to a base model that predicted
the overall mean (change in �2[6] � 16.88, p � .001). Adding
posture condition to the model, further improved predictions for
coherence as compared to the previous model, �2[7] � 6.60, p �
.010. Adding an interaction of movement condition � posture
condition did not, however, lead to further improvement of the
model, �2[10] � 1.51, p � .679. The best fitting model with
movement and posture condition as predictors showed that the
wrist beat condition did not reliably differ from the passive con-
dition (b � .005, t(1683) � 0.360, p � .718). The one-arm beat
condition (b � .038, t(1683) � 2.43, p � .015), and the two-arm
beat condition (b � .055, t(1683) � 3.50, p � .001), did reliably
differ from the passive condition. Furthermore, we found that the
standing condition resulted in increased coherence as compared to
the sitting condition (b � .028, t(1683) � 2.57, p � .010). The
one-arm beat (b � .032, t(1683) � 2.12, p � .034) and the
two-arm beat conditions (b � .049, t(1683) � 3.21, p � .002) also
had reliably higher coherences as compared to the wrist beat
condition. These analyses show that fundamental frequency of
phonation was entraining to movements with high physical impe-
tus (one-arm beat condition and two-arm beat condition), and that

standing resulted in increased coherence suggesting that postural
stability is a contributing (but not a necessary) factor.

Coherence between movement and ENV was reliably predicted
by movement condition, as compared to a base model (change in
�2[6] � 36.43, p � .001). Adding posture condition to the model
did not improve model fit (change in �2[7] � 2.51, p � .112), nor
did adding the interaction between movement and posture condi-
tion (change in �2[10] � 2.64, p � .449). The best fitting model
with movement condition as a predictor revealed that the one-arm
beat condition (b � .075, t(2027) � 4.76, p � .001) and the two-arm
beat condition (b � .074, t(2027) � 4.77, p � .001) had reliably
higher coherence levels than the passive condition. The wrist beat
condition did not differ in coherence as compared to the passive
condition (b � .018, t(2027) � 1.13, p � .256). The one-arm beat
(b � .057, t(2027) � 3.70, p � .001) and the two-arm beat conditions
(b � .057, t(2027) � 3.62, p � .001) also had significantly higher
coherences as compared to the wrist beat condition. These analyses
reveal that arm movement with high physical impetus were also
entraining the amplitude envelope of phonation.5

Temporal dynamics. From the previous analyses we know
that upper limb movements with high physical impetus (one-arm
and two-arm beats) are structurally entraining phonation. The next
question is how movement and phonation are locking their phases.
From the time-series example in Figure 2, it can be observed that
acoustic peaks are observed around the moment when the vertical
movement reaches its maximum extension. To assess whether
vertical movement is indeed related to phonation in this antiphase

5 Exploratory analyses individual differences: As requested by one of the
reviewers, we checked whether there were any effects of gender in the
current confirmatory analyses. However, no reliable predictive value of
gender was detected over and above the most predictive models of coher-
ence between F0 and Z and coherence between ENV and Z. Recall further
that effects in the current paradigm are at times very much audible (e.g.,
https://osf.io/acmdg/) suggesting that the effect can be manifested on the
individual participant level and our analyses are able to detect such effects
(Pouw, Harrison, & Dixon, 2018). However, there are nevertheless some
individual differences in the current coherence effect estimates for indi-
vidual participants. We performed participant-level analyses to get coher-
ence effect estimates of the movement conditions relative to the passive
condition (while controlling for fixed effects of posture condition). A
graphical overview individual-level effect estimates on movement–
phonation coherence relative to the passive condition can be found here:
https://osf.io/xjw5p/. Despite variability it can be seen that seven out of 10
participants show increased coherence of two-arm beat condition as com-
pared to the wrist beat condition.

Table 2
Descriptives Kinematics

Kinematic variable

Mean (SD)

Wrist beat One-arm beat Two-arm beat

Average max negative velocity
Sitting �75 cm/s (24.59) �138.88 cm/s (42.71) �141.97 cm/s (35.70)
Standing �98.55 cm/s (23.10) �172.28 cm/s (31.41) �166.93 cm/s (22.26)
Total average max negative velocity �87.21 cm/s (26.28) �155.87 cm/s (40.71) �154.24 cm/s (75.86)

Average max vertical amplitude
Sitting 11.18 cm (3.78) 19.52 cm (5.02) 20.34 cm (4.43)
Standing 14.11 cm (2.51) 23.89 cm (3.10) 23.73 cm (3.10)
Total average max vertical amplitude 12.65 cm (3.50) 21.74 cm (4.46) 22.00 cm (4.17)

Note. Standard deviations (SD) are provided in italics. Velocity is given in centimeters per second.
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fashion, we computed the relative phases (i.e., phi: �) between
movement (z) and the amplitude envelope, as well as movement
and F0,6 for the one-arm and the two-arm beat conditions using
cross-wavelet analyses (with R package “WaveletComp”; Rösch
& Schmidbauer, 2014). Cross-wavelet analysis uses a mother
wavelet as a basis for decomposing complex time series into
dominant periodicities, and further allows for comparison of pe-
riodicities between time series (hence cross-wavelet). Our analysis
used the Morlet wavelet as its daughter wavelet. We entered
one-arm and two-arm movement trials into a cross-wavelet anal-
yses (using 50 simulations to compute p values) where we assessed
the relative phases of ENV with movement around the frequency

1.3 Hz (i.e., period � 0.77). Figure 5 shows a summary of the
results for the cross-wavelet analyses, whereby the observed rel-
ative phases at reliability levels p � .01 across trial time is plotted.
It can be seen that there is a reliable out-of-phase coordination.

6 Note that in the preregistration we planned to only look at the ampli-
tude envelope for estimating timing and relative phases, since we assumed
that dynamics should be similar based on the results of the previous
analyses. However, after review we have added this to the analyses (but
strictly speaking relative phase results for F0 and Z belong to the explor-
atory analyses).

Figure 2. Example phonation and movement time series. Example time series (first 6 s) for each movement and
posture condition (F0: in red [light gray]) amplitude envelope (ENV: in purple [dark gray]) and vertical
movement (Z movement: in black). All measures shown are z-standardized. Panel (a) shows an enlarged section
of the one-arm beat condition, where it is very clear that peaks in F0 and ENV are observed when the vertical
movement reaches its maximum extension. Panel (b) shows another representation of the time series for F0 and
vertical movement. Jerk is the time-derivative of acceleration, and indicates here that sudden changes in
movement acceleration often co-occur with peaks in F0. See the online article for the color version of this figure.T
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Given that we now know that there is an antiphase synchroni-
zation between movement and phonation (when movement is in
the extension phase, F0 and the amplitude envelope are rising), we
can estimate the time it takes for a gesture movement to reach
phonation. Specifically, we can compare when a peak in amplitude

envelope or peak in F0 is observed relative to the maximum
extension of the beating gesture. We determined the point of
maximum extension of the down-beat phase (minimum Z value)
and relating this to the nearest peak in the positive rate of change
of the amplitude envelope (in other words, the peak in the positive

Figure 3. Spectral decomposition of periodicities of movement (black), F0 (red [light gray]), and amplitude
envelope (purple [dark gray]), per condition. Solid lines (black � Z, red [light gray] � F0, purple [dark gray] �
ENV) reflect smoothed mean power densities. Bumps in these solid lines indicate that the time series were
defined by periodicities around that frequency. Colors reflect individual participant data. Note, at (a) that our
manipulation to guide participants’ movement frequency was successful as consistent periodicities are shown.
Note, at (b) that peaks at the movement frequency range are found for several conditions. Note that one
participant (Participant 7) was moving too fast relative to the target 1.3 Hz frequency. Interestingly though,
Participant 7 also showed an increased power at this particular faster frequency range for the amplitude envelope.
See the online article for the color version of this figure.
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“acceleration” of the amplitude envelope). We also estimated the
nearest peak in the positive rate of change of the F0, by first
smoothing the F0 time series with a first-order Butterworth filter
so as to reduce artifacts of fast-scale fluctuations in the signal (as
observed in Figure 2). Figure 6 shows the main results. It can be
obtained that slightly before (mean for negative distribution
ENV � �58 ms [SD � 39]; mean for negative distribution
F0 � �61 ms [SD � 34]) and slightly after (mean for positive
distribution ENV � 55 ms [SD � 39]; mean for positive
distribution F0 � 61 ms [SD � 37]) the point of maximum
extension is reached, there is a positive acceleration in phona-
tion (ENV and F0). These results suggest that right before the
moment of maximum extension (right at the moment where
anticipatory postural adjustments are made to brace for the impact of
the beat gesture), and right after (i.e., right at the moment where
the arm accelerates again for flexion) the peak in phonation is
observed. That the anticipatory phonation effects are more
pronounced for the standing condition is to be expected, as
anticipatory postural adjustments are more pronounced when
standing.

Exploratory Analyses: Higher Formants F1 and F2

One of the reviewers suggested that in addition to the amplitude
envelope and F0 it would be insightful to further assess potential
replication of earlier findings by Krahmer and Swerts (2007)
concerning the higher formants. Krahmer and Swerts found lower

levels of the second formant (F2) for gesture-accented or pitch-
accented vowels, while higher levels of the first formant for
pitch-accented vowels (but not for the gesture-accented vowels).
We did not plan to analyze this for our confirmatory hypotheses
because our study is mainly about how physical impetus affects
phonation through the lower vocal tract (e.g., subglottal pressure)
rather than articulatory constraints (lip rounding, tongue position
relative to the palate, nasality) that are held to be primary deter-
minants of higher formant levels. However, it is very much pos-
sible that either (a) over and above the role of physical coupling
of manual movement and voice acoustics there could be infor-
mational coupling or “muscular synergies” (Krahmer & Swerts,
2007, p. 410) between manual movement and articulatory
movements (see also Kelso et al., 1983; Parrell et al., 2014), or
(b) that articulatory counteradjustments are made as to control
phonation as interfered by physical impetus, or (c) that the
direct effects of physical impetus via the lower vocal tract have
cascading effects on resonant frequencies (as captured by F1
and F2). In any case, since we are interested in providing a
biomechanical basis for prosodic markers (pitch accent), it is
important to keep in mind that the literature in phonetics has
identified higher F1 and lower F2 with pitch accented syllables
(e.g., Mo, Cole, & Hasegawa-Johnson, 2009). Thus, if physical
impetus affects speech in a way that is similar to pitch accents,
it should produce higher F1 and lower F2 at moments of
maximum physical impetus.

Figure 4. Coherence. This figure shows the coherence levels for each bin (of 0.25 Hz width) and condition
between (a) movement (Z) and amplitude envelope (ENV), and (b) movement (Z) and fundamental frequency
(F0). Data points that are directly adjacent to each other fall within a single bin. Error bars indicate 95%
confidence intervals. It can be observed that the passive and wrist condition generally have lower coherence
levels, confirming that movement and phonating were not coupled. Consistent with the spectral density results
around the 1.3 Hz range, there are prominent peaks for the ENV and F0 for the one-arm and two-arm beat
conditions, and this seems to be most pronounced for the standing condition. Note that we added the passive
condition as a baseline for comparing to the other conditions. We could hence reasonably expect that movement
and phonation do not have high coherence for when participants are not moving. Note that for the standing
condition the coherence between Z and ENV seemed higher for the wrist condition. See the online article for the
color version of this figure.
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Figure 7 shows an example time series of F1, F2, and Z
(movement) for the standing condition. As can be seen in the
figure, at moments of maximum extension there are peaks in F1
observed (similar to our findings on amplitude envelope and the
fundamental frequency). In this example time series, the relation-
ship between F2 changes movement is not as visible, but seem to
show small negative and then positive peaks after moments of
physical impetus.

Figure 8 shows the coherence estimates for the movement
conditions and F1 and F2.7 It can be seen that around the relevant
frequency range of 1.33 Hz there are clear elevated levels of
coherence. To assess whether such inflated coherence levels were
statistically reliable, we tested whether coherence in bin range
containing 1.33 Hz (bin with the closed interval 1.25–1.5 Hz) was
reliably higher relative to the other frequency ranges between 1
and 3 Hz. For F1, a model with movement-relevant frequency
range was more reliable for predicting coherence as compared to a
model predicting overall mean coherence, change in �2[1] �
103.40, p � .001. There was a higher overall coherence for the
movement-relevant frequency range, b � 0.125, t(3095) � 11.10,
p � .001. This was also the case for F2, such that a model
containing movement-relevant versus irrelevant frequency as pre-
dictor was a more reliable model than a model predicting overall
mean coherence, �2[1] � 42.79 p � .001. Again, higher coherence
was found for the movement-relevant frequency, b � 0.072,
t(2929) � 6.563, p � .001.

Having established higher formant and movement coupling, we
will now assess potential differences in effects of movement

conditions (wrist vs. one-arm vs. two-arm) as well as posture
condition. We assessed differences in coherence levels only for the
movement-relevant frequency range as a function of condition and
their interactions. For F1, a model predicting overall mean coher-
ence between F1 and movement (i.e., F1 and Z coherence) was
almost surpassed in reliability by model containing movement
condition, �2[1] � 5.68, p � .058. Adding posture condition or its
interaction with movement condition did not further improve the
model, ps 	 .362. The model with movement condition showed
that the two-arm beat condition had higher F1 and Z coherence
levels as compared to the wrist condition, b � 0.59, t(383) � 2.11,
p � .035. The one-arm condition did no differ on F1 and Z
coherence from the wrist condition, b � 0.13, t(383) � 1.86, p �
.063. In conclusion, we obtain exploratory evidence that physical
impetus is modulating the coupling between F1 and manual move-
ment as we observe higher coherence for the two-arm beat condi-
tion.

For F2, a model containing movement condition was more
reliable than a model predicting overall mean F2 and Z coherence,
�2[1] � 6.78, p � .033. Adding posture condition or its interaction
with movement condition did not reliably improve model fit, ps 	
.643. The most reliable model with movement condition showed

7 Note that we used a similar procedure as in the confirmatory analyses
wherein we assessed coherence levels between movement and phonation
for linearly detrended phonation signals. We exclude the passive condition
for this analysis and instead assess evidence for F1 and Z and F2 and Z
coherence as a function of the relevant movement frequency.

Figure 5. Density distributions of relative phases of movement (Z) versus amplitude envelope (ENV) and F0
for all movement conditions. Smoothed density distributions of relative phases (between Z and ENV, as well as
Z and F0) observed at p � .01 for the one-arm and two-arm conditions for the 1.3 Hz range. It can be found that
reliable relative phases are primarily found at the antiphase regions (� 	 
/2 or � � �
/2). Furthermore, it
seems that phonation predominately leads Z time series (especially in the standing condition), and this is a likely
indication that slightly before the maximum extension in the movement, the maximum physical impetus is
reached due to the deceleration, which affects phonation. See the online article for the color version of this figure.
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a higher F2 and Z coherence for two-arm beat as compared to
the wrist beat condition, b � 0.072, t(362) � 2.60, p � .010.
The one-arm condition did not differ in coherence as compared
to the wrist beat condition for F2, b � 0.033, t(362) � 1.18, p �
.240.

Finally, Figure 9 provides the phase relations between the higher
formants and manual movement as computed by cross-wavelet
analyses (exactly the same settings were used as our previous
cross-wavelet analyses). The results are not as straightforward as
was the case for our previous analyses with F0 and the amplitude
envelope, where we found consistent antiphase relations such that
when maximum extension (low Z) was reached there was higher
F0 and amplitude envelope levels (see Figure 6). Although such
patterns seem to be emerging for F1, as indicated by clear peaks at
the antiphase regions, there are also peaks observed more
closely situated near the in-phase region (maximum flexion and
higher F1). For F2 such in-phase coupling between movements
is actually to be expected if it follows pitch accent patterns.
Interestingly, a higher likelihood of in-phasing can indeed be
observed for F2 as compared to F1, especially for the one-arm
condition. This means for the one-arm condition when the
maximum extension was reached negative peaks of F2 are often
observed. In conclusion, there are interesting relationships with
movement and the higher formant (as observed by Krahmer &
Swerts, 2007) and recruitment of high intensity movements
(wrist � one-arm beat � two-arm) seems to modulate this
formant–movement coupling.

Discussion

We showed that repetitive arm movements (moving at 1.3 Hz)
with relatively high physical impetus (one-arm and two-arm ver-
tical beat movements) structurally entrained phonation. Repetitive
arm movements with relatively low physical impetus (wrist beat
condition) or making no movements at all (passive condition) did
not lead to effects on phonation (as compared to the one-arm and
two-arm beat condition). Movement during standing, as compared
to sitting, increased the degree of phonation entrainment (but only
for F0). This suggests that anticipatory postural adjustments mod-
ulate movement–phonation synchronization effects. However,
since movement effects on phonation still arise when participants
are seated (and posture effects were not very pronounced), we can
conclude that physical impact of arm movement has direct effects
on phonation. The effects were such that when about 50 ms before
and after the arm movement reached its maximum extension,
peaks in fundamental frequency and amplitude envelope were
found. This reflects that effects on phonation arise at moments
where physical impetus is highest (deceleration for stopping ex-
tension and acceleration for initiating flexion). In sum, the current
study shows that merely moving the upper limbs affects phonation
acoustics. Movement affects acoustics despite the fact that partic-
ipants were instructed to resist any effects on their phonation.

The current results converge with previous studies showing a
link between kinematic peaks and acoustic peaks such as F0
(Cravotta, Busà, & Prieto, 2018; Cravotta, Busà, & Prieto, in press;
Danner, 2017; Esteve-Gibert & Prieto, 2013; Krahmer & Swerts,

Figure 6. Timing of peak change ENV—Point of maximum extension beat. Ms (milliseconds) is the temporal
distance between the nearest peak of a positive rate of change in the amplitude envelope (peak env “accelera-
tion”) versus the maximum extension of the downbeat. If temporal offset in milliseconds is negative, this
indicates that peak in change of the amplitude envelope precedes the point of maximum extension. For the
standing condition as compared to the sitting condition, it seems that the negative distribution becomes more
peaked, likely indicating that anticipatory postural adjustments that are made before the maximum extension
(and thus physical impetus) is reached are impacting phonation. See the online article for the color version of
this figure.
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2007; Leonard & Cummins, 2011; Loehr, 2004; McClave, 1998;
Pouw & Dixon, 2019 however also see Hoetjes, Krahmer, &
Swerts, 2014), but they diverge from said literature (for an over-
view see Wagner et al., 2014) in that a clear role of physical
impetus is found.

The exploratory analysis on higher formants converge with
results by Krahmer and Swerts (2007), which showed that gestural
beats lead to F2 decreases in vowel acoustics, and pitch accents
were associated with increases in F1 (also see Mo et al., 2009). Our
results also indicated that there is clear coupling of movement and
the higher formants as indicated by increased coherence between
the movement and phonation signals, for F2 and especially F1.
Yet, the phasing relationships between moments of observed peaks
in F1 or F2 and movement phases were very variable—although
we find some indication that F2 is more likely to be decreasing
when movement reaches its beat (maximum extension) aligning
with Krahmer and Swerts (2007). Before focusing on the impli-
cations of our confirmatory analyses, we have some speculations
of why F1 and F2 show clear frequency coupling while having less
clear phase coupling. First, it may be that the type of coupling
between movement and the higher formants is sustained by more
complex coupling relations between articulatory (e.g., mouth ap-
erture; tongue position) and manual movement coordination. For
example, when coordinating finger movements at frequencies that
are comfortable to perform, spontaneous switching from in-phase

to out-phase (and vice versa) is often found (Kelso & Schöner,
1988). Furthermore, it is possible that articulatory movements are
recruited as a reaction to the effects of physical impetus on voice
acoustics so as to keep voice integrity under perturbance. Together
with the fact that changes in F0 due to physical impetus (obtained
in our confirmatory analyses) will likely cascade through the
resonant frequencies (i.e., F1 and F2), adding up articulatory
adjustments in reaction to those changes might lead to very vari-
able phase relationships as observed here. We will further focus on
the implications of our confirmatory analyses, which focus on the
role of physical impetus on the lower vocal tract (rather than
articulatory dynamics).

Theoretical Implications

We think there are a couple of important implications to be
drawn from the current study that will be informative for ontoge-
netic, phylogenetic, and cognitive theories of multimodal lan-
guage.

However, we must first emphasize what the current effects do
not entail. The current findings cannot explain all occurrences of
prosodic gesture–speech synchrony. This is because: (a) beat ges-
tures can be very small in their movement amplitude and still
tightly synchronize with speech; (b) head movements also syn-
chronize with speech (Krahmer & Swerts, 2007); (c) gesture and

Figure 7. Example time series (standing condition) of movement, F1, and F2. An example time series is shown
with the z-standardized first formant (F1 in green [light gray]) and second formant (F2 in blue [dark gray]). It
can be seen for F1, especially in the two-arm beat condition, that positive peaks are observed before and after
the moment of physical impetus (maximum extension). For F2 this is less readily detectable, although smaller
negative peaks and then positive peaks are observed around the moment when physical impetus is reached. In
general, it can be further obtained that signals show some nonlinear nonstationarities. Note further that for the
exploratory analyses we smoothed the signals with a low-pass 33 Hz first-order Butterworth filter as to reduce
high frequency fluctuations in the F1 and F2 estimates (for a smoothed example see: https://osf.io/49ru8/).
Smoothing did not change the analyses’ conclusions. See the online article for the color version of this figure.
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speech can be affected and their timings are often variable (Loehr,
2004; Pouw & Dixon, 2019; Rusiewicz, Shaiman, Iverson, &
Szuminsky, 2014); and (d) speech prosody is not only defined by
peaks in F0 and amplitude but by a myriad of other temporally
dynamic features (e.g., modulation of syllable duration) that cou-
ple in interesting ways with gestural coordination that go beyond
the current findings (e.g., Bernardis & Gentilucci, 2006; Shattuck-
Hufnagel & Ren, 2018). Thus, to be very clear about this, bodily
resonances cannot fully accommodate for gesture–speech syn-
chrony in all contexts. What the current results do entail is that we
can now directly challenge the idea that gesture–speech synchrony
is “not biologically mandated” (cf. McClave, 1998).

Note that it is likely to be the case that the current biomechanical
constraints play out differently in fluid communicatively intended
speech. That is, although physical impetus will constrain voice
acoustics by biomechanical necessity if we are to believe the
current results, said effects may be counteracted, exploited, or
amplified through interaction with other constraints such as com-
municative context. It is very likely that even within speakers there
might be variability of how the current biomechanical effects are
exploited or counteracted. For example, it has been shown that the
movement of the chest wall to modulate alveolar pressure is used
by some speakers when producing a pitch-accented syllable, while
others produce an equivalent result without primary use of lower
tract modulation (Petrone, Fuchs, & Koenig, 2017). The point of
the current study is that we aimed to show that biomechanical
factors co-constitute gesture–speech coupling which at this point
of our inquiry required us to simplify the communicative context.
The clear results obtained here, however, now do invite future
research on how these biophysical dynamics play out in interaction
with other constraints that determine gesture–speech coordination
(e.g., Cravotta, Busà, & Prieto, in press).

The current study does allow for exciting speculations that
prosodic gesture–speech coordination is not solely a cognitive

invention, but also an embodied innovation. Speculating about
ontogenesis, when babies perform their motor babbling together
with their oral babbling, the current effects may be gradually
appropriated by the infant (Iverson & Thelen, 1999; Lee, 2006).
Indeed, it has been found that acoustic qualities improve, and
become more speech-like, when oral babbling is concomitant with
rhythmic limb motions (Ejiri & Masataka, 2001; for an overview
Esteve-Gibert & Guellaï, 2018). Thus, similar to feeding-related
hand-mouth linkages (Iverson & Thelen, 1999), there is a potential
for gesture–speech synchrony present from the moment of birth
through biomechanics, which may be further exploited through
socialization processes.

On a phylogenetic level, our (primate) ancestors may have
learned to harness bodily tensioning for control of the phonation
system. It is, for example, well-known that our closest relative Pan
troglodytes (the chimpanzee) lacks sufficient control of the pho-
nation system, while there is good evidence for high control of
rudimentary articulatory gestures such as lip-smacking (Ghazan-
far, 2013). The current results allow for the possibility that ten-
sioning of the myofascial-skeletal net (Turvey & Fonseca, 2014)
has a possible role to play in the control of the vocal apparatus.
Perhaps humans’ more direct ancestors successfully developed
control of the vocal apparatus in part through a range of embodied
innovations (see, e.g., Hardus, Lameira, Van Schaik, & Wich,
2009; see also Blasi et al., 2019) including bodily tensioning,
which might be particularly potent for the emergence of language
when they co-opt an already keen sense of rhythm in the motor
domain (Kotz, Ravignani, & Fitch, 2018).

Finally, the current results have implications for gesture–speech
cognition. Invariably, gesture–speech synchrony is understood as
controlled by the higher faculties (i.e., top-down constraints),
involving some kind of prediction mechanism that times the acti-
vation of a particular gesture stress (or “maximum effort”) with an
acoustic marker (de Ruiter, 2000). We suggest that in principle
such timing information could be based in biomechanics. Sensing
and modulating the effect of physical impetus on phonation can
provide a cognitively cheap (and radically embodied) opportunity

Figure 8. Coherence between movement (Z) and the higher formants (F1
and F2). Coherence levels for the first formant and movement (F1 and Z:
left panel) and second formant and movement (F2 and Z: right panel). It
can be clearly seen that there is increased coherence for both measures
around the 1.3 Hz range, with a stepwise increase in coherence as a
function of physical impetus (wrist beat � one-arm beat � two-arm beat).
See the online article for the color version of this figure.

Figure 9. Observed relative phases between movement and higher for-
mants. Frequency density distributions of reliable (p � .05) relative phase
estimates as obtained from cross-wavelet analyses. It can be seen that there
are primarily antiphase peaks for first formant and movement (F1 and Z:
left panel), while there also seem to be in-phase coupling for the second
formant and movement (F2 and Z: right panel), especially for the one-arm
beat. In general the phasing relations are much more variable as compared
to the consistent antiphasing relationship of movement versus F0/
amplitude envelope. See discussion for possible explanation of this vari-
able phasing. See the online article for the color version of this figure.
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for what can be intentionally modulated and exploited based on
contextual communicative requirements. Indeed, there is a promising
indication that the current effects must be to some degree in play, as
it is now widely accepted that the beat-like, force-producing aspect of
gestures is not only present in baton or beat gestures, but superim-
posed on most types of gestures, including those that reserve degrees
of freedom for referential expression (Prieto et al., 2018; Shattuck-
Hufnagel & Ren, 2018). Finally, the current forces that are producing
the acoustic effects are present in many gestures observed in the wild
(see, e.g., https://osf.io/29h8z/).
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Deconstructing beat gestures: A labelling proposal. Proceedings 9th
International Conference on Speech Prosody (pp. 201–205). Poznań,
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