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Abstract

Spontaneously occurring speech is often seamlessly accompanied by hand gestures. Detailed
observations of video data suggest that speech and gesture are tightly synchronized in time,
consistent with a dynamic interplay between body and mind. However, spontaneous gesture-
speech synchrony has rarely been objectively quantified beyond analyses of video data, which
do not allow for identification of kinematic properties of gestures. Consequently, the point in
gesture which is held to couple with speech, the so-called moment of “maximum effort”, has
been variably equated with the peak velocity, peak acceleration, peak deceleration, or the onset
of the gesture. In the current exploratory report, we provide novel evidence from motion-
tracking and acoustic data that peak velocity is closely aligned, and shortly leads, the peak pitch
(FO) of speech.

1. Introduction

Humans across all known cultures tend to move their hands during speaking (Kendon, 2004),
suggesting a fundamental connection between communicative vocalizations and hand movements
(Iverson & Thelen, 1999). There is one fundamental aspect of gesture that is central to its
functioning: gestures are performed in synchrony with speech. Without synchrony with speech,
gestures would fail to unambiguously point to objects or portray them through depiction, and be
meaningless as markers of semantic or emotional salience (Quine, 1968).

Although it is widely accepted that synchrony is fundamental to gesture’s functioning, fine-
grained quantification of gesture-speech synchrony as it occurs spontaneously during speaking is
currently lacking (see however Danner, Barbosa, Goldstein, 2018; Pouw & Dixon, 2018). There is
abundant research showing that the moment of “maximum effort” within a gesture is closely timed
with the prosodic contrasts made in speech, but such evidence has varying degrees of objectivity
and generalizability. Specifically, the primary evidence is based either on: a) artificial data (e.g.,
gestures produced by the experimenter, e.g., Leonard & Cummins, 2010), b) pointing gestures that
are produced in a repetitive way outside the context of fluid speech (e.g., Rochet-Capellan,
Laboissiere, Galvan, & Schwartz, 2008), or c) analyses of video recordings that do not allow for
quantification of kinematic properties of gesture production (Loehr, 2012). To be clear, such
research has been crucial in the study of gesture-speech synchrony, but also solicits an important
next research objective given the technological advancements in current day and age (e.g., Danner
et al., 2018; Pouw, Trujillo, Dixon, in press): A fine grained quantification of the synchrony of
spontaneous gesture kinematics relative to speech.

For example, the most promising evidence for gesture-speech synchrony relies on methodology
involving experimenter judgments of the intensity of gestural hand movements, the “maximum
effort” of a gesture (Loehr, 2012; Wagner, Malisz, & Kopp, 2014). The maximum effort is the
supposed to be the moment at which there is an energetic peak in the gesture stroke. However, as
Wagner and colleagues (2014) conclude, the concept of maximum effort is an ambiguous
spatiotemporal marker of a gesture “[the maximum effort is studied] with varying degrees of
measurement objectivity and with varying definitions of what counts as an observation of maximum
effort. Most definitions evoke a kinesthetic quality of effort or peak e ffort (Kendon, 2004) correlated
with abrupt changes in visible movement either as periods of movement acceleration or strokes
(Kita, van Gijn, & van der Hulst, 1998), as sudden halts or Aits (Shattuck-Hufnagel, Veilleux, &
Renwick, 2007), or as maximal movement extensions in space called apexes (Leonard & Cummins,
2008)” (p. 221, original emphasis).
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As such, there is a need for a more fine-grained quantification of spatio-temporal properties of
gesture in the form of specific measurable energetic peaks (e.g., peak acceleration, peak velocity).
Such energetic peaks may provide the much sought after “anchor point” in gesture, the property of
gesture that supposedly couples to a property of speech, thus creating synchrony. In the current
exploratory data report, we provide preliminary evidence for key objective anchor points to study
gesture and speech synchrony for fluid speech and spontaneous gestures, and at the conference we
will report on a larger scale replication of this study. This should provide a novel quantification of
temporal coordination of spontaneous gesture and speech. In addition to fundamental insights about
how speech and gesture arise, the applied importance of quantifying synchrony of gesture and
speech is immediately evident for the field of psychopathology and speech pathology. Such fields
have already attempted to relate measures of gesture-speech synchrony to the diagnosis of certain
pathologies (e.g., De Marchena & FEigsti, 2010). Other immediate applications of reliable quan-
tifications of synchrony could one day be found in education (Iani, Cutica, & Bucciarelli, 2017).

2. Current approach

Subjects in the current exploratory study (N = 4) retold the narrative of a cartoon they had just
watched, a common gesture-elicitation method (McNeill, 2005), which yielded about 230 gesture
events. We employed high resolution motion-tracking of the dominant hand (240 Hz) during
narration (non-dominant hand was not used for gesturing). From the movement time series, we
identified energetic peaks during each gesture event (peak velocity, peak acceleration, peak decele-
ration), providing an objective measurement of gesture kinematics. Gesture identification was per-
formed using ELAN (Lausberg & Sloetjes, 2009) so as to categorize different gestures, and to
define the onset of a gesture based on assistance of hand-movement time series (see method and
Crasborn, SLoetjes, Auer, & Wittenburg, 2006). Similar to previous studies (e.g., Esteve-Gibert &
Prieto, 2013; Leonard & Cummins, 2010), we further extracted pitch (F0) from acoustic data so as
to identify peaks of pitch within relevant gesture-speech events, which we show is a reliable anchor
point for gesture-speech synchrony. Gesture-speech synchrony was quantified by the difference (D)
in milliseconds between peak pitch and the relevant gesture anchor points (e.g., gesture onset, peak
velocity). In the current study, we focused on three major gesture types, namely beat, iconic, and
narrative pointing gestures. This exploratory study will allow us to answer a host of classic ques-
tions that have not been quantitatively studied to the current extent, including: What reliable kine-
matic anchor point in a gesture event is most closely synchronized with peak pitch? How strong is
the synchrony between gesture and speech? Do beat, iconic, and pointing gestures differ in gesture-
speech synchrony? To what extent are there individual differences in gesture-speech synchrony?
For this conference contribution, we will report results of a larger scale study with 50 participants.

3. Method & Results

Four male right-handed graduate students at the University of Connecticut participated in this study
(ages = 30, 38, 23, 34). Two participants were native speakers of American English and two were
native speakers of Spanish with high proficiency in spoken and written English. In total, we
collected movement and speech data from about 15 minutes of narration. Note that this much
narration is considerable relative to other comprehensive studies of temporal coordination of
gesture and speech, which have been naturally time-constrained because of the time-intensiveness
of video analytic annotation (e.g., Loehr, 2012)

3.1. Apparatus

Motion tracking. We used a Polhemus Liberty (Polhemus Corporation, Colchester, VT, USA) with
a single motion-sensor collecting 3D position data at 240Hz (~0.13 mm spatial resolution). The
motion sensor was attached to the top of the participant’s index finger (at the height of the
fingernail). This allowed us to capture arm movements together with movements of the wrists and
fingers. We recorded the motion of only one hand to simplify data collection and analysis.

Audio. Instead of using the noisier sound stream of the video camera, we obtained speech data by
using a RT20 Audio Technica Cardioid microphone (44.1kHz) which suppresses surrounding
noises including any unintended experimenter noise (e.g., coughs).
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Motion & audio recording. We used C++ to simultaneously call and write audio and movement
data. We modified a C++ script made publicly available by Michael Richardson (Richardson, n.d.)
in which we included scripts to enable recording of sound from a microphone (using toolbox SFML
for C++ https://www .sfml-dev.org/).
Camera. We videotaped participants using Sony Digital HD Camera HDR-XR5504 Recorder,
sampling at 29.97 frames per second.

3.2. Procedure

Participants were first equipped with a glove for the dominant hand that allowed us to attach the
motion sensor of the Polhemus Liberty via Velcro to the index finger. Then a full clip of Tweety
and Sylvester “Canary road” was watched. This cartoon clip is often used in gesture research, which
lasts about 350 seconds. Participants were informed beforehand that they would later retell the
narrative to the experimenter. The glove was attached prior to watching the video so that the subject
could get used to wearing it. After watching the clip, participants were asked to retell the narrative
of the cartoon while holding their non-dominant hand in their pocket as the recording equipment
was running. No instructions were provided about hand gesturing.

3.3. Data Preparation

Gesture annotation phase. In the annotation phase, the first author transcribed speech and
identified gesture events. For the annotation phase, we loaded in the video data, audio data, as well
as the time series of the motion tracking into ELAN (Crasborn et al., 2006). ELAN allows the user
to visually present the movement time series along with the video data. As such, the emergence of
gesture could be identified based on the actual movement data rather than the lower resolution
method of identifying movement on the basis of changes in movement per video frame, which can
be difficult. As introduced by Crasborn and colleagues (2006), this provides clear advantages over
traditional gesture video analysis.

The procedure of marking a gesture in the current dataset was as follows. Gesture onset was
identified by spotting a gesture in the video, categorizing it as either a beat, iconic, or pointing
gesture (based on gesture categorization guidelines by McNeill, 2005). In cases where the gesture
was not of a clear nature, it was categorized as “undefined”; we also categorized “abandoned”
gestures that were not completed (see e.g., Kita, Alibali, & Chu, 2017). After having spotted a
gesture, the experimenter would go back to beginning of the gesture event and seek out the onset
of the gesture (first fluent change from static position), on the basis of the time series of the
kinematic data (with the use of x and y axis, and velocity trace). The gesture event was marked as
ending at the place where the gesture completed its main stroke, thus not including a possible post-
stroke hold, and not including a retraction phase. Excluding these optional end-phases of gesture
allowed us to ensure that our peak-finding functions do not pick out possible energetic peaks in the
retraction phase (which is generally known not to coordinate meaningfully with speech).

Speech Pitch. We extracted pitch time series of the audio recording using PRAAT with default
range suitable for males 75-500 Hz (Boersma, 2001). We matched the sampling rate of pitch with
that of the motion tracker (1 sample per 4.16 milliseconds).

Speech content. For exploratory purposes, also using ELAN, speech was transcribed and lexical
affiliates of iconic gesture were identified if possible, but not when gestures did not clearly refer to
what was mentioned in text.

Data aggregation and analysis. We wrote a custom code in R (R core Team 2013) to aggregate
the ELAN, PRAAT, and motion tracking data. We interpolated the movement data to match the
pitch data with an interpolation function in R (code available on the Open Science Framework;
https://osf.io/5ja6y). Using a custom-made function, we automatically read in ELAN gesture and
speech annotation files so that these events were marked in the movement and pitch time series.

For each gesture event, the peak velocity, peak acceleration, and peak deceleration were
extracted by a custom-written function in R. Since our peak-finding function could be sensitive to
small but significant jumps in position data due to noise, we applied a low-pass Butterworth filter
to the position velocity and accuracy traces with a cut-off of 10Hz (e.g., Leonard & Cummins, 20).
Data Availability. All (raw) data, pitch data (PRAAT), annotation data (ELAN), experiment code
(C++), data preparation code (R), & analyses code(R) generated for this exploratory study are
publicly available on the Open Science Framework (https://osf.io/5ja6y).
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3.4. Descriptive Results

A total of 231 gesture events were observed (beat = 152, iconic = 44, pointing = 31,
undefined/abandon = 4). Average time for gesture events was 829 ms (SD = 602 ms); beat gesture
M =739 (SD = 398), iconic gesture M = 947 (SD = 789), pointing gesture M = 667 (SD = 443).
Table A (see here: https://osf.io/3n791/) provides an overview of the production rates of the different
gestures, as well as speech rate (spoken words per minute narration). It is important to note that
these gesture ratios are very comparable to other studies that have used the same retelling of cartoon
procedure (see e.g., McNeill, 2005, p. 42, where a comparable 41% of iconic gestures was found).
This serves as evidence that in the current sample the glove and measuring apparatus did not seem
to greatly alter spontaneous gesture tendencies.
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Figure 1. Visual example peak extraction method.

3.5. Gestures and Peak Pitch
We first assessed the temporal relation between speech (peak pitch) and properties of gesture. Table
B (see here: https://osf.io/c7gbm/) shows the mean difference in milliseconds, D, between the peak
pitch and the different kinematic properties of gesture - gesture onset, peak velocity, peak accele-
ration and peak deceleration, for each gesture type separately. Figure 2 shows the relative frequency
distributions of D for these gesture properties relative to peak pitch (which defines the zero point).
A flat distribution curve of D would be an indication of a random occurrence of a kinematic
property of gesture with regards to peak pitch. We obtain a clearly non-uniform distribution of D
for beat, iconic, and pointing gestures, showing an impressive temporal coupling between gesture
and speech prosody. Furthermore, the data show that gesture’s peak velocity, peak acceleration and
gesture onset, all lead peak pitch in time (and is followed by peak deceleration). Gesture onset and
peak acceleration are clearly not the point at which gestures synchronize with peak pitch. For each
gesture property separately (i.e., onset, peak velocity, peak acceleration, peak deceleration), we
performed a within-subjects ANOVA to assess differences in D between each gesture type (3 levels:
beat vs. iconic vs. pointing gesture events; see Table B https://osf.io/c7qbm/). In the current sample,
we did not find statistically significant differences between gesture types for D. This suggests that
all the gestures types addressed here in this exploratory sample are roughly comparable in the
degree to which they synchronize with peak pitch. The Bayesian Analyses further show that the
observed data were 3 times or more likely under the null-hypothesis (absence of effect of gesture
type) for gesture onset, peak velocity, peak acceleration. However, for peak deceleration we did not
find substantial evidence for the null-model, suggesting that peak deceleration may differ in D
between gesture types (when tested with larger samples).
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Figure 2. Distribution of D’s: Gesture properties relative to peak pitch.

A further question that arises is whether there is one particular gesture property that is most closely
coordinated with peak pitch in speech. Since we did not find reliable statistical differences in D
between gesture types, we collapsed all beat, iconic, and pointing gesture events for the following
analyses. With this combined data, we performed a within-subjects ANOVA with gesture property
(peak velocity vs. peak acceleration vs. peak deceleration) as a within-subjects variable, and D as
the dependent variable.

We found that these gesture properties differed reliably in their D’s, F (2, 6) = 17.54, p <.001.
Paired post-hoc comparisons (p-values Bonferroni corrected) revealed that peak velocity shortly
led peak pitch (Mp = -39, SDp = 454, 95%CI[-90: 11]), as compared to peak deceleration which
followed peak pitch (p <.001; Mp =44, SDp =424, 95%CI[-3 : 92]). Peak acceleration was furthest
from peak pitch (Mp = -113, SDp = 494, 95%CI[-168 : -58]), and was statistically different from
peak velocity and peak deceleration (ps < .001). As can be seen, both peak velocity and peak
deceleration have 0 in their confidence intervals, suggesting that both closely synchronize with peak
pitch, with peak velocity shortly leading (39 ms), and peak deceleration shortly following (44 ms)
peak pitch.

4. Discussion

This exploratory study has provided the following preliminary implications with regards to classic
questions in gesture research. These implications should be regarded as tentative.

Firstly, gesture-speech synchrony is obviously occurring, as indicated by clear peaks in the
distributions of difference in timing (D) between peak pitch and kinematic gesture properties. This
synchrony with speech is remarkable given that beat, iconic, and pointing gestures each serve
different functions. The current results suggest that regardless of their role in discourse, all gestures
tend to emerge in synchrony with speech. However, it is clear from the relatively large standard
deviations of D that gesture-speech synchrony is not a 1-1 coupling, suggesting a more loose
temporal relation between gesture and speech (Loehr, 2012; McClave, 1994].

Secondly, we have disambiguated gesture’s anchor point with speech, by objectively assessing
which energetic peak in manual movement most closely aligns with energetic peak pitch. Most
clearly, gesture onset, and peak acceleration are not most closely synchronized with peak pitch. For
all gestures, peak velocity is closely synchronized with peak pitch (gestures lead speech with 39
milliseconds), but most notably for beat gestures. For iconic and pointing gestures peak deceleration
could also be a good anchor point for studying gesture-speech synchronization.
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Future research is needed to ensure that our findings can be reproduced in a more comprehensive
experiment. Also, we may wonder whether findings can be reproduced when movement of the non-
dominant hand can be made as well.
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