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ABSTRACT: Recent years have seen a huge progress in the development of phase-sensitive second-order laser spectroscopy which has proven to be a very powerful tool for the investigation of interfaces. In these techniques, the nonlinear interaction between two short laser pulses and the sample yields a signal pulse which subsequently interferes with a third pulse, the so-called local oscillator. To obtain accurate phase information, the relative phases between the signal and local oscillator pulses must be stabilized and their timings precisely controlled. Despite much progress made, fulfilling both requirements remains a formidable experimental challenge. The two common approaches employ different beam geometries which each yields its particular advantages and deficiencies. While noncollinear spectrometers allow for a relatively simple timing control they typically yield poor phase stability and require a challenging alignment. Collinear approaches in contrast come with a simplified alignment and improved phase stability but typically suffer from a highly limited timing control. In this contribution we present a general experimental solution which allows for combining the advantages of both approaches while being compatible with most of the common spectrometer types.

On the basis of a collinear geometry, we exploit different selected polarization states of the light pulses in well-defined places in the spectrometer to achieve a precise timing control. The combination of this technique with a balanced detection scheme allows for the acquisition of highly accurate phase-resolved nonlinear spectra without any loss in experimental flexibility. In fact, we show that the implementation of this technique allows us to employ advanced pulse timing schemes inside the spectrometer, which can be used to suppress nonlinear background signals and extend the capabilities of our spectrometer to measure phase-resolved sum frequency spectra of interfaces in a liquid cell.

INTRODUCTION

Second-order nonlinear spectroscopies like sum frequency, difference frequency, or second harmonic generation spectroscopy (SFG, DFG, or SHG, respectively) have recently become an indispensable tool for the characterization of interfaces. Compared to their linear counterparts, these techniques offer the advantage of interface specificity (within the electric dipole approximation) provided the adjoining bulk media possess centrosymmetry. This intrinsic interface sensitivity opens up the possibility to selectively probe and characterize interfacial species and to study interfaces between bulk condensed phases. As a result of these unique properties, SFG, DFG, and SHG spectroscopies have been successfully applied to study interfacial phenomena in research areas, including medicine,1,2 electrochemistry,3 environmental,4 and material sciences.5,6

In second-order nonlinear spectroscopies two incident laser fields $E_1$ and $E_2$ with different (SFG, DFG) or equal frequencies (SHG) are overlapped at the desired interface to generate a third field $E_{\text{sig}}$ which is detected and analyzed. This nonlinear process is driven by the complex material response which is described by the second-order susceptibility $\chi^{(2)}$.7–9

$$E_{\text{sig}} \propto \chi^{(2)} E_1 E_2$$ (1)

The spectrum of $\chi^{(2)}$ reveals resonant transitions in the interfacial species at the pump and/or the signal frequencies, and the sign of its imaginary part (± or −) is directly related to their orientation with respect to the interface.7–10 To extract the complex $\chi^{(2)}$ spectrum in a measurement, the amplitude and phase of the generated signal field $E_{\text{sig}}$ must be determined. Phase-sensitive techniques typically do so by superimposing $E_{\text{sig}}$ with a reference beam of known phase, the so-called local oscillator (LO).7,11 The detected heterodyned intensity $I_{\text{det}}$ is then given by

$$I_{\text{det}} = |E_{\text{sig}} + E_{\text{LO}}|^2$$ (2)

To obtain the desired phase and amplitude of the signal the quantity, $E_{\text{sig}}$ must be extracted from the measured intensity $I_{\text{det}}$. Various types of phase-sensitive nonlinear spectrometers
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that have recently been designed follow different approaches to achieve this. They can roughly be divided into two types: scanning time domain approaches (narrowband or broadband versions) and broadband multiplexed frequency domain techniques. In time domain approaches the intensity modulation in $I_{\text{det}}$ is recorded while the relative phases of $E_{\text{Sig}}$ and $E_{\text{LO}}$ are shifted. This can be done by scanning the relative time delay between the pulses $E_{\text{Sig}}$ and $E_{\text{LO}}$ or by modulating the carrier envelope phase within one of the pulses. This second possibility is exploited in a recently developed broadband time domain SFG scheme.

In the alternative broadband frequency domain approach, the local oscillator pulse is typically delayed by a few picoseconds with respect to the signal pulse leading to sharp interference fringes in the spectral domain which can be recorded by a polychromator. Through inverse Fourier filtering of $I_{\text{det}}(\omega)$ the phase and amplitude of $E_{\text{Sig}}$ can then be determined.

Apart from the aforementioned differences, all techniques rely on one common technical requirement: fine control over the relative phases between $E_{\text{Sig}}$ and $E_{\text{LO}}$ either for scanning the phases or for setting the pulse delays to the required values. The experimental implementation of such a control is, as we show in the following, nontrivial.

The advent of laser systems delivering femtosecond pulses has led to the development of broadband spectroscopic techniques which offer crucial advantages over the ordinary narrowband approaches. Performing nonlinear spectroscopy with such pulses increases the conversion efficiency of nonlinear processes and allows for covering a large spectral range in a single experiment without the need for time-consuming frequency scans. Obviously, if the two pump pulses are short (femtoseconds to picoseconds), they must be precisely overlapped in time to generate a nonlinear signal. In heterodyned second-order spectroscopy both the LO and the sample signal are typically generated consecutively by the same pump pulse pair (or a replica extracted by a beamsplitter) to ensure a well-defined phase relationship between $E_{\text{Sig}}$ and $E_{\text{LO}}$. The pump pulses must then be temporally overlapped at both the sample and the location of LO generation (typically a reference crystal) in the spectrometer. As shown above, it is simultaneously required that the relative time delay between the LO and the signal can be freely tuned.

The most common solution to achieve this timing control is to use a noncollinear spectrometer design (see Figure 1A). The pump pulses have thereby different incidence angles, and the generated LO and signal waves are emitted in a third direction (determined through phase matching). That way en route toward the sample the two pump pulses and the local oscillator all are spatially separated, allowing for independent control of their phases (e.g., by introducing dispersive media of various thickness in any of the beams). Though the ease of timing control in this noncollinear approach is highly beneficial, it comes with important technical and operational disadvantages. The spatial separation of the three beams between the reference and the sample position strongly reduces the phase stability of the interferometer, and the resulting phase drifts can severely distort the obtained complex spectra. This phase instability can be reduced by using common optics for all beams (see Figure 1A), which in turn leads to a strong reduction in degrees of freedom for the alignment of the three beams onto the sample. In particular, obtaining a perfect spatial overlap of the incident pump beams at both the sample position and the reference crystal while simultaneously matching the angle of the emitted signal to the reflection angle of the LO now becomes a considerable experimental obstacle. Furthermore, the phase matching direction or emission angle respectively for the signal and the LO depends in a noncollinear setup on the frequencies of the incident pulses, making a repetition of the alignment procedure mandatory whenever one of the frequencies is modified. Finally, this approach causes the relative phase of the LO and the signal to be sensitive to the exact positioning of the sample, which lowers comparability of the results from different samples.

All these challenges can be circumvented by using a full collinear design (Figure 1B) which offers improved phase stability, largely simplified alignment, and high phase reproducibility upon exchange of samples. However, this comes at the price of reduced flexibility to control the pulse timings. Any dispersive material that is inserted into the beam path between the reference crystal and the sample position now acts on all the three beams simultaneously. Achieving a correct setting of the different pulse timings is hardly possible with this method. A second undesired side effect of the collinear geometry is the possible generation of background nonlinear signal contributions originating from the surfaces of the beam guiding optics inside the spectrometer. Because of the collinearity, the pump beams do not exclusively overlap at the sample and reference crystal position but also at several other optical elements. Without a suitable experimental solution to this problem the resulting background contribution may be indistinguishable from the sample signal and can lead to distortion in the obtained complex spectrum. The comparison between the two spectrometer geometries seems to suggest that the choice to make use of the strength of one approach intrinsically excludes the possibility to benefit from the strengths of the other.

In this article we present a method that allows for combining the advantages of the noncollinear and the collinear spectrometer designs. The method is based on a collinear approach, and we will show how a precise timing control of the involved beams can still be achieved without any loss in experimental flexibility. Furthermore, we will demonstrate how the contributions from background signals that appear in collinear spectrometers can efficiently be suppressed.
In the next section we first present the general principles and equations for the collinear timing control, followed by the result section, where we demonstrate the performance of the technique using two representative applications: the successful suppression of background signals and the measurement of the heterodyned vibrational second-order spectrum of a self-assembled monolayer inside an electrochemical cell.

**CONCEPT**

The key to a precise timing control between the pulses $E_{\text{OG}}$ and $E_{\text{LO}}$ in a collinear beam geometry without affecting the phases of the pump pulses $E_1$ and $E_2$ is to introduce the relative time delay between the signal and the LO in the detection beam path after the sample and the reference crystal. Here the presence of the pump pulses is not required; they can thus be filtered out, and only two beams with the same frequencies, the LO and the SFG signal, remain propagating collinearly. To address the two pulses independently, they need to differ in at least one property. One possible way is to make use of their respective polarization direction. Supposing $E_{\text{OG}}$ and $E_{\text{LO}}$ have orthogonal polarization, then we can shift their timing using a birefringent crystal as shown in the following.

The time $T$ any light pulse takes to travel through a bulk material depends on its frequency $\omega$ and the corresponding refractive group index $n_g(\omega)$ as well as the distance $l$:

$$T = \frac{n_g(\omega)l}{c}$$  \hspace{1cm} (3)

with $c$ being the speed of light in a vacuum. The distance $l$ depends on the bulk thickness $d$, the wave’s angle of refraction $\alpha'$, and its polarization. In the case of a uniaxial birefringent crystal, two values for $l$ are obtained corresponding to the ordinary and extraordinary propagation inside the crystal and are given by

$$l_{o,e} = \frac{d}{\cos(\alpha'_{o,e} + \rho_{o,e})}$$  \hspace{1cm} (4)

Here $\rho$ is the walk-off angle which accounts for the mismatch between the Poynting and wave vector in anisotropic media. While $\rho$ is zero for the ordinary wave, its value for the extraordinary wave can be calculated according to:

$$\tan(\rho) = \frac{\sin(\delta + \alpha'_e) \sin(\delta + \alpha'_o) (n_{p,o}^2 - n_{p,e}^2)}{n_{p,o}^2 \sin^2(\delta + \alpha'_e) + n_{p,e}^2 \cos^2(\delta + \alpha'_e)}$$  \hspace{1cm} (5)

In this equation $n_{p,o}$ and $n_{p,e}$ are the ordinary and extraordinary phase refractive indices, respectively, and $\delta$ the crystal cut angle as defined in Figure 2.

$\alpha'$ is obtained via Snell’s law as a function of the incident angle $\alpha$ (eq 6):

$$(\alpha'_{o,e}) = \sin^{-1}\left(\frac{\sin(\alpha)}{n_{p,o,e}(\alpha)}\right)$$  \hspace{1cm} (6)

A pulse whose electric field is orthogonal to the optical axis (OA), such as the nonlinear signal, always experiences the same phase refractive index $n_{p,o}$ which is independent of the refracted angle. In contrast, a pulse whose electric field lies in the plane defined by the pulse’s wave vector and the OA (e.g., the local oscillator) will experience an effective phase refractive index $n_{p,\text{eff}}$ given by:

$$n_{p,\text{eff}} = \frac{n_{p,o} n_{p,e}^3}{\sqrt{n_{p,o}^2 \sin^2(\delta + \alpha'_e) + n_{p,e}^2 \cos^2(\delta + \alpha'_e)}}$$  \hspace{1cm} (7)

Combining eqs 6 and 7, we can calculate the effective phase index as a function of the incidence angle $\alpha$. For $\delta \neq 0$ the equations need to be solved numerically.

Inserting the result into eq 6, we obtain the refractive angle $\alpha'$ which can be used to determine the individual transit times for the two pulses through the material (eqs 3 and 4). The effective group index required for this calculation is the material constant $n_{\text{OA}}$ for the ordinary wave while the corresponding value for the extraordinary wave can be calculated in the same manner as the phase index, using the respective values for the ordinary and extraordinary group refractive indices $n_{p,o}$ and $n_{p,e}$:

$$n_{g,\text{eff}} = \frac{n_{g,o} n_{g,e}^3}{\sqrt{n_{g,o}^2 \sin^2(\delta + \alpha'_o) + n_{g,e}^2 \cos^2(\delta + \alpha'_e)}}$$  \hspace{1cm} (8)

To obtain the overall relative delay of the two pulses upon arrival at the detector, one has to finally account for the additional distance that the ordinary beam travels outside the birefringent crystal (eq 9) caused by the difference in the refracted angles between the ordinary and the extraordinary waves:

$$T_{\text{rel}} = \frac{1}{c}((\tan(\alpha'_{o}) - \tan(\alpha'_{e}))d \sin (\alpha))$$  \hspace{1cm} (9)

The curve showing the overall induced time delay between the two pulses as a function of incident angle is also shown in Figure 2. The calculation was performed assuming a 1 mm thick calcite crystal with a crystal cut angle of 25° at a wavelength of 645 nm, which corresponds to our experimental parameters. The results show that such a birefringent crystal can indeed be used to smoothly vary the relative time delay between the LO and the nonlinear signal pulse over hundreds of femtoseconds. The crystal must be aligned such that the LO
electric field lies either in or orthogonal to the plane defined by the wave vector and the OA. Larger delays if desired can be obtained using a thicker crystal or by modifying the crystal cut angle.

With this possibility of controlling the time delay between the signal and the LO pulse in hand, we come to the question of how the interference between the two pulses can be detected. Within our assumption the two beams are orthogonally polarized and hence do not show any interference effects if detected directly. However, they can be brought to interference by introducing a balanced detection scheme. To do so, the polarizations of the two beams are each projected onto two new polarization axes which are rotated by 45°. This can be realized with a combination of a waveplate with a polarizing beamsplitter which are placed behind the birefringent crystal (see Figure 2). The resulting two beams now both contain the interference between the two pulses, however, with opposite signs as shown in eq 10 and depicted in Figure 2.

\[
\begin{align*}
I^- &= \frac{1}{2} |E_{\text{Sig}}|^2 + \frac{1}{2} |E_{\text{LO}}|^2 - E_{\text{Sig}} E_{\text{LO}} \\
I^+ &= \frac{1}{2} |E_{\text{Sig}}|^2 + \frac{1}{2} |E_{\text{LO}}|^2 + E_{\text{Sig}} E_{\text{LO}}
\end{align*}
\]

(10)

Recording the difference of the detected intensities from both resulting beams allows to isolate the pure interference term. Furthermore, the cancellation of the square terms $|E_{\text{Sig}}|^2$ and $|E_{\text{LO}}|^2$ in the difference of the detector response efficiently reduces noise that originates from intensity fluctuations, mainly from the much stronger LO. Improvements of 1 order of magnitude in signal-to-noise ratio can easily be achieved with this detection scheme.

So far, we have assumed that the signal and LO waves are orthogonally polarized. To use the presented technique for second-order spectroscopy studies, we need to consider the different signal polarizations that can be generated in the sample. In such measurements the nonlinear sample signal is typically acquired as a function of the polarization combination between input and output fields with respect to the sample surface (S or P polarizations). To measure the response in a particular polarization combination (e.g., PPP) using the presented technique, the polarization of the local oscillator must be tuned to be orthogonal to the polarization of interest of the nonlinear signal (in this example to S polarization). In the case that the nonlinear sample signal is purely S or P polarized for a given set of pump beam polarizations (as is the case for most samples), we directly obtain through balanced detection the desired interference term between the LO and the nonlinear signal as shown in eqs 10. However, for samples that possess in-plane anisotropy the nonlinear signal can have contributions in both polarization directions (S and P) which give rise to two additional interference terms in eqs 10. While the interference term between the LO and the parallel polarization component of the sample signal cancels just as the square terms (interference term has equal signs for both detectors), the interference between the two polarization components of the nonlinear signal contributes to the balanced result. Although this undesired interference term is usually much smaller than the cross-term with the LO (the LO intensity is typically much larger than the sample signal), its presence can have an impact on the obtained nonlinear spectrum depending on the spectrometer type where the presented technique is implemented. The time domain SFG approach used in this contribution is based on a phase modulation between the nonlinear sample signal and the LO (see the Results section and Supporting Information) which leads to a modulation of the corresponding cross-term. The interference between two possible polarization components in the sample signal in contrast remains constant during this modulation. Consequently, its contribution does not affect the resulting spectrum. This situation is different, for example, in the case of the common broadband frequency domain SFG approach. Here, both cross-terms would contribute to the interference fringes in the spectral domain which can require their separation. One possibility to remove the undesired contribution for this spectrometer type is to simply perform a second measurement of the sample with the local oscillator blocked and to subtract the result from the previous acquisition.

In conclusion, by placing the birefringent crystal and the balanced detection scheme in series in the detection beam path, we can obtain control over the relative pulse delays and detect any polarization component of a nonlinear signal from the sample. Importantly, this holds independently from the polarization states of the pump pulses since they are no longer present in the detection beam path.

One additional important requirement for this type of detection is, however, that the LO exhibits a clean linear polarization. Furthermore, this polarization must be tunable to any polarization direction independent of the selected polarizations of the pump beams. Achieving this in a collinear beam geometry is again nontrivial because in this case the polarization of the LO cannot be controlled by placing a waveplate and a polarizer into the LO beam. One solution is to use a thin z-cut $\alpha$-quartz crystal for the generation of the LO, which is placed at normal incidence into the beam path of the two collinear pump pulses before or after the sample. As a result of the noncentrosymmetric crystal structure of the $\alpha$-quartz, a second-order signal is generated inside the bulk which is emitted in transmission direction and can be subsequently used as LO. Because in our collinear case all beams travel along the quartz’ OA, the pulses do not experience any birefringence, and as a consequence the resulting LO pulse is perfectly linearly polarized. Furthermore, as shown in the Supporting Information, the polarization direction of the LO can be continuously tuned by simply rotating the quartz crystal about its $z$-axis. This property thereby holds for any combination of pump beam polarization. The use of the $z$-cut quartz wafer to generate the LO thereafter offers precisely that degree of flexibility in polarization control which is needed.

As illustrated above, the technical solution to include all the advantages of a noncollinear beam geometry in a collinear spectrometer design contains three parts: (1) the control of the relative time delay between the LO and the signal using a birefringent crystal, (2) the balanced detection scheme to extract the interference term, and (3) LO generation with polarization control in a z-cut $\alpha$-quartz crystal. There have recently been quite similar approaches published where pulse delay control is achieved by exploiting the properties of a birefringent crystal inside the spectrometer (mainly for SHG spectrometers). However, the way this timing control is implemented requires a certain polarization combination between pump and signal pulses which limits the applicability of the technique to particular experimental settings. In contrast, the approach presented here is a general solution.
which is compatible with most of the common SHG and SFG spectrometer types (time domain as well as frequency domain techniques) without imposing any limitations on the choice of beam polarizations. Furthermore, it can be implemented in already existing homodyned second-order spectrometers quite easily to upgrade them into more powerful, collinear, and phase-sensitive heterodyned versions.

## RESULTS AND DISCUSSION

After the introduction of the concept for adjusting the delay between the local oscillator (LO) and the nonlinear sample response in collinear spectrometers, we now demonstrate its experimental application. The experiments are performed using our recently developed phase-sensitive, collinear, time domain SFG spectrometer shown in Figure 3 where we implemented the described optical setup in the detector beam path.\(^\text{17}\) In this time domain approach the sum frequency signal and the LO pulse are generated by nonlinear mixing of two ultrashort pump pulses—one in the infrared spectral range and the other centered at 800 nm. The 800 nm beam is aligned to consecutively pass a z-cut quartz wafer at which the LO is generated and the sample while the beam is overlapped at these two positions with individual portions of the infrared beam in a collinear fashion (see Figure 3). The separation of the two IR portions is achieved by the use of a beamsplitter, and both partial beams are fed into the 800 nm beam path by two custom-made incoupling optics. While this splitting of the infrared pulses into two portions is a mandatory step in this time domain SFG technique, it can also be beneficial to other spectrometer types (e.g., frequency domain approaches). Above 3500 nm α-quartz shows significant absorption of infrared light which can lead to intensity losses on the way to the sample. Using two portions of the infrared light for the generation of the LO and the sample signal circumvents this problem. After filtering out the pump beams the resulting heterodyned SFG signal passes a calcite plate for pulse delay control to be finally detected by using the aforementioned balanced detection setup. An interferogram is recorded by modulating the carrier envelope phase (CEP) and amplitude of the SFG signal with respect to the CEP of the LO while the SFG signal and the LO temporally overlap to maximize the interference amplitude.\(^\text{13}\) The CEP modulation is obtained by shifting the relative phases (changing the time delays) of the two infrared portions used to generate the LO and signal pulse, respectively. Fourier transformation of the resulting interferogram yields the complex valued SFG spectrum which is frequency resolved along the IR spectral axes. More details about the optical setup can be found in the Supporting Information and in the corresponding publications.\(^\text{17,31}\)

### Suppression of Background SFG Contributions.

In a first example to demonstrate the capabilities of our technique, we turn to the problem of possible contamination of a nonlinear signal with background contributions caused by the collinear design (see the Introduction). In our spectrometer background signals can originate from the incoupling optic and the focusing parabolic mirror depicted in Figure 3. This situation is schematically shown in Figure 4A. Although these background contributions are generally small because the beams are usually not focused other than onto the sample and the reference crystal for the generation of the LO, they can become significant when samples are investigated which only yield small nonlinear signals.

Figure 4A shows a measurement of the nonresonant SFG response of a z-cut α-quartz sample which we use to illustrate this problem. The obtained interferogram contains the sample signal and a background SFG contribution of unknown magnitude. Without employing a suitable technique these contributions are inseparable.

One possible way of distinguishing these signals in a collinear approach is to avoid that the pulses simultaneously overlap in time at the sample and the beam guiding optics. This can be done by introducing a 3 mm thick fused silica plate at normal incidence into the beam path right before the sample (see Figure 4B). Because of group velocity dispersion (GVD) inside the material, the different pulses get temporally separated and no longer arrive at the sample simultaneously. This temporal separation of the two pump pulses leads to a suppression of the sample signal. However, the background SFG and LO experience the same delay through GVD inside the fused silica and still overlap in time at the detector and thus show an interference signal. Note that the calcite delay crystal is not installed in these cases of Figure 4A,B. The resulting interferogram is shown in Figure 4B and displays the isolated SFG background contribution. As expected, its amplitude is smaller than the nonlinear sample signal, but with a ratio of 1:10 it can easily be resolved. Considering that our sample signal originates from the relatively strong off-resonant bulk response of α-quartz the obtained size of the background contribution is indeed significant. For studies of samples that yield smaller nonlinear signals the relative size of the background contribution would be increased up to the point that it could even dominate the overall signal. This finding is remarkable since we took extensive precautions to avoid the generation of such signals during the design process of the spectrometer. Such precautions include, for example, a careful choice of the materials used for the installed optics and keeping reflection angles close to normal incidence. The presence of such background signals is therefore likely to be a common phenomenon in collinear spectrometers. In fact, phase shifts and spectral distortions originating from the interference of the sample signal with such background contributions may have contributed to the difficulties to obtain reproducible phase-resolved SFG spectra from the air–water interface which have resulted in controversial discussions.\(^\text{14,30–32}\) It might therefore be appropriate to revisit some phase-resolved SFG studies while accounting for background signals.
Using the technique presented in Figure 4B, we can determine the amplitude and phase of the background SFG, and we could in principle subtract the resulting interferogram from the total interferogram acquired before (Figure 4A). However, it would be more convenient and certainly more accurate if the background contribution was suppressed during the sample measurement. To achieve this, we keep the previously installed fused silica plate in the beam path but move the relative pulse delays between the IR and upconversion beam such that they exclusively overlap in time at the sample position. The resulting timing mismatch between the LO and the sample signal is compensated by inserting and adjusting the calcite crystal. Analogous to the suppression of the sample signal in Figure 4B, the result should here be a suppression of the background contribution. However, because of the GVD in the fused silica plate, the LO now lags behind the upconversion beam and hence ultimately behind the sample signal, which largely diminishes the interference amplitude. As shown in the Concept section, this timing mismatch can be compensated by inserting and tuning the calcite plate in the detection beam path. The resulting interferogram is depicted in Figure 4C and shows the desired pure sample spectrum. The amplitude of the interferogram is comparable to the measurement in Figure 4A. This confirms the successful delay compensation with the calcite plate.

The analysis of the three interferograms in Figure 4A–C is based on the assumption that the signal suppression by introducing the respective time delays is efficient and that there is no signal generated inside the fused silica window. While the latter assumption is clearly supported by theoretical considerations (see the Supporting Information), the validity of both assumptions can be tested experimentally. In this control experiment a second fused silica window is introduced into the beam path before the sample, and the settings for the initial relative pulse delays are kept the same as in Figure 4C. The schematic representation of this experiment is shown in Figure 4D. In this configuration the background and the sample SFG should both be suppressed, and according to the second assumption we do not expect any nonlinear signal from the second fused silica plate. We should thus not detect any interference signal in the experiment. The result of the measurement shown in Figure 4D is in perfect agreement with this prediction. This confirms the validity of our analysis.

The experimental settings in Figure 4C are thus an approach to obtain precise and background free SFG spectra within our spectrometer type while benefiting from its collinear design. Similar timing schemes can also be adopted for other experimental approaches such as frequency domain techniques in a straightforward manner.

Phase-Resolved SFG Measurements of Electrochemical Interfaces in a Liquid Cell. In the second application example we turn to the field of SFG studies of buried interfaces such as the electrode surface in an electrochemical cell. To gain insight into fundamental electrochemical processes that take place at the electrode–electrolyte interface, those surfaces have been extensively characterized by using homodyne vibrational SFG.33–36 The typical goal in these studies is to identify molecular species at the interface by analyzing their vibrational resonances in a SFG spectrum. One challenge in such
investigations is the presence of a nonresonant (with respect to the infrared frequencies) SFG contribution \( \chi_{NR}^{(2)} \) which arises from the surface of most metal electrodes. \( \chi_{NR}^{(2)} \) exhibits a particular but often unknown phase and mixes with the resonant molecular responses \( \chi_{R}^{(2)} \) (quite analogous to the background SFG in the previous example). The effective second-order susceptibility is then given by eq 11.

\[
\chi^{(2)} = \chi_{NR}^{(2)} + \chi_{R}^{(2)}
\]

(Homodyned SFG techniques directly measure the spectral intensity of the emitted SFG signal: the squared modulus of the effective susceptibility. The obtained spectrum is then the frequency-dependent \( |\chi^{(2)}|^{2} \).

\[
|\chi^{(2)}|^{2} = |\chi_{NR}^{(2)}|^{2} + |\chi_{R}^{(2)}|^{2} + 2\text{Re}(\chi_{NR}^{(2)}\chi_{R}^{(2)}^{*})
\]

(12) Problematic for the analysis of such spectra is the presence of the interference cross-term \( |\chi_{NR}^{(2)}\chi_{R}^{(2)}| \) which can significantly alter the spectral shape of the resonant features depending on the phase and amplitude of the nonresonant contribution. The phase and amplitude of \( \chi_{NR}^{(2)} \) in turn have been shown to sensitively depend on the surface potential and surface electronic structure of the electrode. For potential-dependent measurements it is therefore highly nontrivial to evaluate whether observed changes in a measured homodyned SFG spectrum originate from changes in the resonant response of the interfacial molecular species caused by e.g. changes in molecular orientation or structural changes as a result of electrochemical reactions or from a change in the nonresonant response. Obtaining a correct interpretation of the observed spectral changes is without further knowledge hardly possible. Applying heterodyned vibrational SFG spectroscopy to these systems can overcome this ambiguity because the quantity \( \chi^{(2)} \) is directly measured as in eq 11. This allows for separately analyzing changes in the two contributions. However, to our knowledge such measurements have so far not been realized.

Performing heterodyned SFG spectroscopy on these buried liquid–solid interfaces is a very similar experiment to that shown in Figure 4C. To prevent the evaporation of the solvent, such cells are typically covered by some window material (see Figure 5A). Because all beams must pass through the window and the liquid to access the interface of interest, they experience a GVD similar to the case of introducing the fused silica plate into the beams. As for the fused silica case the resulting timing mismatch between LO and SFG signal can be compensated by tuning the calcite plate in the detection beam path.

To demonstrate the functionality of our approach for the investigation of electrochemical interfaces, we present SFG measurements of a self-assembled monolayer (SAM) of octadecanethiol (ODT) on a gold mirror. The sum frequency spectrum of the Au-ODT SAM in air is dominated in the C–H stretch region by three distinct resonance peaks from the terminal methyl groups of the molecular chain. These resonant peaks can be attributed to the symmetric C–H stretch vibrations at \( \nu \approx 2875 \text{ cm}^{-1} \) and \( \nu \approx 2935 \text{ cm}^{-1} \) (Fermi resonance) and to the antisymmetric stretch vibration at \( \nu \approx 2962 \text{ cm}^{-1} \). Two additional small peaks usually observed in ODT SAMs at \( \nu \approx 2850 \text{ cm}^{-1} \) and \( \nu \approx 2900 \text{ cm}^{-1} \) are related to gauche defects in the SAM.

To mimic the experimental situation in an electrochemical cell, we enclosed the ODT-covered gold surface in a liquid cell (see Figure 5A). This cell consists of the sample and a 50 \( \mu \text{m} \) thin Teflon spacer covered with a calcium fluoride (\( \text{CaF}_2 \)) window. The small volume between the sample and the window is filled with deuterated acetonitrile.

In a first measurement the sum frequency spectrum of the sample is acquired without compensating for the GVD in the \( \text{CaF}_2 \) window followed by the same experiment with the calcite crystal installed in the detection beam path for compensation. The resulting magnitude spectra are depicted in Figure 5B. The spectrum obtained with the GVD compensation (black line) nicely shows the three expected resonance peaks (appearing as dips) of the ODT SAM on top of a broad nonresonant background signal which originates from the Au surface. The spectrum obtained without compensation (green line), in contrast, shows a largely reduced signal intensity which is only slightly above the noise level in the spectrum. Interestingly, the relative phases between resonant and nonresonant contributions seem here to be inverted. This result clearly shows that the timing mismatch between the LO and the SFG signal leads to severe spectral distortions and confirms the necessity of the time delay compensation.

To verify whether our delay compensation technique yields an accurate spectrum, we also compare the result to a spectrum of the Au-ODT sample exposed to air where no compensation is required (see Figure 5C).

The well-ordered and dense structure of the SAM should, for steric reasons, prevent the molecules from changing their orientation or structure when in contact with the liquid. We thus expect that the nonlinear spectral responses of the ODT
monolayer are similar in both experiments. Figure 5C shows the imaginary (absorptive) part of the second-order susceptibility for the Au-ODT sample which are extracted from the measurements in the liquid cell (black line) and in air (red dotted line). Comparing the line shapes of the three resonance peaks from the ODT layer shows indeed a very close match between the two spectra. The most prominent differences appear in the spectrum from the liquid cell in regions outside the frequency window of the ODT resonances. They are labeled a and b (onset of a negative peak) in Figure 5C. Because these peaks also appear in a control experiment of the same cell without ODT (not shown in this contribution), they must originate from molecular species which are introduced with the solvent. However, deuterated acetonitrile does not show significant bulk absorption peaks in the measured region. The exact origin of the peaks is unknown, but they likely originate either from impurities in the solvent which accumulate at the gold surface or from solvent related formation of interfacial species which interact with the gold layer. While a more detailed investigation of the origin of peaks a and b is beyond the scope of this contribution, the comparison to the Au-ODT spectrum in air indicates that the phase-resolved spectrum measured in the liquid cell is indeed accurate.

Furthermore, this example shows more generally how our timing control technique enables us to extend the capabilities of our collinear spectrometer e.g. to SFG studies on electrodes in electrochemical cells.

SUMMARY
We have presented an experimental method that allows for precise timing control between the local oscillator and the nonlinear signal in collinear spectrometers for second-order nonlinear spectroscopy. By exploiting the polarization-dependent group delay in a birefringent crystal in combination with a polarization-based balanced detection scheme, this technique yields continuous tunability of the relative pulse delay without imposing any particular requirements on the polarizations of pump pulses or the detected sample signal. The presented solution for the timing control is very general and can readily be implemented in most of the common spectrometer types including time domain and frequency domain approaches. That way it is possible to benefit from the superior phase accuracy and a simplified spectrometer alignment of a collinear design while maintaining full experimental flexibility.

The applicability of this technique goes beyond simple measurements of nonlinear spectra in a collinear spectrometer. As demonstrated in the Results section, we can use the ability to control the pulse delay to freely modify the pulse sequences in different places inside the spectrometer. We have shown that this can be used to either isolate or suppress the nonlinear background contributions which originate from the beam steering optics inside the optical setup. Our results indicate that such background signals can indeed have a significant size in collinear setups which potentially results in falsified nonlinear sample spectra. The presented suppression method is therefore an essential ingredient to ensure high accuracy in the nonlinear spectra obtained with a collinear approach.

Furthermore, we have demonstrated how the technique extends the capabilities of our time domain SFG spectrometer to measure phase-resolved spectra of buried interfaces which are enclosed in a liquid cell. These types of measurements will be further pursued to investigate the fundamental processes at electrochemical interfaces.
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