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ABSTRACT

Understanding spoken language requires the integration and weighting of multiple cues, and
may call on cue integration mechanisms that have been studied in other areas of perception.
In the current study, we used eye-tracking (visual-world paradigm) to examine how contextual
speech rate (a lower-level, perceptual cue) and morphosyntactic knowledge (a higher-level,
linguistic cue) are iteratively combined and integrated. Results indicate that participants used
contextual rate information immediately, which we interpret as evidence of perceptual
inference and the generation of predictions about upcoming morphosyntactic information.
Additionally, we observed that early rate effects remained active in the presence of later
conflicting lexical information. This result demonstrates that (1) contextual speech rate
functions as a cue to morphosyntactic inferences, even in the presence of subsequent
disambiguating information; and (2) listeners iteratively use multiple sources of information to
draw inferences and generate predictions during speech comprehension. We discuss the
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implication of these demonstrations for theories of language processing.

1. Introduction

Speech is an important part of human behaviour. From
energy fluctuations in the air, we are able to infer
complex meaning, acquire novel information, and
experience rich emotions. Doing so requires us to mini-
mally map the properties of the acoustic signal onto
more abstract units, such as phonemes, morphemes, syl-
lables, words, and sentences. Establishing this mapping
between perception and meaning is, however, rarely
straightforward, because the acoustic speech signal
does not carry unambiguous, physically quantifiable
markers for abstract, hierarchical linguistic units and
structures. On top of that, it can contain multiple
sources of noise, variation and uncertainty. How does
the brain accomplish this ill-posed task of mapping the
acoustic signal onto linguistic units and structures?
One branch of speech perception models aiming to
help answer this question is tightly linked to psychophy-
siological models of cue integration. The goal of the
current study is to examine how signal-based, percep-
tual (relative duration) cues and knowledge-based, lin-
guistic cues (morphosyntactic cues to gender) are
iteratively combined within such a framework of cue
integration.

1.1. Cue integration as a mechanistic model for
perception

Cue integration as a psychophysiological mechanism has
been researched in depth in the fields of vision and mul-
tisensory perception. The underlying idea is that our per-
ceptual experience of the world emerges from drawing
inferences based on the synthesis of multiple incoming
pieces of sensory information, or cues (Ernst & Biilthoff,
2004; Fetsch, DeAngelis, & Angelaki, 2013). A cue can,
in principle, be “any signal or piece of information
bearing on the state of some property of the environ-
ment” (Fetsch et al., 2013, p. 12) or “any sensory infor-
mation that gives rise to a sensory estimate” (Ernst &
Bilthoff, 2004, p. 163; see also their brief discussion of
why defining a cue is so hard). Multiple cues to a
specific percept are combined by means of summation
and, to alleviate the sampling uncertainty arising from
the fact that different cues may not be equally reliable
in any given situation, integrated (or weighted) by
means of normalisation. A cue’s reliability in a given situ-
ation is thus encoded as its weight during the integration
process. This can be formalised both as a linear operation
(Equation 1), or in terms of Bayesian inference (see, for
example, Fetsch et al, 2013, or Landy, Banks, & Knill,
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2011, for a more detailed overview of the underlying
computations). One of the most attractive aspects of
cue integration as a model of perception is the neuro-
physiological plausibility of its underlying computations:
summation and normalisation have been proposed as
canonical neural computations that the brain uses to
solve problems across different brain regions, modalities
and contexts (Carandini & Heeger, 1994, 2012).

n
5(\: ZW,'X,‘ (1)
i=1

Equation (1) (from Landy et al.,, 2011).X is the estimate of
the percept, and x; is an individual cue with its associated
weight w;.

1.2. Speech perception as cue integration

Models related to cue integration have been proposed for
phoneme categorisation as early as the 1970s (e.g. Oden &
Massaro, 1978; Sawusch & Pisoni, 1974). More recently, C-
CuRE (“Computing Cues Relative to Expectations”; e.g.,
McMurray, Cole, & Munson, 2011; McMurray & Jongman,
2011), a model of speech perception that takes context
into account, has been proposed and investigated exten-
sively (e.g. Apfelbaum, Bullock-Rest, Rhone, Jongman, &
McMurray, 2014; McMurray, Cole, & Munson, 2011;
Toscano & McMurray, 2015). In C-CuRE, acoustic cues are
encoded relative to specific values that the listener
expects in a given situation. Crucially, these expectations
can be established and adjusted based on other acoustic
cues. The basic computation behind C-CuRE is linear
regression: Initial regression equations predicting specific
cue values are established based on previous knowledge
and contextual information. These regression functions
are a formalisation of what McMurray and Jongman
(2011) term “expectations”. Newly perceived cues are inter-
preted relative to these expectations by computing the var-
iance of the perceived cue from its predicted value. Note
that this notion of “computing cues relative to expec-
tations” bears striking similarities to the concept of com-
puting prediction errors within a predictive coding
framework (Toscano & McMurray, 2015).

Models such as C-CuRE propose different types of
acoustic cues that are involved in making categorisation
decisions on a phonemic level, and they make some pre-
dictions about how these cues interact amongst each
other (e.g. McMurray & Jongman, 2011; Toscano & McMur-
ray, 2015). However, they do not go beyond acoustic cues,
and they do not make predictions about how phoneme
categorisation might tie into a framework of speech com-
prehension that takes higher-level language comprehen-
sion as the goal of the perceptual system. There is wide-
spread evidence that phoneme perception can be

influenced by higher-level non-acoustic cues (e.g.
Connine & Clifton, 1987; Fox, 1984; Ganong, 1980; Martin,
Monahan, & Samuel, 2017; Pitt & Samuel, 1993; Rohde &
Ettlinger, 2012; van Alphen & McQueen, 2001), so any com-
prehensive model of speech comprehension has to
account for the ways in which sensory, signal-based cues
interact with morphosyntactic, lexical, pragmatic, and
other knowledge-based information online (cf. Kaufeld,
Ravenschlag, Meyer, Martin, & Bosker, in press).

Notably, a cue-based model of word segmentation was
proposed by Mattys, White, and Melhorn (2005): Based on
a series of word detection experiments, they suggested a
hierarchy of cues for word segmentation, where both
signal-based and knowledge-based cues are taken into
account by the language comprehension system. The
model is organised into three tiers (Tier I: lexical tier; Tier
Il segmental tier; Tier Ill: metrical prosodic tier), with
cues from higher levels of the tier hierarchy (correspond-
ing to lexical and contextual information) taking pre-
cedence over cues from lower levels (Mattys et al.,
2005). Based on a further set of experiments (Mattys,
Melhorn, & White, 2007), the authors later updated their
model to include a more “graded” relationship between
cues from different tiers. Especially this later model is
very similar in idea to models of cue integration, where
cues can be dynamically combined across levels of per-
ceptual hierarchy (cf. Kaufeld et al., in press). However,
the model suggested by Mattys et al. (2005, 2007)
focusses on word segmentation, leaving open the impor-
tant question of how the comprehension system achieves
understanding above and beyond segmenting the acous-
tic signal into words.

1.3. Language comprehension as cue integration

Martin (2016) proposed cue integration as a general
mechanism for language processing on all levels, outlin-
ing how such a model can begin to explain all stages of
language comprehension and production, from sensory
processing to dialogue. In this model, functional equiva-
lents to formal linguistic representations and higher-level
meaning are inferred from sensory information by itera-
tively extracting, combining, and integrating relevant lin-
guistic cues (cf. Figure 1). Martin (2016) suggests a
cascading architecture where cues can be combined
and integrated across different levels of language com-
prehension through a process called sensory resampling.
By resampling the input across different levels of proces-
sing, multiple cues can be derived from the same sensory
input. Linguistic representations that have been inferred
from sensory cues can thus, in turn, be cues for higher
levels of representations. For example, acoustic cues
can give rise to abstract percepts such as phonemes
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Figure 1. Simplified graphical representation of the cue integration architecture for speech comprehension (adapted from Martin,
2016). Cues and their corresponding reliabilities, represented by Gaussian icons, are integrated across different levels of linguistic hier-
archy. Predictions about upcoming linguistic information are visualised by black arrows pointing forward. Grey arrows represent sensory
resampling, such that cues from different linguistic levels of representations can influence each other.

and morphemes; phonemes and morphemes can, in
turn, act as cues towards the percept of a word; words
can be cues to phrasal representations; and so on. In
other words, cues are not only representations of the lin-
guistic input, they also form the link between represen-
tations from different levels of linguistic hierarchy
(Martin, 2016). Note how this differs from the notion of
cues in most connectionist frameworks, such as the Com-
petition Model (e.g. Bates & MacWhinney, 1987), where
cues and their weights arise from inherent properties
and features of a language. Within the model of cue inte-
gration suggested by Martin (2016), cues mark the trans-
form of the sensory signals of speech and sign into
structured linguistic representations. A significant part
of this neural transform is performed by internally gener-
ated representations that have been generalised into lin-
guistic knowledge after learning — potentially, but not
exclusively, from language-inherent features.

More generally, within a framework of cue integration,
a psycholinguistic cue can be any source of information
that is relevant for language processing, including
endogenously generated representations and predictions
(Martin, 2016). In the following section, we will briefly
discuss how cue integration as a model of language com-
prehension can speak to the current debate about the role
of prediction and anticipatory language processing (cf.
Huettig, 2015; Nieuwland et al., 2018).

1.4. Cue integration and prediction during
language processing

The role of our expectations about upcoming linguistic
information in language comprehension has been
investigated extensively in the last two decades (see

Huettig, 2015; Nieuwland et al, 2018, for comprehen-
sive reviews). Anticipatory language processing has
been shown to occur for features on multiple levels
of language processing, including semantic (Altmann
& Kamide, 1999; Federmeier & Kutas, 1999; Federmeier,
McLennan, Ochoa, & Kutas, 2002; Szewczyk & Schrie-
fers, 2013), orthographic (Laszlo & Federmeier, 2009),
morphosyntactic (Kamide, Scheepers, & Altmann,
2003; Kaufeld et al., in press; Van Berkum, Brown, Zwit-
serlood, Kooijman, & Hagoort, 2005; Wicha, Bates,
Moreno, & Kutas, 2003; Wicha, Moreno, & Kutas, 2003,
2004), and specific visual features (Rommers, Meyer,
Praamstra, & Huettig, 2013). Based on these findings,
several psycholinguistic models have been built on
the assumption that prediction is one of the fundamen-
tal mechanisms of language processing (e.g. Dell &
Chang, 2013; Pickering & Garrod, 2007). These models
are in line with more general models of cognition
where brains are seen as “prediction machines” that
are “constantly engaged” in the task of minimising
the prediction error between incoming sensory infor-
mation and previously established expectations (Clark,
2013). However, as Huettig and Mani (2016) and
others (e.g. Huettig, 2015; Nieuwland et al., 2018; Raba-
gliati & Bemis, 2013) have pointed out, these “strict pre-
diction models” fail to explain how we understand
language in situations where upcoming linguistic infor-
mation cannot (or need not) be predicted. In order to
account for all of the available empirical findings, psy-
cholinguistic models are needed that allow listeners
to make predictions when they can (because it might
be helpful for further language processing), but to
avoid doing so when they can’t (because the input
might be too noisy or not informative enough).
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As Martin (2016) points out, this optional capacity to
make predictions can be implemented within a frame-
work of cue integration. Bottom-up activity corresponds
to integrated cues and their reliabilities, which are com-
pared against top-down predictive activations. The
potential mismatch between integrated cues and predic-
tions is fed forward as a subset of cue reliabilities, corre-
sponding to the notion of a “prediction error”. Note that
this ties in directly with the iterative nature of cue inte-
gration: The predictive activation itself acts as a cue for
further processing and is therefore associated with a
specific cue reliability (and thus weight) of its own,
which is normalised against the reliability of all other
available and relevant cues. Crucially, predictive acti-
vation does not necessarily have to occur: If the available
lower-level cues to base predictions on are not reliable
enough, or simply too sparse, no anticipatory language
processing will be initiated.

1.5. Current study

In the current experiment, we asked how the speech
comprehension system takes up and integrates cues
from different levels of linguistic hierarchies, aiming to
test predictions of the cue integration model as
suggested by Martin (2016). More specifically, we asked
three questions: First, does the system immediately use
lower-level perceptual cues online in order to infer
higher-level cues, even in the presence of subsequent
disambiguating information? Second, are inferential
gender cues immediately deployed to make predictions
about upcoming linguistic information? Third, how does
the system handle incoherence between inferences
made based on an early perceptual cue and subsequent
lexical information?

To address these questions, we conducted an eye-
tracking experiment using the visual world paradigm.
In the following two sections, we will briefly discuss
two cues which will form the basis of our experiment.
Contextual speech rate is a perceptual cue that has
been argued to influence the earliest stages of
phoneme categorisation; gender morphology is a lin-
guistic cue that has been shown to influence linguistic
prediction and integration. These two cues occur on
different levels of linguistic hierarchy, so they will allow
us to investigate cross-level integration online.

1.5.1. Contextual speech rate: an early perceptual
cue

Contextual rate manipulations have been shown to
influence duration-based phoneme perception: For
instance, the perception of a vowel that is ambiguous
between short /a/ and long /a:/ in Dutch is biased

towards /a:/ when embedded in a fast context sentence,
but biased towards /a/ when presented after a slow
context sentence (e.g. Bosker, 2017a, 2017b; Bosker &
Reinisch, 2017; Bosker, Reinisch, & Sjerps, 2017; Kaufeld
et al, in press; Maslowski, Meyer, & Bosker, 2018,
2019a). Similar findings have been reported for other
(duration-cued) segmental distinctions, such as /b-p/
(Gordon, 1988), /b-w/ (Miller & Baer, 1983; Wade & Holt,
2005), /p-pi#p/ (Pickett & Decker, 1960), and singleton-
geminate (Mitterer, 2018). In fact, reduced highly coarti-
culated linguistic units can even be missed entirely by lis-
teners when presented in slow contexts. For instance, a
reduced “terror” can be perceived as “tear”, omitting
the second unstressed syllable “-or”, when embedded
in a slow sentence (Baese-Berk, Dilley, Henry, Vinke, &
Banzina, 2019). Similarly, the function word “or” in a
phrase such as “leisure (or) time” can be perceived as
present or absent depending on contextual speech
rate (Dilley & Pitt, 2010), and the determiner “a” in a sen-
tence such as “The Petersons are looking to buy (a)
brown hen(s) soon” can perceptually “appear” or “disap-
pear” when embedded in fast or slow contexts (Brown,
Dilley, & Tanenhaus, 2012).

These effects of contextual speech rate are referred to
by different names, such as “rate normalisation”
(adopted here), “disappearing word effect”, “distal rate
effect”, and “lexical rate effect” — but always involve
rate-dependent speech perception. Rate normalisation
effects have been observed to arise very early during per-
ception, and they appear to modulate the uptake and
weighting of other acoustic cues. Reinisch and Sjerps
(2013) investigated the time course of the uptake and
interplay of spectral, durational, and contextual cues for
rate normalisation. Native speakers of Dutch were
asked to categorise minimal word pairs such as /tak/
(branch) and /tak/ (task), where the vowel had been
manipulated to be both spectrally and durationally
ambiguous between /a/ and /a:/, embedded in fast and
slow contexts. They found that contextual rate cues
were used very rapidly, influencing perception and cat-
egorisation of the target word at the same point in
time as vowel-internal durational cues. These findings
are in line with accounts of speech rate effects arising
at early stages of lexical processing, potentially involving
general auditory mechanisms (see also Bosker, 2017a;
Bosker & Ghitza, 2018; Kaufeld et al., in press; Maslowski,
Meyer, & Bosker, 2019b; Miller & Dexter, 1988; Sawusch &
Newman, 2000; Wade & Holt, 2005; but see Pitt, Szostak,
& Dilley, 2016). Toscano and McMurray (2015) investi-
gated the interplay of contextual rate effects with voice
onset time (VOT) in an eye tracking experiment.
English-speaking participants were asked to categorise
minimal word pairs such as beach and peach, where



the VOT of the initial plosive had been manipulated to be
temporally ambiguous between the voiced and voiceless
tokens. Eye gaze data indicated that contextual rate cues
were used simultaneously with VOT cues, again
suggesting that rate effects occur early during percep-
tion, and that contextual speech rate can be seen as a
cue that modulates other acoustic cues. More recently,
Kaufeld et al. (in press) assessed the flexible weighting
and integration of morphosyntactic gender marking (a
knowledge-based cue) and contextual speech rate (a
signal-based cue). They reported robust speech rate nor-
malisation effects in participants’ gaze patterns arising
very early after vowel offset, even in the presence of pre-
ceding morphosyntactic information.

1.5.2. Gender morphology: a linguistic cue

There is plenty of evidence showing that listeners rapidly
make use of morphological information during speech
comprehension. Bolte and Connine (2004) showed that
gender-marked determiners can facilitate subsequent
language processing in German, and gender priming
effects have been reported for a multitude of languages,
including German (e.g. Hillert & Bates, 1996; see Friederici
& Jacobsen, 1999, for a comprehensive review of the
gender priming literature). Importantly, gender infor-
mation has been shown to be involved in both the predic-
tion of upcoming referents (e.g., Szewczyk & Schriefers,
2013; Van Berkum et al., 2005; Wicha, Moreno, & Kutas,
2004; but see Guerra, Nicenboim, & Helo, 2018; Kochari
& Flecken, 2019), and the perception of following ambig-
uous phonemes (Martin et al., 2017).

1.5.3. Current experiment

In the current experiment, we examined the influence of
contextual speech rate on the perception of the presence
or absence of the morphosyntactic inflectional suffix /-o/
(schwa), marking gender on indefinite determiners (fem-
inine eine vs. neuter ein) in German. Participants were pre-
sented with two pictures on a screen, corresponding to a
neuter and a feminine target noun (e.g. Katzegeyynine, “cat”
vs. Rehneyrer, “deer”), while listening to auditory instruc-
tions at fast or slow rates, asking them to look at one of
the two pictures (Schauen Sie jetzt sofort auf eineggyynne/
einyeyter  aullergewdhnlich — liebergyynve  Katzepepynine/
liebesneyter Rehneyrer, “Now look at once at anggmining/
neuter exceptionally friendlyreminine/neuter  Catremining/
deerneuter”)- We had manipulated the indefinite determi-
ner, ein?, to be ambiguous between perceived presence
and absence (perceived either as ein, marking neuter, or
as eine, marking feminine gender). Crucially, the indefinite
determiner containing this ambiguous schwa phoneme
was the earliest morphosyntactic cue indicating the
gender (and, by proxy, lexical identity) of the target,
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thus allowing participants to make predictions about
upcoming referents.

The cue integration model predicts that listeners
rapidly use perceptual cues to draw inferences that are,
in turn, deployed as cues for higher levels of processing.
Previous findings reported by Brown et al. (2012) suggest
that speech rate is, indeed, used by listeners to draw
inferences about higher-level linguistic features, such
as number. Brown and colleagues used a visual world
paradigm to investigate listeners’ perception of the
singular indefinite determiner “a” in a sentence such as
“The Petersons are looking to buy (a) brown hen(s)
soon”, where the carrier sentence surrounding the deter-
miner region was manipulated to be either slow or fast.
Overall, listeners were more likely to perceive the deter-
miner as being “present” in fast as opposed to slow con-
texts, as evidenced by preferential looks towards pictures
corresponding to a singular (plural) interpretation in fast
(slow) contexts during the target time window. From a
cue-integration perspective, this suggests that listeners
used the acoustic cues from contextual speech rate
and vowel duration to infer higher-level linguistic infor-
mation about the number of the target noun.

In line with the findings reported by Brown et al.
(2012) and the predictions from cue integration
theory, we thus hypothesised that listeners would
rapidly use lower-level contextual speech rate cues in
order to infer higher-level morphosyntactic gender
and lexical information. Specifically, when embedded
in a fast context sentence, the ambiguous schwa
phoneme should appear relatively long in contrast to
the preceding phonemes - similar to more long /a:/
vowel responses after fast speech in Reinisch and
Sjerps (2013). Participants should therefore be more
likely to perceive the schwa as being present in a fast
context, leading them to interpret the determiner as
eine. This would, in turn, allow them to infer feminine
gender based on the presence of the gender mor-
pheme, and make predictions about the lexical identity
of the target picture. Conversely, the ambiguous schwa
phoneme should sound relatively short when
embedded in a slow context sentence, possibly
making the schwa perceptually disappear. Participants
should thus be more likely to perceive the indefinite
determiner as being ein in a slow context, allowing
them to infer neuter gender and make predictions
about the target picture’s gender and lexical identity.
Crucially, if participants used contextual rate cues to
infer morphosyntactic information and then operatio-
nalised this information to make predictions about
the target noun, we should find anticipatory looks to
the relevant picture well before the onset of the
target noun. Analysing a time window immediately
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after the onset of the ambiguous schwa phoneme and
before target onset thus allowed us to address both the
temporal (question 1) and the predictive aspect (ques-
tion 2) of cue integration.

The cue integration framework further predicts that
cues can interact across levels of linguistic hierarchy —
that is, signal-based, acoustic cues can influence the
expectation and perception of knowledge-based, infer-
ential cues, and vice versa (see also Mattys et al,
2007; Kaufeld et al., in press). However, to our knowl-
edge, previous eye-tracking studies that investigated
speech rate as a possible signal-based cue towards mor-
phosyntactically relevant information have exclusively
investigated it in combination with other ambiguous
acoustic or morphosyntactic cues. That is, in Brown
et al. (2012), the sibilant (“hen[s sloon” vs. “hen
[sloon”) was, itself, ambiguous. In fact, the authors
specifically designed their stimuli to “increase partici-
pants’ reliance on the determiner [...] as a cue to
number” (Brown et al,, 2012, p. 1375), and their analyses
confirm that listeners based their judgements on the
perception of the determiner, rather than a combination
of both number cues (Brown et al, 2012, p. 1377). As
such, their experiment does not readily speak to how
potentially mismatching cues are combined across dis-
tinct levels of linguistic hierarchy online, and whether
morphosyntactic inferences are computed in the pres-
ence of subsequent disambiguating information. This
is different from the current experiment: Here, listeners
heard an acoustic cue (the ambiguous schwa), based on
which gender and, consequentially, the lexical identity
of the target word could be inferred. Crucially, this infer-
ence-based lexical preselection could either match or
mismatch the identity of the target noun. In contrast
to Brown et al. (2012), the subsequent gender cues
from adjective and target item in our experiment were
always reliable and could, in principle, entirely disam-
biguate the ambiguous schwa (but importantly, only
“in retrospect”). To summarise, our experiment investi-
gates how contextual speech rate (which is an early per-
ceptual, signal-based cue), gender morphology (which is
an inferred knowledge-based cue), and lexical infor-
mation are iteratively combined online during spoken
language comprehension.

Analysing a time window after the onset of the dis-
ambiguating adjective and target noun allowed us to
address our third question: How does the system
handle incoherence between early perceptual and
higher-level linguistic cues when integrating lexical
information? By this point in time, participants had
already encountered the “unreliable” schwa gender
cue (“unreliable” because perception of the ambiguous
schwa phoneme should be affected by our rate

manipulations), as well as the relatively “reliable”
gender cue carried in the adjective and the target
word itself. There are three plausible scenarios for
how these two cues could be integrated: First, it is
possible that the earliest cue completely dominates
the later cues as soon as it enters the system. If that
were the case, we should observe clear rate effects,
and no potential revision based on cues in the target
time window. Second, it is possible that participants
perceive the first cue as so unreliable that it is immedi-
ately overridden as soon as more reliable target cues
become available. If that were the case, we should
observe no effects of contextual speech rate during
the target window. Third, it is possible that both cues
are active in the target window to a certain extent.
After all, taking all the available information into
account would seem to be the best protection
against fallibility. If that were the case, the early percep-
tual cue should remain active in the system for as long
as it is relevant for linguistic processing, and we may
observe rate effects even after the onset of the
disambiguating target information. This is especially
interesting given that phoneme-level contextual rate
effects have been claimed to be “fragile” (Baese-Berk
et al, 2019). As such, our experiment offers novel
insights into how the brain infers linguistic cues from
the acoustic signal, and how these inferential cues
might be combined with information from higher
levels of linguistic hierarchy during online sentence
comprehension.

2. Methods

Our aim was to test whether and how contextual speech
rate influences morphosyntactic and lexical prediction
and integration. We used eye-tracking (visual world para-
digm) in order to obtain online measures of the influence
of contextual rate on the perception of the presence or
absence of the morphosyntactic inflectional suffix /-a/,
marking gender on indefinite determiners (feminine
eine /aina/ vs. neuter ein /ain/) in German.

2.1. Participants

Native German speakers (N =35, 26 females, M,ge = 22
years) with normal hearing were recruited from the
Max Planck Institute (MPI) participant pool, with
informed consent as approved by the Ethics Committee
of the Social Sciences Department of Radboud University
(Project Code: ECSW2014-1003-196). Participants were
paid for their participation. We excluded five participants
from the analysis due to calibration failures, leaving us
with N=30 (23 females, M,q. = 23 years).



2.2. Materials and design

Auditory stimuli consisted of 25 German sentences (e.g.
Schauen Sie jetzt sofort auf ein(e) aulsergewdhnlich liebe
(s) Katzeggr/Rehyey, “Now look at an exceptionally
friendly cat/deer”; see Supplemental Materials for a com-
plete list of all the stimuli), all sharing the same sentence
frame but ending in either a feminine (e.qg. liebe Katze) or
a neuter target reference (liebes Reh). Feminine-neuter
target pairs were selected that did not have any phono-
logical overlap between the two target nouns (see Sup-
plemental Materials). We recorded a female native
speaker of German, who was naive to the purpose of
the experiment, reading all sentences with either target
reference, but always with the determiner eine. Record-
ings were made in a sound-attenuated booth and digi-
tally sampled at 44,100 Hz on a computer located
outside the booth with Audacity software (Audacity
Team, 2019).

For each sentence, the lead-in carrier sentence
(Schauen Sie jetzt sofort auf) was compressed or
expanded in order to yield a fast (66% original duration),
a neutral (100% original duration), and a slow (1 / 66% =
150% original duration) syllable rate using PSOLA in
Praat (Boersma & Weenink, 2012). Moreover, the duration
of the suffix /-o/ on all determiners eine was manipulated.
Specifically, 5-step duration continua were created for
each recorded eine by compressing the word-final
schwa using PSOLA in Praat, ranging from perceived
absence (40% original duration) to perceived presence
(52% original duration) of the schwa phoneme, in steps
of 3% (based on piloting). This resulted in a total of
750 unique stimuli (25 sentences X 2 target references x
3 rates x 5 schwa durations).’

A categorisation pretest was conducted in order to (1)
verify that the duration continua systematically shifted
perception from absence to presence of the schwa
phoneme; and (2) verify that faster speech rates would
bias listeners to explicitly report hearing eine (instead
of ein). Native speakers of German who did not partici-
pate in any of the other experiments (N=6, 3 females,
M,ge = 26) listened to excerpts (i.e. incomplete sen-
tences) of 250 randomly selected manipulated sen-
tences. Specifically, these excerpts included all the
speech up to the disambiguating adjective (e.q.
Schauen Sie jetzt sofort auf ein(e) aulBergewdhnlich), thus
avoiding biasing influences from the target references
on determiner categorisation. Listeners indicated via
button press whether they had heard ein or eine. The cat-
egorisation curves (Figure 2) clearly showed that (1)
higher steps on the duration continua (i.e. longer
schwa) led to more eine responses (i.e. fewer ein
responses); and (2) faster rates (indicated by the
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Figure 2. Categorisation curves from the pretest of the pro-
portion of schwa present (i.e. eine) responses as a function of
duration continuum step, split for three different contextual
speech rates (red: fast rate; green: neutral rate; blue: slow rate).
Participants in the pretest only heard short excerpts from the
stimulus sentences and indicated whether they heard ein or
eine. Longer schwa durations (e.g. step 5) led to more eine
responses (i.e. fewer ein responses) and faster speech rate
biased listeners to report more eine responses. Error bars rep-
resent the standard error of the mean.

different coloured lines in Figure 2) clearly shifted per-
ception towards more eine responses. Note that in the
eye-tracking experiment, only stimuli from the fast and
slow condition were used (no neutral rate condition).
Visual stimuli consisted of pictures taken from the Multi-
Pic database (Dunabeitia et al., 2018) presented in 300 x
300 pixel resolution.

In order to minimise the duration of the experiment,
participants were randomly allocated to one of two
groups: one group was presented with 13 sentences in
all possible conditions (13 sentences x 2 target refer-
ences X 2 rates X 5 duration steps =260 trials total), the
other group with the remaining 12 sentences in all poss-
ible conditions (240 trials total). The presentation of the
stimuli was randomised in each block, such that all sen-
tences were presented to the participant once before a
repetition occurred.

2.3. Procedure

Participants were tested individually in a sound-con-
ditioned booth. They were seated at a distance of
approximately 60 cm in front of a 50,8 cm by 28,6 cm
screen with a tower-mounted Eyelink 1000 eye-tracking
system (SR Research) and listened to stimuli at a comfor-
table volume through headphones. Stimuli were deliv-
ered using Experiment Builder software (SR Research).
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Eye movements were recorded using right pupil-tracking
at a sampling rate of 1000 Hz.

Each experimental session started with a nine-point
calibration procedure followed by a validation pro-
cedure. Participants’ task was to listen to the stimuli
and click with the computer mouse on one of two pic-
tures corresponding to the two possible sentence-final
target references. Note that participants were thus not
making any explicit judgment about whether or not
they perceived a schwa. In fact, they were ignorant
about the intent of the schwa duration and speech rate
manipulations. The visual stimuli were presented
centred in the left and right halves of the screen. The
side of the neuter and female option on the screen
was counterbalanced.

On each trial, participants first had to click with the
computer mouse on a blue rectangle in the middle of
the screen to centre their eye gaze and mouse position.
This screen was immediately followed by two pictures.
After one second of preview, the auditory stimulus was
presented. Participants could only respond by clicking
on one of the presented pictures after sound offset.
The pictures stayed on the screen until the participant
responded by clicking on one of the presented pictures.
After an inter-trial interval of one second following the
mouse click, the next trial started automatically. Partici-
pants first completed a practice session with four trials
to become familiarised with the task. Every 80 trials, par-
ticipants were allowed to take a self-paced break. The
experiment took about 35 min to complete.

3. Results

Prior to the analyses, blinks and saccades were excluded
from the data. We divided the screen into two sections
(left and right) and coded fixations on either half as a
look toward that particular picture. The eye fixation
data were down-sampled to 100 Hz. Participants were
very accurate at performing the task: less than 0.2% of
the mouse responses were incorrect (n=10). Since the
number of incorrect responses was so low, and
because we were primarily interested in eye movements
prior to and shortly after target onset rather than mouse
clicks, we did not exclude any trials from the analyses.
Mixed effects logistic regression models (GLMMs: Gen-
eralised Linear Models; Quene & van den Bergh, 2008)
with a logistic link function (Jaeger, 2008) as implemented
in the MixedModels package (Bates, Machler, Bolker, &
Walker, 2015) version 2.1.2+ in Julia version 1.2.0 (Bezan-
son, Edelman, Karpinski, & Shah, 2017) evaluated partici-
pants’ eye fixations. The eye fixation data were
evaluated in two time windows: one pre-target time
window following the offset of the ambiguous schwa

token, and one post-target time window following the
onset of the earliest disambiguating target cue. Note
that, in cases of a feminine target, the earliest reliably dis-
ambiguating cue was the onset of the target noun itself,
whereas for a neuter target, the earliest cue was the
onset of the morpheme -s on the adjective, marking
neuter gender.

3.1. Pre-target window

The analysis of the data in the pre-target time window
tested whether participants showed an anticipatory
target preference — well before the target reference - trig-
gered by the schwa duration in the determiner and the
contextual speech rate. The time window of interest was
defined as starting from 200 ms after the offset of the
ambiguous schwa phoneme, because the offset is the ear-
liest time point at which participants have access to the
duration cues on the schwa (note that 200 ms corre-
sponds approximately to the time it takes to launch a
saccade; Matin, Shao, & Boff, 1993) and lasting until the
onset of the earliest disambiguating cue. For feminine
target references, this is the onset of the target word
itself; for neuter targets, it is the onset of the morpheme
-s on the adjective preceding the target word. Figure 3
shows fixation proportions to the feminine picture
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Context rate = fast = slow

Figure 3. Proportion of looks to feminine object across time in
fast (red) and slow contexts (blue). Time point 0 marks the
offset of the ambiguous schwa phoneme, indicated by the
solid vertical line. The dotted vertical line indicates the mean
onset of the disambiguating sound: for feminine target refer-
ences, this is the onset of the target word itself; for neuter
targets, it is the onset of the morpheme -s on the adjective pre-
ceding the target word. Shown in grey is the area of interest,
spanning from 200 ms after schwa offset until the mean onset
of the disambiguating cue. Overall, the proportion of looks to
the feminine object was higher in fast as opposed to slow con-
texts. Shading around the coloured lines represent the standard
error of the mean.



depending on the context rate (slow vs. fast rate), with the
time window of interest shaded grey.

We predicted that a fast speech rate would bias the
perception of the ambiguous determiner ein[?] towards
eine (and away from ein) and would trigger more looks
to the feminine picture well before the target referent
had been heard. Conversely, the slow speech rate
would bias perception towards ein and, as a conse-
quence, would induce more looks to the neuter
picture. Since no phonetic information about the target
was available to the listener in the pre-target time
window, we analysed participants’ looks to just one of
the two objects (the feminine object, instead of looks
to the target), coded binomially.

A generalised linear mixed model with a logistic
linking function tested the binomial looks to the femi-
nine picture (1 =yes, 0 = no) for fixed effects of Rate (cat-
egorical predictor with two levels: fast coded as +0.5,
slow as —0.5), Time (continuous predictor; z-scored
around the mean within the analysis window), Step (con-
tinuous predictor; centred: schwa duration continuum
Step 1 coded as —2, Step 3 as O, Step 5 as 2), and their
interactions. Additionally, the model included a fixed
effect of Lag, capturing the binomial looks to the femi-
nine picture at the previous sample (1=yes, 0=no).
The Lag predictor addresses the autocorrelated nature
of eye gaze data (cf. Cho, Brown-Schmidt, & Lee, 2018).
The random effects structure contained random inter-
cepts for Participants and Items and by-participant and
by-item slopes for all fixed factors including Lag (but
not their interactions).

The model revealed a significant effect of Rate (8=
0.114, SE=0.046, z=2.481, p=0.013), demonstrating
that upon hearing an ambiguous phoneme, participants
were more likely to look at the feminine object during
trials that included a fast context rate. Crucially, this hap-
pened before the onset of any further disambiguating
cues. We also found a significant interaction between
Time and Step (8=0.021, SE=0.007, z=3.128, p=
0.002), indicating that higher continuum steps led to
an increasingly higher proportion of looks to the femi-
nine object as time passed. Finally — and unsurprisingly
-, the model revealed a significant main effect of Lag,
indicating that looks to the feminine object were,
indeed, dependent on the gaze at the previous sample
(B=8.215, SE=0.090, z=91.678, p<0.001). Overall,
these results support our hypotheses: Participants were
more likely to look at the picture corresponding to the
feminine object in the fast rate, thus indicating that
they were more likely to have perceived a schwa
phoneme in the fast as opposed to the slow context,
and that they used that percept as a morphological
gender cue towards the target picture.
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3.2. Post-target window

The analysis of the data in the post-target time window
tested whether the effects of contextual rate and
schwa duration manipulations persisted even after the
perception of disambiguating phonological cues (i.e.
after target onset). The time window of interest was
defined as starting from 200 ms after the onset of the
earliest disambiguating cue (target word onset for femi-
nine, -s morpheme onset for neuter targets) and lasting
until 200 ms after the offset of the target word’s initial
syllable. As noted above, there was no phonological
overlap between target and competitor images, so the
earliest target-specific acoustic cues can, in principle,
entirely disambiguate between the two. Evidence of
this can be seen in Figure 4, where we observe preferen-
tial looks towards the target picture well before the offset
of the first syllable of the target.

We had crossed the factors rate and target gender.
According to our predictions (and as shown in the
pretest), an ambiguous /-o/ token presented in a fast
context is more likely to be perceived as present. In
terms of our experimental manipulation, the perceived
presence of a schwa phoneme corresponds to the per-
ception of the determiner eine, marking feminine
gender. Fast context rates should therefore bias partici-
pants’ looking preference towards the picture corre-
sponding to the feminine object. We therefore refer to
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Figure 4. Proportion of looks to target object across time for
feminine targets (solid) and neuter targets (dashed) in fast
(red) and slow contexts (blue). The feminine-fast (solid red
line) and neuter-slow (dashed blue line) conditions represent
the Congruent conditions; the feminine-slow and neuter-fast
conditions represent the Incongruent conditions. Time point 0
marks the onset of the earliest disambiguating cue (onset of
the target word for feminine targets, morpheme -s on the pre-
ceding adjective for neuter targets), indicated by the vertical
solid line. The vertical dotted line indicates the mean offset of
the first target word syllable. Shown in grey is the area of inter-
est, spanning from 200 ms after onset of the disambiguating cue
until 200 ms after the mean offset of the initial target word syl-
lable. Shading around the coloured lines represent the standard
error of the mean.
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trials with a feminine target presented in a fast context
sentence as rate-gender congruent trials. Similarly, an
ambiguous /-o/ token presented in a slow context is
more likely to be perceived as absent, thus correspond-
ing to the perception of the neuter determiner ein and
eliciting more looks towards the picture corresponding
to the neuter object. Therefore, trials with a neuter
target presented in a slow context sentence are also
referred to as rate-gender congruent trials. Conversely,
feminine + slow and neuter + fast trials are referred to as
rate-gender incongruent. The use of this congruency
coding allowed us to specifically test for potentially facil-
itating effects of congruent contextual speech rate on
target looks, independent of the speech rate in a given
trial. As can be seen in Figure 4, participants seemed to
be faster to look at the correct target picture in congru-
ent as opposed to incongruent trials.

A GLMM with a logistic linking function tested the
binomial looks to the target picture (1 =yes, 0=no) for
fixed effects of Congruency (categorical predictor with
two levels: congruent coded as +0.5; incongruent as
—0.5), Step (continuous predictor; centred: schwa dur-
ation continuum Step 1 coded as —2, Step 3 as 0, Step 5
as 2), and Time (continuous predictor; z-scored around
the mean within the analysis window), and all their inter-
actions. Again, we also included a Lag predictor (categori-
cal predictor coding looks to the target picture at the
previous sample: 1 =yes, 0 =no) in order to alleviate the
autocorrelation problem (Cho, Brown-Schmidt, & Lee,
2018). The random effects structure contained random
intercepts for Participants and Items and by-participant
and by-item random slopes for all fixed factors including
Lag (but not their interactions).

The model revealed a significant effect of Time (8=
1.635,SE=0.120,z=13.611, p < 0.001), indicating, unsur-
prisingly, that participants increasingly looked at the
target picture as time passed. Crucially, a significant
effect of Congruency was found (8=0.124, SE=0.060,
z=2.081, p=0.038), indicating that participants
showed more looks to the target referent if the preced-
ing morphological cue, inferred from the perceived pres-
ence or absence of the schwa phoneme based on
contextual speech rate, was “congruent” with the
target gender (e.g. fast with feminine targets; slow with
neuter targets). No effect of Step could be established
(B=-0.024, SE=0.020, z=-1.193, p=0.233). This is
not surprising, considering that low Steps would have
biased participants towards perceiving a schwa as not
being present (thus leading to a neuter interpretation),
and high Steps would have biased participants toward
perceiving a schwa as being present (thus leading to a
feminine interpretation); since half of the targets were
neuter and the other half were feminine, any biasing

effect of Step simply averages out between the two
target genders.

Moreover, several interactions were observed. An
interaction between Congruency and Time (8= —0.245,
SE =0.029, z=—-8.330, p < 0.001) indicated that the ben-
eficial effect of a congruent speech rate diminished with
time. However, a positive three-way interaction (8=
0.109, SE=0.020, z=5.324, p<0.001) between Con-
gruency, Step and Time indicated that this only held for
the lower continuum steps. The model also found an
interaction between Congruency and Step (8=0.103,
SE=0.019, z=5.324, p < 0.001), indicating that the effect
of Congruency was smaller for lower continuum steps
(i.e. shorter schwa durations). This may be interpreted in
light of the pretest: The rate effect was smaller at lower
continuum steps (cf. Figure 2), and as such the effect of
congruency would also be expected to be smaller.
Finally, we found an interaction between Time and Step
(8=10.046, SE=0.010, z=4.358, p < 0.001); although we
currently lack an interpretation for this interaction, note
that the estimate is very small. Finally — and again as
expected - the model revealed a significant main effect
of Lag, indicating that looks to the target object were,
indeed, dependent on the gaze at the previous sample
(B=6.971, SE=0.070, z=99.391, p < 0.001).

4, Discussion

The goal of the current study was to investigate three
main questions. First, we asked whether we could
observe early perceptual cues being rapidly used
online in order to infer higher-level linguistic cues,
even in the presence of subsequent disambiguating
information. Second, we asked whether these inferential
cues that were based on perceptual cues are deployed to
make predictions about upcoming linguistic information.
Third, we asked how the language comprehension
system handles incoherence between early perceptual
and higher-level linguistic cues when integrating lexical
information. We addressed these questions by exper-
imentally inducing contextual rate normalisation effects
on the phoneme /-o/, which can act as a morphosyntactic
gender cue on indefinite determiners in German. In the
following, we will discuss our results in light of these
three questions.

4.1. Contextual speech rate is rapidly used as a
cue for speech processing

We found evidence for contextual speech rate acting as
an early and robust cue for speech comprehension. Lis-
teners’ perception of the morpheme /-o/ in German
was significantly influenced by the rate of the preceding



context. We observed these rate normalisation effects
immediately after the presentation of the ambiguous
schwa token (200 ms after schwa offset), and well
before any acoustic information about the target refer-
ent itself was available to the listeners. These results
support previous accounts of rate normalisation effects
arising during early stages of lexical processing and
influencing phoneme perception almost immediately
(Bosker, 2017a; Kaufeld et al., in press; Maslowski et al.,
2019b; Newman & Sawusch, 2009; Reinisch & Sjerps,
2013; Toscano & McMurray, 2015).

Our findings are novel in two ways. First, to our knowl-
edge, previous eye-tracking studies on contextual rate
normalisation have mostly investigated minimal word
pairs (e.g. tak vs. taak (Kaufeld et al., in press; Reinisch
& Sjerps, 2013); tear vs. terror (Baese-Berk et al., 2019);
eens speer vs. een speer (Reinisch, Jesse, & McQueen,
2011)), where the interpretation of the ambiguous
phoneme had implications on a lexical level, but did
not affect further linguistic processing on the sentence
level (although see Brown et al., 2012). In contrast, the
rate manipulation in the current experiment affected
the perception of a purely morphosyntactic minimal
pair (ein vs. eine). Here, we show for the first time how
contextual speech rate — an acoustic, signal-based cue
- interacts online with subsequent gender information
from a lexical, knowledge-based cue, which occurs on a
higher level of the linguistic hierarchy and was poten-
tially conflicting with the earlier cue. As such, this is the
first eye-tracking experiment to our knowledge where
the rate manipulation carried implications for further
inference-based morphosyntactic prediction and inte-
gration of subsequent lexical material. Second, previous
research has mostly used experimental tasks that
involved explicit identification or categorisation of the
ambiguous word. In contrast to that, our design
allowed us to tap perception of the ambiguous determi-
ner ein?, crucially without explicitly asking participants
for a categorisation decision between ein and eine. This
contrasts with earlier eye-tracking studies of rate normal-
isation (e.g. Kaufeld et al,, in press; Reinisch & Sjerps,
2013; Toscano & McMurray, 2012, 2015) where partici-
pants did make explicit categorisation decisions about
the ambiguous target sounds under study. Notably,
this is also different from the experiment reported by
Brown et al. (2012), where participants decided
between singular or plural targets and thus made explicit
judgments about the informational content of the
phoneme affected by the rate manipulation. As such,
our results suggest that rate normalisation operates
automatically, even when attention is not drawn to the
ambiguous target sounds tested. This corroborates
recent findings from Maslowski et al. (2019b), who
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showed evidence that listeners normalise for speech
rate even without an explicit recognition task (using rep-
etition priming). In light of these two aspects, our
findings demonstrate that (1) rate normalisation affects
a large set of duration-cued distinctions, including mor-
phosyntactic minimal pairs, and (2) rate normalisation
impacts incremental spoken language processing, even
when the task does not require participants to make
explicit judgments. As such, rate normalisation observed
in lab-based psycholinguistic experiments appears to be
a perceptual process that likely also contributes to the
comprehension  of natural and  spontaneous
conversation.

4.2, Inferences that were made based on
perceptual cues can be used as higher-level cues
to make predictions about upcoming referents

As stated above, our experiment went beyond mere pho-
nemic or lexical identification: The indefinite determiner
containing the ambiguous schwa token was the first cue
towards the gender of the target picture, so it was a
crucial building block for subsequent steps of language
processing. Our eye gaze analysis in a time window
after the ambiguous schwa token showed that partici-
pants not only immediately made use of contextual
information upon perceiving the ambiguous token, but
also rapidly used that information to draw inferences
about the gender of the target referent. This was
reflected in participants looking more towards the
picture that corresponded to the gender that the rate
manipulation biased them towards.

Our experiment contributes to the current debate
around prediction during language comprehension (cf.
Huettig, 2015; Nieuwland et al,, 2018). Several studies
have found effects of anticipatory language processing
with regard to gender information (e.g. Szewczyk &
Schriefers, 2013; Van Berkum et al., 2005; Wicha, Bates,
et al,, 2003; Wicha, Moreno, et al.,, 2003; Wicha et al.,
2004), while others have failed to replicate these
findings (Guerra et al., 2018; Kochari & Flecken, 2019).
Why is it that we find evidence for anticipatory language
processing in our current experiment, while others did
not? One reason might be that we provided participants
with the same fixed sentence frame on every trial,
making the ein/eine distinction relatively informative -
possibly more so than it would be in more naturalistic
settings. Moreover, language comprehension occurred
within a very small referential “world” in our experiment:
Participants were presented with two pictures at a time,
thus limiting their choices for possible predictions con-
siderably. Presumably, these two factors facilitated the
predictive processing observed. Nevertheless, the fact



12 (& G.KAUFELDETAL.

that rate normalisation induces the kind of predictive
behaviour that we observe with our paradigm is strong
evidence for the utility of contextual rate cues in
speech processing.

As stated earlier (see section 1.4), prediction is a possi-
bility, but not a necessity, for language comprehension
within a cue integration framework. We therefore do
not take our findings as evidence in favour of, or
against anticipatory language processing, per se; rather,
we believe that our results can be seen as step towards
a more comprehensive account of language processing
where predictions can be part of the processing
architecture.

4.3. Early perceptual cues remain active in the
speech and language comprehension system
during subsequent processing

Even after hearing the disambiguating beginning of the
target referent, participants were significantly slower to
look at the target object in rate-gender incongruent
trials (i.e. in trials where the actual target gender did
not match the gender corresponding to the schwa per-
ception induced by the preceding context rate manipu-
lation). We believe that this finding - a robust effect of a
low-level perceptual cue, even in the presence of the
reliably unambiguous first syllable of the target word -
indicates that the early perceptual cue does, indeed,
remain active in the system, until it can (or cannot) be
integrated with additional incoming information.

These observations are in line with previous behav-
ioural studies (Heffner, Newman, Dilley, & Idsardi, 2015;
Morrill, Baese-Berk, Heffner, & Dilley, 2015), where rate
effects also persisted even in the presence of constrain-
ing higher-level linguistic information. Crucially, using
the visual-world paradigm allowed us to measure
responses to the rate manipulation without asking for
explicit categorisation of ein vs. eine, so in contrast to pre-
vious studies, no task-driven attention was drawn to the
ambiguous sounds. Taken together, these findings
suggest that phoneme-level rate effects are not
“fragile”, as has previously been suggested, but rather
that they are robust and persist even in the presence
of higher-level linguistic (in our case lexical) information.
Interestingly, results reported by Morrill et al. (2015) and
Kaufeld et al. (in press) suggest that listeners are flexible
in the way that they weigh specific cues, depending on
the context and listening situation. Models of cue inte-
gration can accommodate these results, given that cue
weights can be updated dynamically depending on the
cue’s reliability within a given situation.

Our observations also speak to recent findings by
Gwilliams, Linzen, Poeppel, and Marantz (2018). They

reported online MEG evidence showing that sensitivity
to phoneme ambiguity occurs at the earliest sensory
stages of speech processing, and that this sensitivity to
ambiguity, along with other fine-grained acoustic fea-
tures such as VOT, appeared to be maintained through-
out later processing stages, even as further lexical
information entered the system. The authors suggest
that this reflects a reassessment of the ambiguous
speech sound as additional input is being perceived.
We believe that these findings can also be explained
within a cue integration architecture: The early percep-
tual cue remains active for as long as it is relevant for lin-
guistic processing, and its validity and reliability are
“reassessed” incrementally as part of sensory resampling,
as it is integrated with cues from higher levels of linguis-
tic processing.

Our experiment is not the first to examine contextual
speech rate as an early perceptual cue within a cue inte-
gration framework. Toscano and McMurray (2012, 2015)
have argued that contextual speech rate can modulate
the uptake of other phonological cues, such as VOT.
They elegantly explain this within the C-CuRE framework:
expected values are established based on contextual
speech rate, and new cues are computed relative to
those expectations. In fact, Toscano and McMurray
(2015) suggest that adjusting these expectations can
be explained within C-CuRE “as a form of predictive
coding”, and they point out that cue integration
models of speech perception have to be linked to
lexical processes. Their observations thus fit seamlessly
into a more general framework of cue integration for
language processing as suggested by Martin (2016),
where the system makes use of all relevant pieces of
information across different levels of linguistic hierar-
chies in order to reduce fallibility.

Based on our findings, new questions for future
research can be formulated. For example, an iterative
model of cue integration would suggest that lower-
level perceptual ambiguity would carry through to
even higher levels of linguistic processing that go
beyond morphosyntax. Future experiments could there-
fore investigate whether rate normalisation effects
induced by contextual speech rate also affect semantic
prediction and integration. If so, do early perceptual
cues even remain active within a larger discourse? It
seems plausible that there would be at least some tem-
poral limit regarding how long early ambiguous cues
remain active in the system. If so, it would be desirable
to test where that cut-off point might be, or whether it
can be dynamically adjusted depending on the reliability
of a specific cue in a given situation.

In the current experiment, we investigated two cues,
specifically: contextual speech rate and grammatical



gender. As Martin (2016) and others have pointed out,
one of the hardest definitions to provide within a cue
integration framework is what can constitute a cue.
Future experiments are thus needed in order to deter-
mine an inventory of psycholinguistic cues and
examine which other (lower- and higher-level, knowl-
edge- and signal-based) pieces of information the brain
draws on to arrive at robust linguistic units and struc-
tures (cf. Kaufeld et al., in press).

Finally, with regard to our third question, it might be
interesting to investigate in more detail why it took par-
ticipants longer to look at the target picture in rate-
gender incongruent trials, that is, which sub-mechanisms
of cue integration and/or oculomotor control might
have caused this delay. One possible explanation
would be integration difficulty of the second cue in
the presence of the earlier, incongruent cue. This inte-
gration difficulty could arise from participants generally
taking longer to integrate the mismatching cue, but it
is also possible that participants attempted the inte-
gration process multiple times and therefore took
longer to converge on the target. Another possible
explanation might be a “spill-over” effect, where partici-
pants were slower to look at the target in incongruent
trials because of the additional time it took them to first
shift their gaze, either by cancelling a previously
planned saccade, or by initiating an entirely new
saccade (see Altmann, 2011, for a general discussion
of language-mediated eye movements). Though this
was not the focus of our current experiment, investi-
gating the subroutines at play during the integration
of incongruent cues in more detail may be an interest-
ing objective for further research.

Taken together, our results show that contextual rate
effects rapidly influence not only lexical processing, but
also subsequent morphosyntactic prediction and inte-
gration. Linguistic models of cue integration offer a
promising step towards a mechanistic explanation for
how the brain accomplishes the task of inferring
complex meaning from a noisy acoustic signal by oper-
ationalising both lower-level, perceptual and higher-
level, linguistic cues.

Note

1. Note that a distinction is commonly made between distal
and proximal speech rate manipulations (see Heffner,
Newman, and Idsardi (2017) for an in-depth discussion
of this distinction), where proximal context refers to the
context directly adjacent to the ambiguous region of
interest, whereas distal context refers to linguistic
material that is further away (i.e, non-adjacent from
the ambiguous region of interest. In the current exper-
iment, we are manipulating context that is not directly
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adjacent to the ambiguous schwa phoneme. That is,
the syllable ein- intervened between the rate-manipu-
lated context and the ambiguous schwa phoneme; as
such, our rate manipulation can be considered distal.
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