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Each participant’s final set of 40 experimental items consisted of two subsets: 20 words that would receive interference on day 2 and 20 that would not. Experimental items for these sets were chosen based on the participant’s performance in the pretest. As explained in the main manuscript, the initial 40 words in the pretest served as the ideal base set. If a participant already knew words from this set, these words had to be replaced with unknown words from the remaining pretest items. Items in the base set were pre-assigned to either one of the two interference subsets, and replacements inherited the subset-assignments from the words they replaced. Which of the two subsets ultimately received interference was counterbalanced across participants.
Importantly, words in these two subsets were matched on a number of criteria, each of which will be briefly explained and motivated below.
Matching criteria
	Experimental items.  Spanish word length was measured in syllables, and was controlled for to ensure that words in both subsets were equally difficult to learn. 
Phonological similarity was assessed via Levensthein distances: words within the final set had to be at least two Levenshtein distance units (Levenshtein, 1966) apart from one another, so as to avoid confusion during learning and subsequent recall. 
Semantic similarity was controlled for by means of semantic vectors (CBOW space, English lemmas) and their cosine distances as reported and explained in Mandera, Keuleers, & Brysbaert (2017). The cosine distances were obtained from their open source web interface (http://meshugga.ugent.be/snaut/). Distances between the semantic vectors for any two given words indicate how semantically similar they are, with small values indicating small distances, and thus high similarity (0 would be the value for two identical vectors). We restricted semantic similarity across subsets such that each word had to be a minimal semantic distance apart from all words in the other subset. In other words, items with a low semantic distance, such as “key” and “lock”, would be fine within the same subset, but would not be allowed in different subsets for a given participant. Interference resulting from the retrieval of one of these two items may spread to the other, given their semantic association, which would potentially weaken or wash out the language interference effect if these two items were in different subsets. 
For a similar reason, we also controlled for semantic similarity within subsets: we avoided, as much as possible, that one subset consisted of only members of one semantic category (resulting in a low average within set semantic distance, and thus likely additional semantic interference among items), while the other subset had items from many different categories (resulting in a high average distance, and less additional semantic interference among items). Average within-subset similarity was not allowed to differ statistically between subsets. This constraint was introduced to avoid differences in learning difficulty, as well as to preclude differences between the subsets in the amount of interference among items (i.e. avoiding the above scenario of having more additional, semantic interference in one compared to the other subset). 
Filler items.  Filler items (for the interference tasks on day 2) were chosen from the remaining 129 items (i.e., those that were not selected as target items). Similar semantic relatedness constraints as for the target items were imposed: a filler needed to be a certain minimal semantic distance away from all target items (0.7), and its average semantic distance to items of each set had to be roughly the same. Spanish word length and Levensthein distance did not need to be controlled for, since fillers were only named in Dutch or English. 
Script Logic
The Matlab (v.8.6, R2015b, The Math Works, Inc.) script replaced words one by one. For each to-be-replaced (already known in Spanish) word, the script initially chose the word that was semantically closest to it, that is, the replacement option with the smallest semantic distance to the to-be-replaced word (in case of multiple options, the script randomly picked one). Subsequently, the script checked whether this replacement option was within +-1 syllable length in Spanish from the to-be-replaced word, whether its Levenshtein distance with other words in the entire set was at least 2, and whether its semantic distance to words in the other subset would not exceed a predefined threshold of 0.68. Moreover, when the to-be-replaced word was a compound in either Dutch or English, the script would first attempt to find a replacement that was also a compound in either of those languages. Spanish compounds were not considered as experimental items, only as filler items. When a replacement option did not meet one or more of those criteria, it was removed from the list of possible replacements and the procedure was repeated until a viable replacement candidate was found. This way of replacing was chosen to ensure maximal overlap in item sets between participants. 
On top of those restrictions, the two subsets of items had to be matched on a number of features. Once a replacement had been found it was added to the respective subset and the following aspects were evaluated: 
1. Word length in Spanish (in syllables): the average word length for the two subsets had to be roughly the same, i.e. not statistically different.
2. Semantic similarity within subsets: the mean semantic similarity between items within each set could not be statistically different. 
For all participants the script initially searched for replacements within the first 101 replacement options, as those were likely to be known in English (based on their frequency), only if that failed did I allow the script to search the full set of 169 items. 
For 8 out of the 54 tested participants, the script failed to find replacements for some of the already known words from the base set. In those cases, a more lenient script was used for item selection, sacrificing first the initial across-set semantic similarity constraint (successful for 3 participants), and second sacrificing the within-set semantic similarity constraint (successful for 1 additional participant). For 4 participants even the most lenient script did not succeed in compiling a final item set and they had to be sent home. Those were participants that already knew too many words in Spanish, thus resulting in a very limited set of replacement options. 



S2. Filler item characteristics
Table S5
Characteristics of filler items in Experiments 1 and 2
	
	Experiment 1
	
	Experiment 2

	
	English
	
	Dutch
	
	Low frequency
	
	High frequency

	
	M
	SD
	range
	
	M
	SD
	range
	
	M
	SD
	range
	
	M
	SD
	range

	Dutch word length  (in syllables)
	1.79
	0.88
	1-4
	
	1.72
	0.87
	1-4
	
	1.85
	0.93
	1-4
	
	1.20
	0.41
	1-2

	English word length (in syllables) 
	1.69
	0.73
	1-3
	
	1.71
	0.76
	1-3
	
	2.1
	1.12
	1-6
	
	1.40
	0.60
	1-3

	Dutch Celex log frequency
	1.02
	0.67
	0-2.14
	
	1.03
	0.67
	0-2.14
	
	0.34
	0.36
	0-0.85
	
	1.65
	0.50
	1.04-2.91

	Dutch Celex per million frequency
	26.30
	33.26
	0-158
	
	25.77
	30.86
	0-137
	
	2.80
	2.69
	0-9
	
	100.15
	188.26
	9-820


Note. In Experiment 1 item sets differed across participants. Means (M) and standard deviations (SD) were first calculated per subject and subsequently averaged over groups. Ranges show the absolute min and max values per group and condition.


S3. Procedural Details for Each Task
Pretest
A trial started with a 500 ms blank screen, followed by the presentation of the picture in the center of the screen. Participants were given all the time they needed to provide their answer. The experimenter coded the answers for correctness by pressing one of two keys: ENTER for incorrect and SPACE for correct. As soon as the experimenter had coded the answer, the correct English word appeared on screen underneath the picture (Verdana 30 pt, black, centered at 250 px below the center of the screen). The participant was then prompted to indicate whether they recognized the word or not, in which case the experimenter coded the word as correct (SPACE). If they had previously correctly named the word, the experimenter immediately coded it as correct, and when they said they did not know the word, the experimenter pressed ENTER. It was this last key press which was registered in the logsheet which was then passed to the Matlab script for item selection (see Item Selection above). 
Learning Phase Tasks
	Familiarization - Self-paced learning.  Each trial started with a 500 ms blank screen, followed by the presentation of a picture (centered at 100 px above the center of the screen). After a 300 ms delay, the corresponding Spanish word appeared on screen (Verdana 30 pt, black, centered at 200 px below the center of the screen). After another 300 ms delay, the audio recording was played. The participant was then instructed to repeat the word out loud, and to initiate the next trial by clicking on the right arrow key whenever ready. 
	Two alternative forced choice task.  Each trial started with a 500 ms blank screen, followed by the simultaneous presentation of a picture (centered at 100 px above the center of the screen) and two Spanish words (Verdana 25 pt, black, horizontally at 200 px to the left and right of the center, and vertically at 200 px below the center). Both words were surrounded by a black circle each with a diameter of 216 px and a line width of 13 px. The participant subsequently had as much time as needed to choose the word that belongs to the picture. The choice was made via a mouse click within the circle of the corresponding word. A participant’s response was followed by a 500 ms blank screen, which in turn was followed by a feedback screen. For feedback the circle surrounding the word that was clicked turned either green (when the answer was correct) or red. This color feedback was displayed for 500 ms, after which only the picture and the correct word were displayed together in the center of the screen and the corresponding audio was played. The picture and its label stayed on screen for another 500ms after the end of the audio recording, after which the next trial started automatically. 
	In the second round, everything was identical with the only difference being that participants were first asked to attempt to recall the correct Spanish word. The experimenter coded their answers for correctness by pressing one of three keys (SPACE for correct, ENTER for incorrect, N for partially correct). Participants were allowed to take their time, but were also told that it was perfectly fine if they did not know the word yet. Immediately after the experimenter’s key press, the two word options appeared on screen and the trial continued as in the first round. 
	Word completion.  A trial started with a 500 ms blank screen, followed by the   presentation of a picture (centered at 100 px above the center of the screen) and the first letter (or grapheme) of the corresponding Spanish word (Verdana 30 pt, black, centered at 200 px below the center of the screen). Participants were given no time limit to complete the word. Once the participant had made a naming attempt, the experimenter coded the correctness of the answer by pressing one of three buttons (same as for 2AFC). Based on the experimenter’s coding, feedback was initiated immediately after the experimenter’s key press: either a red or a green screen appeared around the picture, together with the full Spanish label and the spoken word. After a delay of 100 ms after the end of the audio recording, participants could move on to the next trial by clicking on the right arrow key. They were thus allowed to spend as much time as they needed on the feedback screen.  
	Writing.  A trial started with a 500 ms blank screen, followed by the presentation of the picture (centered at 100 px above the center of the screen). Participants then got as much time as needed to write the Spanish word down on a piece of paper. Once they had done so, they were instructed to click on the right arrow key in order to see and hear the correct Spanish word on screen (Verdana 24 pt, black, centered at 200 px below the center of the screen). Another click on the right arrow would start the next trial, but only after the participant had corrected him/herself with a red pen. Again, the next trial was self-initiated, providing as much time with the feedback screen as the participant needed.
Adaptive picture naming.  Again, each trial started with a 500 ms blank screen, followed by the presentation of the picture (centered at 100 px above the center of the screen). Participants then got as much time as they needed to name the picture in Spanish. The experimenter coded their answers, again via a key press, which started the feedback (again a green or red frame around the picture, the label (Verdana 24 pt, black, centered at 200 px below the center of the screen) underneath and the spoken word presented simultaneously). The participant could then initiate the next trial by clicking the right arrow key when ready, but at the earliest 100 ms after the end of the spoken word. 
Final recall test (same on all days)
 In all three final recall tests, a trial started with a 500 ms blank screen, followed by the presentation of a picture (in the center of the screen). Participants had a maximum of 30 s to give their answer. The experimenter coded their answers for correctness (same coding scheme as in 2AFC), and in doing so initiated the next trial (no further delay), but no feedback was provided to the participants.
Interference Phase Tasks
	Familiarization.  Each trial started with a 500 ms blank screen, followed by the presentation of the picture (centered at 100 px above the center of the screen) and the first letters of the English or Dutch word (Verdana 30 pt, black, centered at 200 px below the center of the screen). Participants then had as much time as needed to say the English/Dutch word out loud. The experimenter coded their answers for correctness (same coding as for learning tasks), which initiated the presentation of the full English/Dutch word on screen. People in the English group could then indicate whether they recognized the word or not, in case they had not named it properly initially. The experimenter again coded these answers, which then started the next trial.
	Picture Naming.  Each trial started with a 500 ms blank screen, followed by the presentation of the picture in the middle of the screen. Participants were given unlimited time to name the picture in English/Dutch and the experimenter coded their answers for correctness (same coding as for all earlier tasks). Immediately after the experimenter’s key press the next trial started. 
	Letter search.  Each trial started with a 500 ms blank screen, followed by the presentation of the picture in the middle of the screen. Participants then had 10 s to press a button corresponding to whether they thought the English/Dutch label for the picture contained a certain letter or not. Answers were given via a button box with two labeled buttons (‘Yes’, ‘No’; the ‘Yes’ button was always on the dominant hand). Immediately after the button press the next trial started. 
Filler Tasks
Simon task.  In the Simon task participants had to respond to the color of a rectangle on the screen. They had to press either the right or the left arrow key depending on the color of the rectangle (color – button assignment was counterbalanced across participants). To make this task harder, the rectangle could either occur on the left or right side of the screen, and thus be either congruent (facilitating) or incongruent (distracting) with the position of the answer button. 
A trial started with a 500 ms fixation cross (Arial, 20pt, black) in the center of the screen, followed by a colored (red or blue) rectangle on either the left of right side of the screen. The rectangle remained visible for 500 ms. Participants had 1000 ms to press a button (500 ms during pic presentation + 500 ms with a white screen). After the button press there was a random delay of 0 to 500 ms, before the next trial started. The task started with 20 practice trials, during which participants received feedback (on screen for 500 ms, ‘Correct’, ‘Incorrect’, in either green or red, Arial 20pt), and were told if they were too slow. After the practice round there were a total of 100 test trials (50 congruent (25 red, 25 blue), 50 incongruent (25 red, 25 blue), in randomized order). There were no breaks in the task.
The Simon effect is calculated as the difference in reaction times between the congruent and incongruent trials (considering correct trials only). The task was taken from the Experiment factory Github repository (https://github.com/expfactory-experiments/simon), which offers a set of cognitive tasks programmed in JavaScript. 
Go-NoGo task.  In the Go-NoGo task, participants had to press the space bar when they saw a rectangle with a specific color (orange or blue, counterbalanced across participants), while having to withhold the button press when the rectangle was in the other color (orange or blue respectively). Each trial started with a fixation cross (Arial, 20pt, black) in the center of the screen for 500 ms, followed by a colored rectangle for 750 ms. Within those 750 ms participants had to respond by either pressing the space bar or withholding the button press. After a delay of 50 ms after either the maximum time to respond or the participant’s button press, the next trial started. The task started with 10 practice trials, during which the participant received feedback (shown on screen for 500 ms, ‘Correct’ or ‘Incorrect’, in green or red, Arial 20pt) and was told if they were too slow (i.e. did not respond within 750 ms for the go trials). After each feedback screen, a blank screen was shown for 250 ms before the next trial started. After the practice round, there were a total 350 test trials (35 no-go, 315 go, in randomized order). There were no breaks in the task. 
The NoGo effect is typically measured as the false alarm rate, i.e. the percentage of button presses when not called for. Again, the task was taken from the Experiment factory online repository (https://github.com/expfactory-experiments/go-nogo). The order of the two filler tasks was counterbalanced across participants. 
S4. Accuracy Scoring
Participants’ Spanish word productions were compared to target (i.e., Spanish native speakers’) productions based on phonological similarity. Because we did not train our participants on pronunciation and because the focus of the present study is on lexical knowledge rather than pronunciation ability, common Dutch-Spanish orthography-based mispronunciation errors were ignored and counted as correct: these included the consistent mispronunciation of /u/ as /ʏ/, /ɲ/ (written ‘ñ’ in Spanish) as /n/, /x/ (written ‘j’ in Spanish) as /j/, /ʎ/ (written ‘ll’ in Spanish) as /l/, and the pronunciation of ‘h’ while it should be silent. Likewise, a participant’s failure to pronounce intervocalic ‘c, ‘d’, ‘b’ and ‘g’ as /θ/, /ð/, /β/ and /ɣ/ respectively was ignored. The same goes for the realization of a trilled /r/, a phoneme that is inherently difficult to pronounce for many native speakers of Dutch. Finally, when participants needed multiple attempts to name a picture, the last production was used for scoring.
With these constraints in mind, and as explained in the main paper, responses were scored at the phoneme level. Incorrect phonemes could be either omissions, insertions or substitutions (see Levenshtein, 1966). Table A exemplifies the scoring procedure for a rather complex example.
Table S3-1
Scoring example, phonetically transcribed 
	Target word
	k
	r
	e
	m
	a
	
	
	ʝ
	ɛ
	r
	a

	Participant’s production
	k
	r
	e
	m
	a
	d
	i
	ʝ
	
	
	o

	Scoring
	C
	C
	C
	C
	C
	IC
(ins)
	IC
(ins)
	C
	IC
(del)
	IC
(del)
	IC (sub)


Note. C = correct, IC = incorrect; ins = insertion; del = deletion; subs = substitution.
	‘Cremadillo’ would be counted as having 6 correct and 5 incorrect phonemes. As explained in the manuscript, these two numbers (6,5) serve as basis for the dependent variable for statistical modelling. Importantly though, we used a binomial probability distribution for statistical modelling, for which word length cannot vary within words: for ‘cremallera’ this means that the number of correct and incorrect phonemes always needs to add up to 9, rather than 11 as in the above example (6+5=11). Hence, we adjusted the counts such that the sum of correct and incorrect phonemes always equaled the original word length. Rescaling was done by multiplying the word length of the target word (in this case 9) by the percentage of correctly produced phonemes (e.g. 9*0.545 = 4.9, rounded off to 5), and subtracting this number from the target word length (e.g. 9-5 = 4, arriving at (5,4) for the cremadillo example). This procedure was taken from de Vos et al. (2018). We refer the reader to the supplementary materials of that paper for a more comprehensive explanation of the issue. 













S5. Analyses on raw naming latencies
Experiment 1
Table S4-1 
Model output for log-transformed raw naming latencies in Experiment 1
	Fixed effects
	Estimate
	SE
	t
	p(χ2)
	
	

	Intercept
	7.47
	0.05
	146.27
	<.001
	
	

	Interference
	0.14
	0.02
	7.17
	<.001
	
	

	Language
	0.06
	0.09
	0.64
	.518
	
	

	Day
	0.15
	0.02
	6.32
	<.001
	
	

	Interference*Language
	0.08
	0.04
	2.13
	.036
	
	

	Language*Day
	0.00
	0.05
	0.05
	.970
	
	

	Interference*Day
	-0.12
	0.04
	-3.30
	.001
	
	

	Interference*Language*Day
	-0.17
	0.08
	-2.27
	.024
	
	

	Random effects
	Groups
	Var
	SD
	Corr
	
	

	Item
	Intercept
	0.06
	0.23
	
	
	

	Subject
	Intercept
	0.08
	0.28
	
	
	

	
	Day
	0.01
	0.09
	0.17
	
	

	
	Interference
	0.00
	0.03
	0.31
	0.79
	

	
	Interference*Day
	0.00
	0.02
	-0.89
	0.22
	0.15


Note. Significant effects are marked in bold. SE = standard error; SD = standard deviation; p(χ2) = Chi-square test statistic; Var = variance; Corr = correlation.
Table S4-2
Model output for log-transformed raw naming latencies split by day in Experiment 1
	
	Model output for Day 2
	
	Model output for Day 8

	Fixed effects
	Estimate
	SE
	t
	p(χ2)
	
	Estimate
	SE
	t
	p(χ2)

	Intercept
	7.40
	0.05
	140.96
	<.001
	
	7.54
	0.05
	143.51
	<.001

	Interference
	0.20
	0.03
	7.98
	<.001
	
	0.08
	0.03
	2.72
	.007

	Language
	0.05
	0.09
	0.62
	.531
	
	0.06
	0.09
	0.69
	.481

	Interference*Language
	0.18
	0.05
	3.64
	<.001
	
	-0.01
	0.06
	-0.10
	.917

	Random effects
	Groups
	Var
	SD
	
	Groups
	Var
	SD

	Item
	Intercept
	0.06
	0.25
	
	Intercept
	0.05
	0.22

	Subject
	Intercept
	0.08
	0.27
	
	Intercept
	0.08
	0.28


Note. Significant effects are marked in bold. SE = standard error; SD = standard deviation; p(χ2) = Chi-square test statistic; Var = variance.

Separate t-tests on the log-transformed raw naming latencies per language group on Day 2 revealed that the interference effect is significant in both groups, though more pronounced in the English group (t(22)=8.40, p < .001; d = 1.752) than in the Dutch group (t(19)=3.28, p=.004, d = 0.734) on Day 2. 


Figure S4-1. Experiment 1. Raw naming latencies for Spanish productions at final test on day 2 and 8 respectively. 






Experiment 2
Table S4-3
Model outcome for log-transformed raw naming latencies in Experiment 2
	Fixed effects
	Estimate
	SE
	t
	p(χ2)

	Intercept
	7.45
	0.05
	155.24
	<.001

	Interference
	0.20
	0.02
	8.42
	<.001

	Frequency
	0.12
	0.10
	1.29
	.194

	Interference*Frequency
	0.09
	0.05
	1.77
	.067

	Random effects
	Groups
	Var
	SD
	

	Item
	Intercept
	0.04
	0.21
	

	Subject
	Intercept
	0.08
	0.28
	


Note. Significant effects are marked in bold. SE = standard error; SD = standard deviation; p(χ2) = Chi-square test statistic; Var = variance; Corr = correlation.
[image: RT_raw_Exp2]
Figure S4-2. Experiment 2. Raw naming latencies for Spanish productions at final test. 
S6. Individual Difference Analyses

Cognitive Control 

In exploratory analyses, we asked whether cognitive control ability, as measured in the Simon and Go-NoGo task, predicts forgetting rates in the experiments reported in this manuscript. 
To that end, we added both Simon task performance (= RT difference incongruent-congruent trials) and Go-NoGo task performance (= false alarm rate) as predictors to the models for both accuracy and reaction times in Experiments 1 and 2. We fit separate models for each of those two predictors and only report relevant interactions including the factor ‘Interference’ and the respective cognitive control measure. 
Go-NoGo task performance. NoGo false alarm (FA) rate did not modulate interference effects in RTs or accuracy in Experiment 2, and not in RTs in Experiment 1 either (ps > .28). In accuracy in Experiment 1, there was a marginal 4-way interaction between FA rate, Language group, Interference and Day (p = .074). Follow-up analyses revealed that FA rate modulated forgetting rates only on Day 8 in the Dutch group (β = 0.68, p = .034), such that higher FA rates were associated with stronger interference effects. This effect suggests that participants with worse inhibitory control (i.e. higher FA rates), were more affected by language interference, possibly because they were less efficient at applying inhibition to Dutch competitors during the final retrieval in Spanish. It is unclear though why such an effect would only show on Day 8, and only in the Dutch group. 
Simon task performance. Simon task performance did not modulate interference effects in either RTs or accuracy in Experiment 2 (ps > .42). In Experiment 1, performance on the Simon task also did not modulate forgetting rates as measured in RTs (ps > .45), but it did modulate forgetting rates in accuracy. Follow-up models clarified that this was only the case on Day 8 and only in the English group: contrary to the NoGo effects reported above, stronger Simon effects were associated with smaller interference effects on Day 8 in the English group (β = 0.30, p = .002). This effect suggests that participants with worse inhibitory control (and hence a stronger Simon effect), were less affected by language interference. Contrary to the conclusion drawn on the basis of the NoGo task performance, this effects suggests that participants with worse inhibitory control were less affected by interference, possibly because they engaged less inhibitory control during the interference phase, and consequently suppressed the Spanish translations less than participants with better inhibitory control (but also stronger interference effects). Again though, it remains puzzling why this effect only emerges on Day 8 and only in one group, and why it is inconsistent with Go-NoGo task performance.
Overall we would urge to take these exploratory results with a grain of salt because our experiments were not set-up to test for individual differences: for a reliable investigation into individual differences a bigger sample size would be called for. What is more, both the Simon and the Go-NoGo task were included as filler tasks and to match participants on cognitive control ability across groups, rather than to predict individual forgetting rates.

Multilingual Background
It is conceivable that participants who have learned multiple foreign languages are more used to dealing with between-language interference and are thus less affected by the experimental manipulation in the current experiments. We tested this by adding the number of previously learned foreign languages as a continuous predictor to the models for accuracy and RTs in both experiments. There were no significant interactions involving this factor (ps > .17). Number of languages learned prior to the experiment thus did not modulate forgetting effects either in accuracy or in reaction times in either Experiment 1 or Experiment 2. It should be noted though that our experiments were not designed to test for an effect of multilingual experience on forgetting, both in terms of sample size, and in terms of the distribution of the ‘multilingualism’ variable here: most participants knew more than two languages (see Figures S6.1 and S6.2). 
[image: C:\Users\u570176\AppData\Local\Microsoft\Windows\INetCache\Content.Word\Hist_Nlang.png]
Figure S6.1. Histogram of the number of foreign languages known by participants in Experiment 1 


[image: Hist_Nlang_Exp1b]
Figure S6.2. Histogram of the number of foreign languages known by participants in Experiment 2

Age of Onset of Bilingualism
Research with different types of bilingual populations suggests that early and proficient bilinguals rely less on inhibitory control in speech production than late bilinguals (Costa & Santesteban, 2004). Given this difference, it is possible that late bilinguals suffer more from language-RIF than early bilinguals. We again tested for this by including English AoA as a predictor in the respective statistical models. In Experiment 1, it had no influence on forgetting rates (ps > .45). In Experiment 2, however, it did modulate forgetting rates in reaction times (β = 0.08, p = .015, not in accuracy though, p = .25) such that participants who started learning English later, showed a stronger interference effect than participants who started learning English earlier on (regardless of which frequency group they were in). It is unclear why the effect was found in Experiment 2 and not in Experiment 1, especially because English was not part of Experiment 2 and thus should have little impact on forgetting. The spread with regard to English AoA, though relatively narrow in general, was similar across the two experiments: most of our participants had started learning English in high school (see Figures S6.3 and S6.4).

[image: Hist_EngAoA]
Figure S6.3. Histogram of age of acquisition of English for participants in Experiment 1. 

[image: Hist_AoAEng_Exp1b]

Figure S6.4. Histogram of age of acquisition of English for participants in Experiment 2.
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