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The Laser Interferometer Space Antenna Pathfinder (LPF) main observable, labeled $\Delta g$, is the differential force per unit mass acting on the two test masses under free fall conditions after the contribution of all non-gravitational forces has been compensated. At low frequencies, the differential force is compensated by an applied electrostatic actuation force, which then must be subtracted from the measured acceleration to obtain $\Delta g$. Any inaccuracy in the actuation force contaminates the residual acceleration. This study investigates the accuracy of the electrostatic actuation system and its impact on the LPF main observable. It is shown that the inaccuracy is mainly caused by the rounding errors in the waveform processing and also by the random error caused by the analog to digital converter random noise in the control loop. Both errors are one order of magnitude smaller than the resolution of the commanded voltages. We developed a simulator based on the LPF design to compute the close-to-reality actuation voltages and, consequently, the resulting actuation forces. The simulator is applied during post-processing the LPF data.
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I. INTRODUCTION

The Laser Interferometer Space Antenna (LISA) aims to detect gravitational waves in space. The mission was approved by the European Space Agency (ESA) in June 2017, and it is currently in the first planning stages. The technology requirements for the LISA were successfully tested by the LISA Pathfinder (LPF) satellite, which flew from December 2015 to July 2017. In the LPF mission, two test masses (TMs) were put in a nearly perfect free fall condition, and their residual acceleration was measured precisely. Identical TMs will be used in the LISA satellites. Each TM is a gold–platinum cube with 46 mm edge length surrounded by a set of electrodes in an electrode housing (EH), as shown in Fig. 1. Each electrode creates a capacitor with the TM surface. The electrodes are used to simultaneously serve for actuation and sensing is given in Refs. 8–11.

The residual acceleration in the LPF is measured with a precision of $1.74 \pm 0.01 \text{ fm s}^{-2}/\sqrt{\text{Hz}}$ above 2 mHz and $60 \pm 10 \text{ fm s}^{-2}/\sqrt{\text{Hz}}$ at 20 $\mu$Hz. This was achieved, among others, by a more accurate calculation of the electrostatic actuation force based on the method presented in this paper. This paper addresses systematic inaccuracies and an effective correction for these effects in the actuation waveforms. A brief description of the FPGA that is important for this study is provided in Sec. II. More details on FPGA and how it simultaneously serves for actuation and sensing is given in Refs. 8–11. In order to study the actuation accuracy, we have implemented a simulator that reproduces the “close-to-reality” behavior of the FPGA code and the actuation electronics. The critical elements that cause actuation errors are elaborated in Sec. III, and the simulator

$\Delta g(t) = \ddot{x}_{12}(t) + \omega_1^2 x_{12}(t) + (\omega_2^2 - \omega_1^2) x_1(t) - g_1(t) - g_2(t).$
II. ACTUATION ELECTRONICS

TM actuation is possible in all degrees of freedom (DoFs) by applying commanded force and/or torque to the corresponding electrode. Each electrode is connected to the actuation electronics, which is responsible for exactly two DoFs: one translation and one rotation. Considering Fig. 1, electrodes 1 to 4 are applied for actuation along \( x \) and \( \phi \), electrodes 5 to 8 for \( y \) and \( \theta \), and electrodes 9 to 12 for \( z \) and \( \eta \).

Figure 2 illustrates the block diagram for actuation along \( x \) and \( \phi \). Actuation along other DoFs is similar. Given the commanded voltage amplitudes for translation and rotation by the DFACS, two orthogonal sinusoidal waveforms (AC signals) are generated, using a common lookup table (LuT). The LuT contains a quarter sinusoid composed of 100 samples, and it is used to make samples at a rate of 12 kHz for the waveforms. The FPGA logic uses the LuT to generate waveforms at a frequency of \( n \times 30 \) Hz. For the waveforms at those frequencies, each sample can be calculated by using an entry of the same LuT, where the frequency depends on how the entries are picked. The integer \( n \) is set differently for each DoF such that the generated waveforms are orthogonal to each other and no cross talk occurs. This yields 60 Hz and 270 Hz for actuation along \( x \) and \( \phi \), 90 Hz and 240 Hz for \( y \) and \( \theta \), and 120 Hz and 180 Hz for \( z \) and \( \eta \). The amplitudes of the generated sinusoidal waveforms, labeled \( V_{\text{cmd}} \), are commanded by the DFACS at 10 Hz frequency. Thus, the waveforms are applied for 100 ms that form integer multiples of the waveform periods. The commanded voltage amplitudes are discretized with a resolution of 153 \( \mu \)V, described in this paper as the least significant bit (LSB) voltage. In addition to these AC signals, DC voltages, labeled \( V_{\text{cmd,DC}} \), can also be commanded by the DFACS to compensate for parasitic electrode voltages and to aid TM charge measurement and discharge. The AC and DC signals are combined as given in Eq. (2).

After combining the waveforms, the combined signal is mapped from the LSB value used for the commanded voltage (\( \pm 10 \times 2^{17} = 15, \mu \text{V} \)) to the one used for the proportional, integral, and derivative (PID) controller (\( \pm 14.5 \times 2^{18} \approx 111 \mu \text{V} \)). Thus, the LSB value of the control loop is a factor of 1.379 smaller. The PID controller was designed for a different LSB value in order to make use of the full conversion range of the analog to digital converter (ADC) used for its feedback, i.e., the signal is scaled to use the full range of the ADC output codes. This was done to minimize the noise contribution of the ADC, which has an input inferred noise of 0.72 LSB/\( \text{rms} \), according to the data sheet for the ADC component LTC1604.\(^{14}\) To maintain the same amplitude, the digital values are multiplied by the reciprocal factor before entering the loop. For that, they are multiplied by the factor 1.375, which is the closest value to 1.379 that can be represented with three fractional bits, and it is well within the tolerance of the analog gain, for which a calibration is performed. This is shown in Figs. 2 and 3 by the “Scale 1.375” sub-blocks. As discussed later in this paper, scaling the waveform, as it is currently designed in the LPF, causes an actuation error, which cannot be neglected. The current electronics design requires several optimizations, before it can be integrated in the LISA. These are proposed in a separate study.\(^{14}\)

In order to increase the signal resolution and reduce the actuation error, the 12 kHz sampled signal is up-sampled to 96 kHz by linear interpolation and then fed to a sigma–delta control loop. The control loop consists of a PID controller with the derivative block configured feed-forward and the proportional and integral blocks acting on the PID error signal. To generate an analog signal at the electrode, a digital-to-analog converter (DAC) is used, followed by an analog integrator, which has an integration gain that fits with the feed-forward gain of the digital part. Finally, to provide the feedback for the PID controller, the signal is digitized by an ADC.

The signals injected to electrodes 1 to 4 are then given by

\[
\begin{align*}
V_1(t) &= +V_{\text{cmd,1x}} \sin(2\pi 60 t) + V_{\text{cmd,1p}} \sin(2\pi 270 t) + V_{\text{cmd,DC1}} \\
V_2(t) &= -V_{\text{cmd,1x}} \sin(2\pi 60 t) + V_{\text{cmd,2p}} \cos(2\pi 270 t) + V_{\text{cmd,DC2}} \\
V_3(t) &= +V_{\text{cmd,2x}} \cos(2\pi 60 t) - V_{\text{cmd,1p}} \sin(2\pi 270 t) + V_{\text{cmd,DC3}} \\
V_4(t) &= -V_{\text{cmd,2x}} \cos(2\pi 60 t) - V_{\text{cmd,2p}} \cos(2\pi 270 t) + V_{\text{cmd,DC4}}
\end{align*}
\]  

The time-averaged \( x\)-force and \( \phi\)-torque applied to the TM are calculated by

\[
\begin{align*}
F_x &= \frac{1}{2} \left( \frac{\partial C_{EL,TM}}{\partial x} - \frac{\partial C_{EL,H}}{\partial x} \right) \left( \langle V_1^2 \rangle + \langle V_2^2 \rangle - \langle V_1 \rangle - \langle V_2 \rangle \right), \\
T_\phi &= \frac{1}{2} \left( \frac{\partial C_{EL,TM}}{\partial \phi} - \frac{\partial C_{EL,H}}{\partial \phi} \right) \left( \langle V_1^2 \rangle - \langle V_1 \rangle - \langle V_2 \rangle + \langle V_2 \rangle \right)
\end{align*}
\]

with \( C_{EL,TM} \) being the capacitance between each electrode and the TM and \( C_{EL,H} \) being the one between the electrode and the housing, respectively.
III. ACTUATION ACCURACY

The accuracy of the actuation system is mainly affected by rounding errors and also by the random noise caused by the ADC in the control loop. These are elaborated below.

- **Number of available bits in waveform generation**
  The AC commanded voltages from the DFACS are 16 bit unsigned integers with a 153 μV resolution. These are multiplied by LuT words, which are 16 bit integers. The multiplication would result in 32 bit integers, whereas only 16 bits are used in the FPGA code. Therefore, the lower significant 16 bits are discarded and the generated waveform is rounded to 16 bits, and this introduces a rounding error.

- **Scaling after waveform generation**
  After scaling by the non-integer factor of 1.375, the fractional part is removed. Similar to the last step, this also results in a rounding error. Data resolution at this stage is 153 μV/1.375 = 111 μV.

While a change in 1 LSB in the commanded AC voltage will, indeed, change the amplitude of the sinusoidal waveform (peak voltage) by 1 LSB, the rest of the points in the waveform will change by 0 or 1 LSB, depending on the rounding. This results in changing the effective voltage on the electrode [see Eq. (4)] by an amount around, but not exactly, 1 LSB, and it directly influences the applied force/torque, according to Eq. (3).
• Error caused by ADC random noise

Among the electronic elements used in the actuation system, DAC and ADC produce the major noise. Although the noise entering the feedback loop is compensated, the noise caused by the ADC is critical, because it directly affects the behavior of the loop. Simulation of the ADC noise is elaborated in Appendix A.

The first two points describe the rounding error that happens on single samples of a waveform. This error is one order of magnitude smaller than the resolution of the commanded voltages, as elaborated in Sec. V A and illustrated in Fig. 5. The random error caused by ADC random noise is also one order of magnitude smaller than the resolution of the commanded voltages. This is discussed in Sec. V B and illustrated in Fig. 6.

IV. SIMULATION

We implemented a simulation of the actuation system based on the LPF design, in order to reproduce the close-to-reality actuation voltages and, consequently, actuation forces/torques. The critical elements affecting the actuation accuracy were mentioned in Sec. III. They are implemented in the simulation in order to quantify their impact. The simulation is divided into two main parts: The first simulates only the waveform generation and scaling and essentially considers the systematic error between the perfect analog sinusoidal wave and the digitized generated waveform. We refer to this part as a partial model (PM). The second part simulates the entire circuitry, which includes the waveform generation, scaling, digital controller, and feedback loop. We call this part entire model (EM). The EM allows us to investigate the effect of ADC random noise on actuation accuracy and also the systematic error of the control loop.

The simulation inputs are the commanded (AC) voltages \( V_{\text{cmd}} \), which are the peak amplitudes of the generated waveforms, and also the commanded DC voltage \( V_{\text{cmd,DC}} \). The sinusoidal waveforms \( V_i(t) \) applied to each electrode \( i \) are implemented according to Eq. (2), with \( i \) denoting electrodes 1 to 4, which are responsible for \( x/\phi \) actuation. The effective voltage on each electrode is the root mean square (rms) of \( V_i(t) \). The rate of DFACS commanded voltages is 10 Hz and the waveforms are 100 ms long. The simulation outputs \( V_{\text{out},x,i} \) and \( V_{\text{out},\phi,i} \) are the amplitudes of the AC signal (peak voltages) at 60 Hz and 270 Hz frequencies, which are numerically evaluated in the simulation by the fast Fourier transform of the waveform \( V_i(t) \) applied to electrode \( i \). The effective voltage on each electrode is related to the peak voltages as follows:

\[
\text{RMS}(V_i(t)) = \sqrt{\frac{1}{2} (V_{\text{out},x,i}^2 + V_{\text{out},\phi,i}^2)}, i = 1, \ldots, 4. \tag{4}
\]

For each input command voltage, \( V_{\text{out},x,i} \) and \( V_{\text{out},\phi,i} \) are calculated by both the PM and EM. For the sake of simplicity, only the actuation of TM2 along \( x \) is discussed further in this paper, and the applied voltages to electrode 1 are illustrated. Therefore, the indices \( x \) and \( i = 1 \) are removed, and the simulation output is labeled \( V_{\text{PM}} \) or \( V_{\text{EM}} \), with respect to PM and EM. The analysis for other electrodes and also other DoFs provide similar results. Figure 3 illustrates the simulation scheme.

V. ANALYSIS AND RESULTS

In this section, we elaborate on the analyses related to quantifying the systematic error of the waveform generation, the systematic error of the control loop, and also the random error of the control loop. The systematic error of the waveform generation is studied by comparing \( V_{\text{PM}} \) to the commanded voltages, and the systematic and also the random errors of the control loop are investigated by comparing \( V_{\text{EM}} \) to \( V_{\text{PM}} \).

For these analyses, the simulation input is an integer multiplication of the LSB value, given by \( V_{\text{cmd}} = 153 \mu V \cdot D_{\text{cmd}} \), whereby \( D_{\text{cmd}} \) denotes the integer value of the digital code resulting from a commanded voltage. \( V_{\text{cmd,DC}} \) is zero. We consider \( V_{\text{cmd}} \) from 153 mV to 353 mV, which corresponds to the digital values of \( D_{\text{cmd}} \) from 1000 to 3500. Voltages around 500 mV are especially interesting, because they correspond to the LPF commands during the acceleration measurements.

At the end of this section, we analyze the effect of the actuation error on the LPF data. For this analysis, the simulation...
inputs are the commanded voltages for several LPF acceleration measurements.

A. Systematic error of the waveform generation

In Fig. 4, $V_{cmd}$ is compared to $V_{PM}$. The resolution of $V_{cmd}$ (vertical difference between adjacent steps) is equal to 153 μV. For $V_{PM}$, however, the resolution varies for different digital commands. This variation is due to the rounding error after the waveform generation and also after the waveform scaling. As shown in Fig. 5, $\Delta V = V_{PM} - V_{cmd}$ is typically of the order of 10 μV, which is one order of magnitude smaller than that of the input resolution. Considering Eq. (3), $\Delta V$ in average introduces an erroneous induced field and results in a force noise.

B. Error of the control loop

The ADC random noise is a white noise, and it dominates the systematic error of the control loop. Therefore, the simulation is implemented such that it allows suppressing the random noise, in order to quantify the systematic error of the control loop. To this purpose, the simulator repeats the calculation of $V_{EM}$ (usually $n = 10^4$, $10^5$, or $10^6$ times) and outputs the averaged value $\bar{V}_{EM} = \frac{1}{n} \sum_{i=1}^{n} V_{EM,i}$.

A fit of the data from simulation outputs $\bar{V}_{EM}$ and $V_{PM}$ demonstrates a relation $\bar{V}_{EM} = \alpha V_{PM} + \beta$. The values $\alpha$ and $\beta$ are different for various $n$ values. The error of the control loop is specified by $\Delta V_n = \bar{V}_{EM} - (\alpha V_{PM} + \beta)$.

The random error is determined by $\Delta V_{n=1}$, and it is illustrated in Fig. 6. The systematic error is verified by $\Delta V_{n=10^6}$, and it is shown in Fig. 7. In Appendix B, we elaborate why $n = 10^6$ is sufficient for analyzing the systematic error. The systematic error is of the order of $10^{-8}$ V, and its effect on the accuracy is negligible. It is at worst four orders of magnitude smaller than the resolution of the commanded voltages and, thus, 1000 times smaller than the systematic rounding error (see Figs. 4 and 5).

C. Effect of the actuation error on the LPF data

The LPF main observable, $\Delta g$, is the residual acceleration of the two test masses, and it is calculated by Eq. (1). According to this equation, the error of the actuation force per unit mass, $g_c(t)$, contaminates $\Delta g$, especially at frequencies below 1 mHz. In order to investigate the effect of actuation inaccuracy on the LPF data, we first calculated the actuation force by $V_{cmd}$, $V_{PM}$, and $\bar{V}_{EM}$, respectively, and afterward, we considered the amplitude spectral density of the residual acceleration, $S_{\Delta g}(f)$, at a low frequency, i.e., $f = 0.1$ mHz, for the LPF acceleration measurements. As shown in Fig. 8, calculation of the actuation force by $V_{PM}$ (red curve) results in a lower amplitude spectral density, $S_{\Delta g}(f = 0.1$ mHz), compared to...
FIG. 8. Amplitude spectral density of the LPF residual test-mass acceleration at 0.1 mHz for different segments of acceleration measurement in 2016. Considering the actuation inaccuracy in the calculation of \( \Delta g \) results in a stationary amplitude spectral density \( S_{1/g} \) at \( f = 0.1 \) mHz frequency.

the case in which the actuation force is calculated by \( V_{\text{cmd}} \) (blue curve).

Comparing the data calculated by \( V_{\text{PM}} \) (red curve) to the ones calculated by \( \bar{V}_{\text{EM}} \) (yellow curve) indicates that the governing actuation error refers to the error caused by rounding and scaling the waveform and not the error of the control loop. This is also illustrated in Fig. 9, where the amplitude spectral density of \( \Delta g \) is calculated for the LPF acceleration measurement in June 19th. As shown in the figure, considering the inaccuracy in the calculation of \( \Delta g \) is especially important at low frequencies.

FIG. 9. Amplitude spectral density of the LPF residual test-mass acceleration for the measurement in June 2016.

VI. CONCLUSION

We have identified how the systematic rounding errors have a relevant and detectable impact on the AC actuation amplitudes and developed a simulator to verify the expected rounding behavior. Using the simulation results, we have also quantified the random error of the control loop, which is caused by the ADC random noise. Both these errors are of the order of 10 \( \mu \)V, which is one order of magnitude smaller than the resolution of the input commanded voltages (153 \( \mu \)V). We also analyzed the systematic error of the control loop by suppressing the ADC random noise by three orders of magnitude in the simulation. It was shown that this error is four orders of magnitude smaller than the resolution of the commanded voltages and, thus, negligible.

Considering the systematic rounding errors, our simulator enables us to estimate the close-to-reality value of the actuation forces and more accurately calculate the residual acceleration of the test masses, which is the LPF main observable, at low frequencies. It is worth mentioning that actuation forces are calculated by our simulator in post-processing the LPF data.

Contrary to the LPF, there is no actuation along the main measurement axis in the LISA. However, optimizing the electronics to avoid the systematic error, especially in waveform generation, is relevant for accurate actuation of the TMs in other DoFs. A proposal for optimizing the waveform generation for the LISA will be provided in a separate study.14
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APPENDIX A: ADC NOISE

The ADC noise density is calculated from the signal-to-noise ratio (SNR), which is 90.1 dB according to the data sheet for the ADC component LTC1604.\(^{13}\)

\[
\text{SNR} = 90.1 \text{ dB} = 20 \log \left( \frac{\text{RMS}_{\text{signal}}}{\text{RMS}_{\text{noise}}} \right).
\]  
(A1)

The rms value for the signal at the ADC input is calculated from the amplitude of the generated sinusoidal signal (\(A_{\text{signal}}\)), and it is given by

\[
\text{RMS}_{\text{signal}} = \frac{A_{\text{signal}}}{\sqrt{2}} = \frac{20 \text{ V}}{1.375} = 14.72 \text{ V RMS}.
\]  
(A2)

20 V refers to the maximum commanded AC amplitude for each actuation channel, and the scaling factor is elaborated in Sec. II. Therefore, \(RMS_{\text{noise}} = 321.52 \mu \text{V RMS}\) is obtained by substituting Eq. (A2) in (A1) and, it corresponds to \(RMS_{\text{noise}} = 0.72 \text{ LSB}\) given in the data sheet. The noise density is then given by

\[
\sigma_{\text{ADC}} = \frac{RMS_{\text{noise}}}{\sqrt{f_s}} = 1.0377 \frac{\mu \text{V}}{\sqrt{\text{Hz}}},
\]  
(A3)

whereby \(f_s = 96 \text{ kHz}\) is the sampling frequency of the signal. The implemented noise in the simulation is a pseudorandom white noise drawn from the normal distribution with zero mean and standard deviation \(\sigma_{\text{ADC}} = RMS_{\text{noise}} = 321.52 \mu \text{V}\).

For big number of iterations, such as \(n = 10^5 \) and \(10^6\), the output of the EM is parallely computed. In order to avoid the same random numbers generated by different processor cores, the random number generation is seeded, using the Matlab function \text{rng}(\text{seed}).\(^{13}\)

APPENDIX B: CROSS CORRELATION

The random error of the control loop is labeled \(\Delta V_1\), and its standard deviation is \(\sigma_{\Delta V_1} = 3.5 \mu \text{V}\) for the commanded voltages \(0.153–0.536 \text{ V}\). These data are shown in Fig. 6.

According to the central limit theorem, we expect that the random error is reduced by \(\sigma_{\Delta V_1}/\sqrt{10^5} = 3.5 \text{ nV}\) for \(n = 10^6\) iterations. However, the standard deviation of \(\Delta V_{10^6}\) obtained by the simulation is \(\sigma_{\Delta V_{10^6}} = 11.8 \text{ nV}\) (\(\Delta V_{10^6}\) data are illustrated in Fig. 7). It means that \(\sigma_{\Delta V_{10^6}}\) derived from the simulated data is 3.37 times bigger than the value expected from the central limit theorem. Therefore, \(\Delta V_{10^6}\) is not purely random, and it is dominated by the systematic error.

This is also analyzed by the sample cross correlation function, as described below.

For the same input voltages, we calculated \(\Delta V_{n=10^6}\) three times and labeled each calculation a \textit{run}. The index \(n = 10^6\) indicates that each \(V_{PM}\) is averaged over \(10^6\) iterations. As shown in Fig. 10, the three runs follow similar trajectories. Furthermore, the sample cross correlation coefficient of the combination of pairs of runs at lag zero is close to one, as illustrated in Fig. 11. This proves the dependency of \(\Delta V_{n=10^6}\) on the commanded voltages and indicates a systematic error in the control loop.
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