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Abstract— Port-Hamiltonian systems have gained a lot of at-
tention in recent years due to their inherent valuable properties
in modeling and control. In this paper, we are interested in con-
structing linear port-Hamiltonian systems from time-domain
input-output data. We discuss a non-intrusive methodology that
is comprised of two main ingredients — (a) inferring frequency
response data from time-domain data, and (b) constructing
an underlying port-Hamiltonian realization using the inferred
frequency response data. The proposed method is illustrated
by means of two numerical examples.

I. INTRODUCTION

In this paper, we focus on a non-intrusive way for the
construction of a class of linear structured systems. Non-
intrusive modeling has received a lot of attention recently
due to its data-driven nature, see, e.g., [1], [2], [3], [4].
There are primarily two fundamental ways to obtain data,
leading to data-driven modeling. The first is to experiment in
a laboratory to obtain data. This approach is often desirable
when very little knowledge is available about the process
and parameters. In the second approach, one can simulate
a process or model using proprietary software with desired
parameters and conditions. Indeed, one can seek to obtain
the underlying model in a matrix-vector form, however, it is
a quite challenging task to extract the model, or sometimes
even impossible due to intellectual property rights. Neverthe-
less, one can easily obtain simulated data using simulation
software. Anyhow, in both cases, the goal is to create a
model that describes the data and incorporates (if available)
any additional knowledge such as conversational laws, and
a particular desired properties such as port-Hamiltonian
structure.

In this work, our focus lies on inferring linear time-
invariant (LTI) port-Hamiltonian (pH) systems using time-
domain input-output data. PH systems are structured rep-
resentations of dynamical systems [5], [6], [7], [8], [9]
that typically arise, e.g., from energy-based modeling via
bond graphs [10], [11]. Constructing compact and reduced-
order models from a complex large-scale pH system is
a very active research area. However, all these methods
require full knowledge about the model/process such as
model parameters and discretization schemes. As discussed
earlier, this may not be possible in several scenarios. Hence,
we focus on pH modeling using only input-output data.
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With this aim, the authors in [12], [13] proposed realization
methods based on frequency-domain measurements. In [12],
the author presented a method that uses frequency response
data to find a realization, not necessarily in a pH form,
however, a linear matrix inequality (LMI) based approach
was proposed to find an underlying pH realization. This
extends the results presented in [14], [15]. On the other hand,
the authors in [13] have extended the Loewner framework
[16] that directly yields a pH model by the construction of
the Loewner and shifted Loewner pencils in a particular way.
However, the frequency response data of a system may not
be readily available in some applications, see, e.g., [17]. In
these types of applications, it might be easier to obtain time-
domain experimental data or collect simulation data for a
given input using proprietary software.

One example, where a non-intrusive approach of modeling
pH systems using time-domain data would be of great impor-
tance, is the modeling of gas transport networks. Although
there exists a general hierarchy of submodels, see [17], there
is no general model available. In particular, the compressor
stations in gas networks do not have a first-principles model,
but time-domain input-output data can be obtained. Then, in
order to express the whole gas transport system as a single
pH model using a network of hierarchies of pH sub-models,
a non-intrusive method is of high interest to generate a model
for this component. Another example, in this direction, is the
modeling of a cable-driven parallel robot [18]. Such models
are used to design physics-shaping controllers. Although
there have been attempts to analytically build pH models, the
analysis in [18] shows the limitations and the complexity in
order to derive analytically large and complex pH models.
Similar motivational examples can be found, e.g., in power
electronics [19] and continuous stirred tank reactors [20].

Having noted various applications, we now seek to realize
an underlying pH model of a process using time-domain data.
Since there exist tools to build pH models from the frequency
response data of a system [13], our primary goal is to
estimate the frequency response data using the time-domain
data. For this, we first impose the linearity assumption on
the underlying dynamics. Under this assumption, there exist
techniques that allow us to achieve our desire goal, see, e.g.,
[21]. By combining the ideas discussed in [13] and [21], we
propose a procedure to infer an underlying pH realization
using time-domain data obtained, e.g., using proprietary
software, or in an experimental set-up.

The rest of the paper is structured as follows. In the fol-
lowing section, we introduce the pH framework and present
the state of the art methods to infer pH realizations from
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data. Subsequently, in Section III, we discuss a time-domain
Loewner framework that allows us to infer an underlying pH-
model using time-domain data. Section IV demonstrates the
proposed procedure by means of two numerical examples.
In Section V, we conclude the paper with a short summary.

II. PORT-HAMILTONIAN SYSTEMS AND PREVIOUS WORK

The pH framework is powerful as it inherently encodes
underlying physical principles directly into the structure of
the system model. An LTI pH system can be written in the
following form [15]:

ẋ(t) = (J−R)Qx(t) + (F−P)u(t),

y(t) = (F + P)>Qx(t) + (S + N)u(t),
(1)

where J ∈ Rn×n is a skew-symmetric matrix, R ∈ Rn×n
is a positive semi-definite matrix, F ± P ∈ Rn×m are port
matrices, S + N is the feed-through from the input to the
output with S = S> ≥ 0 ∈ Rm×m , N = −N> ∈ Rm×m ,
and Q ∈ Rn×n is a positive semi-definite that is associated
with the Hamiltonian,H(x) = 1

2x
>Qx. There is a close

relationship between pH and passive systems, see, e.g., [15],
[22]. To assure that an LTI system of the form (1) is passive,
the following condition is also required:[

R P
P> S

]
≥ 0.

A model having the pH structure has many intrinsic spec-
tral properties [23] — pH systems are robust under structured
perturbations [24], [25], pH systems are closed under power-
conserving interconnection [9], and model reduction of large-
scale pH systems via Galerkin projection yields low-order
systems that preserve the pH structure, see, e.g., [26], [27],
[28].

The main contributions, so far, in the direction of inferring
pH realizations from data can be found in [12], [13], [29].
The methods in [12], [13] are based on frequency-domain
data. The authors in [13] proposed a pH realization method
from frequency-domain data based on the Loewner frame-
work [16]. However, the method requires data at the spectral
zeros in the spectral directions which may not be easily
available. Therefore, the authors in [13] proposed to infer
first a state-space model using the standard Loewner and
then obtain samples at the spectral zeros in the spectral di-
rections using the inferred state-space model. This approach
is computationally efficient since an underlying pH system
can be analytically determined. Recently, in [12], a data-
driven method to learning pH systems based on a solution
of the passivity LMI [15] is proposed. Moreover, In [29],
the authors proposed approaches to realize port-Hamiltonian
systems using three different approaches. The goal is to learn
a pH system in the form (1) for given input-output time-
domain data. In these methods, the idea is first to estimate
frequency domain data as done in [21], followed by applying
the Loewner approach to obtain a state-space model of the
form:

ẋ(t) = Ax(t) + Bu(t), x(0) = 0,

y(t) = Cx(t) + Du(t).
(2)

Then, given the system (2), the authors seek an underlying
pH structure and discuss approaches by means of, e.g., the
solution of an LMI or the Luré equations, or finding the
nearest pH realization, belonging to the set of all admissi-
ble passive systems by solving the following optimization
problem:

inf
J,R,Q,F,P,S

G(J,R,Q,F,P,S)

subject to J> = −J,Q ≥ 0 and
[
R P
P> S

]
≥ 0, and where

G(J,R,Q,F,P,S) = ‖A− (J−R)Q‖2F + ‖B− (F−P)‖2F
+

∥∥∥C− (F+P)>Q
∥∥∥2

F
+

∥∥∥D+D>

2
− S

∥∥∥2

F
,

and N is set to N = D−D>
2 , see [30] for details. This

method allows for a general and versatile realization pro-
cedure. However, solving the above optimization problem
is a challenging task. Towards this, the authors propose an
algorithm to solve this optimization problem that is based on
a fast projected gradient method (FGM) [30]. The method is
in general faster than the standard projected gradient method
for this type of problems where the objective function is
non-convex. This also requires a restarting procedure to
ensure that the algorithm converges. In addition, Obtaining
a suitable solution for this optimization problem requires
choosing a good initial system. The LMI based initialization
procedure proposed in [30] works well when the initial
system is close to being passive. However, the algorithm may
get stuck in a local minimum. Also, solving the LMI may be
computationally expensive if the system is of large-scale. It
is worth noting that only one representation of pH systems is
considered. There may be a nearer pH system with another
representation e.g. in pH DAE form.

In the following, we discuss a procedure that involve
first inferring frequency response data [21], [29]. Then, we
directly compute the underlying pH system using the method
proposed in [13].

III. TIME DOMAIN LOEWNER PORT-HAMILTONIAN
REALIZATION

Our main objective is to realize a pH system from given
time-domain input-output data which can either be obtained
in an experimental set-up or using proprietary software. In
essence, we first infer the frequency response data of the
system using time-domain input-output data. This problem
has been very well studied in the literature, see, e.g., [31],
[32], [33], where frequency response data are typically
inferred using the impulse response. However, in this paper,
we follow the method presented in [21] to estimate the
frequency data points at pre-defined interpolation points by
designing an appropriate input. This is done by solving a
least-squares problem. See [21] for details.

Let us assume that we excite the system using an input
u(t) and consider K samples of u(t) at the time kTs,
denoted as uk := u(kTs), where Ts is the sampling time and
k ∈ {0, . . . ,K}. Then, using the discrete Fourier transform,



we can write

uk =
∑K−1

i=0
Uiq

k
i ,

where Ui are the corresponding (discrete) Fourier coeffi-
cients and qi = e

2π
√
−1

K i for i ∈ {0, . . . ,K − 1}, k ∈
{0, . . . ,K − 1}. Moreover, under the linearity assumption,
we can write the output sequence as follows:

yk =
∑
i∈Γr

UiHk(qi)q
k
i , (3)

where Γr = {i1, . . . , ir} are the indices of the r non-zero
Fourier coefficients {U1, . . . ,Ur}. Equation (3) gives us a
direct relationship between the output yk and the approxi-
mate frequency response data Hk sampled at the frequency
qi. To estimate the frequency response data of the system,
one can solve a least-squares problem of the form:

Ĥ = arg min
Ĥ
′
1,...,Ĥ

′
r∈C

K−1∑
k=kmin

(
yk −

r∑
l=1

UilĤ
′

lq
k
il

)2

(4)

with the solution

Ĥ =
[
Ĥ1, . . . , Ĥr

]>
and kmin is chosen such that (4) is overdetermined and has
a unique solution. This is generally true when the system
reaches a steady state. Equation (4) can be rewritten as

arg min
Ĥ∈Cr

∥∥∥FĤ− ȳ
∥∥∥2

2
,

where F ∈ C(K−kmin)×r is as follows :

F =

Ui1q
kmin
i1

. . . Uimq
kmin
ir

...
. . .

...
Ui1q

K−1
i1

. . . Uimq
K−1
ir

 (5)

and ȳ = [ykmin
, . . . ,yK−1]

>. Once we estimate the fre-
quency response data Ĥ1, . . . , Ĥr at the corresponding in-
terpolation points qi1 , . . . ,qir , the classical Loewner frame-
work can be employed [16]. For this, the first step is to select
an even number m̂ <= r of interpolation points and define
n := m̂

2 . Then, the set of interpolation points is partitioned
into left and right interpolation points: qi1 , . . . ,qin and
qin+1

, . . . ,qim̂ , respectively. Then, we can construct the
Loewner and shifted Loewner matrices as follows:

L̂ =


Ĥ1−Ĥn+1

qi1−qin+1
· · · Ĥ1−Ĥ2n

qi1−qi2n
...

. . .
...

Ĥ
in
−Ĥi2n

qin−qin+1
· · · Ĥ

in
−Ĥi2n

qin−qi2n

 ,

L̂s =


qi1Ĥ1−qin+1

Ĥn+1

qi1−qin+1
· · · qi1Ĥ1−qi2nĤ2n

qi1−qi2n
...

. . .
...

qinĤin
−qin+1

Ĥi2n

qin−qin+1
· · · qinĤin

−qi2nĤi2n

qin−qi2n

 .

This allows us to infer a discrete-time model in a generalized
state-space form:

Êxk+1 = Âxk + B̂uk,

yk = Ĉxk,
(6)

where Ê = −L̂, Â = −L̂s, B̂ =
[
Ĥ1, . . . , Ĥn

]>
, Ĉ =[

Ĥn+1, . . . , Ĥ2n

]
and it is assumed that the pencil (sL̂, L̂s)

is regular. If it is not regular, then there exists a lower-
order model that interpolates the data which can be obtained
by performing a compression step, see [16] for a detailed
discussion.

The choice of the input u(t), the interpolation points and
the number of samples K should be chosen wisely so that the
frequency response data can be estimated up to a satisfactory
tolerance in the desired range. Typically, the range of the
possible frequencies that can be chosen to estimate the data
is: [

2π
K ,

2π(K−1)
K

]
.

It shows that as the number of samples K increases, the
range of possible frequency increases. Moreover, the input
should also be carefully chosen to span the frequency range
of interest and so that it has non-zero Fourier coefficients
only for the frequencies corresponding to the pre-defined
interpolation points. This also ensures that the matrix F in (5)
has low dimensions because the input is sparse in the Fourier-
domain. To this purpose, the input is generally chosen to be
a sum of cosine and sine signals:

uk =
1

K

m∑
l=1

(1 + )

(
cos

(
2πilk

K

)
+  sin

(
2πilk

K

))
,

where k ∈ {0, . . . ,K− 1} and il are the pre-defined indices
of the non-zero Fourier coefficients. Note that the resulting
system (6) is a discrete-time system since it is inferred
using discrete sampling of input and output. However, a
discrete-time system can be transformed into a continuous-
time system based on the implicit Euler method where the
discrete time frequency domain variable z is tranfomed to
the contimous time frequency domain variable s with the
relation: z = 1

1−sTs . The continuous time system is then
computed as:

Ec = Ê, Ac = 1
Ts

(Â− Ê), Bc = 1
Ts
B̂,Cc = Ĉ. (7)

Once we have a realization of the system, we can construct
a pH realization as discussed in [13]. In the following, we
first define the spectral zeros and zero directions.

Definition 3.1: Given a transfer function H(s) of an order
n system, the pairs (sj , rj), j ∈ {1, . . . , n}, are spectral
zeros and zero directions if

Φ(sj)rj = 0, (8)

where Φ(s) := H∗(−s) + H(s) and “ ∗ ” denotes the
conjugate transpose. For a general state space representation,



these spectral zeros and spectral directions can be computed
by solving the generalized eigenvalue problem [34], [35]: 0 A B

AT 0 CT

BT C D + DT

pjqj
rj

 = sj

 0 E 0
−ET 0 0

0 0 0

pjqj
rj

 .
(9)

Now, let us consider data as follows:

H(λj)rj = wj , j ∈ {1, . . . , n},

where λj ∈ C+, j ∈ {1, . . . , n}, are the spectral zeros of
H(s) in the open right half-plane and rj are the correspond-
ing zero directions. By making use of (8), we also have

r∗jH(−λ∗j ) = w∗j , j ∈ {1, . . . , n}.

Next, we define the right and left tangential interpolations set
as (λj , rj , wj) and (−λ∗j , r∗j , w∗j ), respectively. Then, using
these interpolation conditions, we can obtain the Loewner
and shifted Loewner matrices as follows:

L =


r∗1w1+w∗1r1
λ1+λ∗1

· · · r∗1wn+w∗1rn
λn+λ∗1

...
. . .

...
r∗nw1+w∗nr1
λ1+λ∗n

· · · r∗nwn+w∗nrn
λn+λ∗n

 ,

Ls =


λ1r
∗
1w1+λ∗1w

∗
1r1

λ1+λ∗1
· · · λnr

∗
1wn+λ∗1w

∗
1rn

λn+λ∗1
...

. . .
...

λ1r
∗
nw1+λ∗nw

∗
nr1

λ1+λ∗n
· · · λnr

∗
nwn+λ∗nw

∗
nrn

λn+λ∗n

 .
This allows us to construct a state-space realization that also
matches the transfer function at infinity as follows:

E = −L, A = Ls −R∗DR, B = −W∗ −R∗D,

C = −W + DR, D = D.
(10)

It is possible that the realization (10) is complex. However,
there exists an orthogonal transformation, allowing us to
write the realization (10) as a real system, see [36]. More-
over, the system (10) can be transformed to the pH form as
shown in (1) by a similarity transformation and satisfies all
the necessary properties for a pH system. For a more detailed
discussion, we refer to [13].

Remark 1: The direct feed-through term D can be esti-
mated by observing the behavior at high frequencies. More-
over, it can also be assessed using the step response of the
system. The step response near the time t = 0 corresponds
to the direct feed-through.

Remark 2: We note that we estimate the transfer function
using the input-output data in a certain time interval. The
accuracy of the estimation also depends on the sampling
time. Precisely, if the sampling time is small, we can estimate
the transfer function more accurately.

Remark 3: We would like to stress that there are some
scenarios, where it is possible to have an explicit handle
on the transfer function, thus one can generate frequency
response data. In the case where generating data is expensive,
we can adopt an adaptive scheme such as TF-IRKA [37]

that allows us to choose wisely these frequency points (in
H2-optimal sense) to evaluate the transfer function handle.
Once we obtain a model from TF-IRKA, we can do the post-
processing to have an underlying pH model by generating the
corresponding spectral zeros and directions data.

IV. NUMERICAL EXPERIMENTS

In this section, we illustrate the proposed method to infer
a linear pH realization from time-domain data by means of
two examples. The input uk and the output yk of the system
are measured with respect to time with a sampling time of
Ts = 0.1s. and recorded as vectors u and y with length K
which corresponds to the number of samples taken. In the
following two examples, we take K = 1000 measurements.
As discussed in Section III , the input is chosen to be a sum
of sine and cosine functions of the form:

uk =
1

K

m∑
l=1

(1 + )

(
cos

(
2πilk

K

)
+  sin

(
2πilk

K

))
,

where k ∈ {0, . . . ,K − 1}, and kmin is set to kmin = 1
4K

such that to ensure that the outputs have entered a steady
state after kmin [21].

A. Oseen equations

Consider the incompressible flow model of the Oseen
equations, described in [38], [39], [40], [41]:

∂tv =− (a.∇)v + µ∆v −∇p+ f, in Ω× (0, T ],

0 =− div v, in Ω× (0, T ],

v = 0, on ∂Ω× (0, T ],

v = v0, in Ω× 0,

where v and p are the velocity and pressure variables, a is
the driving velocity, µ > 0 is the dynamic viscosity, and
Ω = (0, 1)2 with boundary ∂Ω. Moreover, we assume that
the forcing term f is separable, i.e., f(x, t) = b(x)u(t).
Using a finite-difference discretization scheme and setting
the dynamic viscosity to µ = 1 and a ≡

[
1 1

]
, we obtain

a model of order 279. Notice that the discretized system is
a descriptor pH system, however, it is important to note that
the transfer function of the system is strictly proper. We aim
at learning the underlaying pH system directly from the time-
domain data obtained using the simulation of the model.

In order to estimate the transfer function, we collect the
input-output data at the time interval Ts = 0.1s. Then,
using the input-output data, we select m = 200 interpolation
points. The first m/2 interpolation points {q1, . . . , qm/2} ∈
{q0, . . . , qK−1} are selected as logarithmically equidistant
frequencies, and the other m/2 interpolation points such that
the set is closed under complex conjugation. The system is
truncated and converted back to a continuous time system
based on backward euler method. The resulting order of the
continuous time system after truncation is n = 8. Once we
have a continuous time system that is a minimal and pH, we
can determine the port-Hamiltonian realization as described
in Section III. The quality of the obtained pH realization is
then compared with the original Oseen equation using Bode
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Fig. 1. Oseen equations: A comparison for the Bode plot of the original
and the realized pH systems.
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Fig. 2. Oseen equations: A comparison between the step response of the
original and the realized pH systems.

plots which are shown in Figure 1. The figures show that we
can obtain an underlying low-order pH system of the Oseen
equations using time-domain input-output data.

We also also consider a comparison of the time domain
response of the original system and the resulting pH for-
mulation. Figure 2 shows a comparison between the step
responses of the original and the resulting pH model.

It is important point that we estimate the transfer function
using the input and output data at a certain time interval. The
accuracy of the estimation depends on that sampling time.
Precisely, if the sampling time is small, we can estimate the
transfer function more accurately. Furthermore, the number
of samples also has an influence on the estimation, i.e., more
the samples better the estimation of the transfer function.
Last but not least, the design of the input should be such

Fig. 3. RLC ladder circuit [42].
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Fig. 4. RLC circuit: A comparison for the Bode plot of the original and
the realized pH systems.

that it captures a wide range of frequencies or at least the
the range of frequencies of interest so that we have a good
estimate of the transfer function in that range.

B. RLC circuit

In the second example, we consider an RLC ladder circuit
as shown in Figure 3. The current I is taken as the input
and the voltage Uc1 over the first capacitor C1 as the port-
Hamiltonian output. This example is further discussed in
[42]. The order of the system is 2000. In this case, we take
a sampling time of Ts = 1s and m = 100 interpolation
points. By keeping the same values for all other parameters
parameters and by following the same steps as in the previous
example, we obtain a pH realization of minimal order 3.
A comparison between Bode plots of the ladder network
model and the realized pH system from the input-output
data are shown in Figure 4. The figure again shows that we
can realize the system in the pH form by using input-output
data. The resulting system has also a low order compared
to the original system where the data was taken. As in the
previous example a comparison between the step response
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Fig. 5. RLC circuit: A comparison for the step response of the original
and the realized pH systems.

of the original and the realized pH formulation is presented
in Figure 5.

V. CONCLUSIONS

In this paper, we have discussed a procedure to inferring a
port-Hamiltonian realization using time-domain input-output
data. For this, we have first estimated the frequency response
data using time-domain input-output measurements. Using
the frequency response data, we have then learned an under-
lying port-Hamiltonian realization by using the methodology
proposed in [13]. We have illustrated the proposed procedure
using two numerical examples. As further research, one can
consider the extension of this work to multi-input multi-
output (MIMO) systems and its real-world application, e.g.,
in gas networks.

CODE AVAILABILITY

The MATLAB code to reproduce the results presented
in this paper can be found at https://gitlab.mpi-
magdeburg.mpg.de/cherifi/ph-realizations-from-time-
domain-data .
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