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Abstract

Mesoscopic models are constructed to accurately describe large-scale features of polymeric systems. Yet many properties, what we call multi-scale properties, of polymeric systems are affected by features on both large and small scales. In this thesis, we address selected questions demonstrating what mesoscopic models can do to understand the multiscale properties of polymeric systems.

We employ a model which is typical for mesoscopic simulations and investigate two representative multiscale properties of polymeric systems. The employed mesoscopic model defines polymer architectures with a worm-like chain model. A quadratic functional of local density fields is used to define the non-bonded interactions. The functional-based non-bonded interactions are incorporated into particle-based simulations by using a particle-to-mesh scheme. The model is used as a framework for off-lattice Monte-Carlo simulations.

The first representative multiscale property studied in this thesis is charge transport within emissive active layers of polymeric light-emitting diodes. We compare charge transport in two types of multi-component active layers, which are called blend-based or BCP-based active layers. These two types of active layers contain blends or block copolymers (BCPs) formed by semiconducting and insulating homopolymers or blocks. We use the mesoscopic model to simulate morphologies of active layers under conditions mimicking processing at different temperatures or compositions. Because active layers in PLEDs are usually disordered layers, we identify the disordered morphologies by analyzing structure factors and hysteresis loops. The disordered morphologies of blend-based and BCP-based active layers are characterized and compared through local composition analysis. The properties related to charge transport within two types of active layers are compared through a simple percolation analysis of the morphologies. The influence of mesoscopic description in our model on the properties related to charge transport is discussed. The most important result is that the morphologies near the order-disorder transition in BCP-based layers tend to have stronger local segregation than the equivalent blend-based layers. By linking morphologies with macroscopic electric conductance, we can qualitatively predict through the mesoscopic model that the processing temperature has stronger impact on electric conductance in BCP-based than blend-based layers. The above differences between the two types of layers increase as the relative concentration of insulating polymers (blocks) increases.
Subsequently, we focus on another multiscale property, the behavior of knots in homopolymer melts. We clarify to what extent the mesoscopic model describes the knotting properties. This is investigated by comparing the results obtained from the mesoscopic model with that of a reference bead-spring model. The bead-spring model takes into account the excluded volume around beads and describes the generic structural and conformational features of polymer melts at all length scales. Therefore, one can obtain reliable reference data on knots from the bead-spring model. We consider different reference melts obtained from the bead-spring model, which contain chains with different stiffness and lengths. The mesoscopic model is parameterized to accurately reproduce the mesoscopic features of these reference melts. Then structure and conformational properties of melts generated by our mesoscopic model are discussed on both small and large scales. After that, we compare the knotting properties obtained from two models. Based on the comparison, we further discuss the ability of mesoscopic model to describe the knotting properties of polymer melts. The main conclusion in this study is that mesoscopic models can accurately reproduce the knotting properties of homopolymer melts when the characteristic length scale describing chain stiffness is substantially larger than the size of excluded volume along the backbone of polymer chains.
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Chapter 1

Introduction

Nowadays, polymeric systems are attracting significant attention of researchers and are central of a wide range of applications\textsuperscript{1–4}. Therefore, there is an increasing demand on optimizing and developing novel polymeric systems to achieve better performance\textsuperscript{5}. The optimization and development rely on a precise understanding of relationships between material structure, processing conditions, and properties of interest. Simulation methods have been proven to be efficient tools for predicting the structure-process-properties relations\textsuperscript{6}, and have been used to provide insights from molecular level for understanding material properties, and guiding the design of novel materials\textsuperscript{5,7,8}.

In this thesis, we focus on particle-based simulation methods. They can be classified into atomistic and coarse-grained (CG) simulation methods. The key difference between these two groups of methods is the resolution with which the studied system is represented. Atomistic simulations explicitly consider all the atoms, and each atom is treated as an interacting site. In CG simulations, several atoms or even molecules are represented by a CG bead, which is the interacting site in CG systems. Accordingly, atomistic simulations are necessary when one wants to investigate properties related to atomistic details. For example, atomistic simulations are useful for understanding detailed interactions, e.g., hydrogen bonding and polymer-solvent interactions\textsuperscript{9}. Apart from that, atomistic simulations also can be used to generate input information for the parameterization of CG models.

However, the ability of atomistic models to deal with polymeric systems is restricted by their accessible length and time scales\textsuperscript{10–16}, which are on the order of $10^{-10} - 10^{-7}$ m and $10^{-9} - 10^{-6}$ s\textsuperscript{17}, respectively. Polymeric systems
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frequently involve length and time scales larger than the scales that are accessible by atomistic models. For instance, when phase behavior of polymer blends is studied, the domain size can be on the order of millimeters, and the formation of such large domains may take several minutes or even hours. To study polymeric systems involving large spatial scales or slow processes, one can use drastically CG mesoscopic models. In this case, large amounts of atoms are lumped into CG beads, and these models are designed to reproduce mesoscopic features or properties of studied systems. The validity of drastic coarse-graining relies on the fact that many properties on large scales reflect the synergy of a large amount of molecules. Therefore one can intuitively expect that microscopic details of molecular architectures and interactions become less important for these properties. Actually, it is already theoretically proven that some properties are controlled by universal laws, which do not depend on microscopic details.

Because of the significantly reduced amount of degrees of freedom, the potentials of mesoscopic models are soft. Both the reduced degrees of freedom and soft potentials facilitate the sampling during simulations. Therefore, mesoscopic models can be used to study various problems in polymeric systems. One important application of mesoscopic models is studying the universal equilibrium behavior of polymeric systems, especially of systems containing molecules with complex architectures. Besides, benefiting from the efficiency of mesoscopic models, one can simulate systems on experimental scales or under various experiment-relevant conditions. Then we can gain important insights for interpreting experiments, based on a molecular-level description provided by mesoscopic simulations. One can also use these models to investigate the dynamical questions related to the phase formation or non-equilibrium phenomena in polymeric systems.

As researchers apply mesoscopic models to study a broader range of polymeric systems, new challenges arise. One important challenge is that, the ability of mesoscopic models to describe multiscale properties in polymeric systems is unclear. The so-called multiscale properties do not simply reflect a synergy of a large amount of molecules, but are determined by phenomena on multiple scales. Namely, the effect of microscopic features can propagate to the behavior of these properties on mesoscopic and even macroscopic scales. However, mesoscopic models always provide simplified description on small scales. For instance, the local liquid structure in mesoscopic models is very crude. Motivated by this challenge, we study in this thesis two topics...
that involve multiscale properties. By employing a model which is typical for mesoscopic simulations, we want to provide some useful insights for understanding the ability of mesoscopic models to describe these properties. The first topic deals with an important technological application. The other topic focuses more on the mesoscopic modeling itself and is of significant fundamental and methodological interest.

In the first topic, we consider a typical organic electronic device, the polymeric light-emitting diode (PLED). A PLED is formed by several functional layers sandwiched between two electrodes. The main layer is the emissive active layer containing semiconducting polymers, within which the light is generated through a radiative recombination of electrons and holes. The prerequisites for this recombination are the injection and transport of charge carriers (electrons and holes). Frequently, it is the transport of charge carriers within active layers which significantly influences the performance of PLEDs.

The charge transport within active layers is affected by features on multiple scales. The materials forming active layers of PLEDs are normally in amorphous phase. The charge transport then operates via the move of charge carriers along the chains and the transfer of charge carriers between adjacent chains. The charge transport along or between chains is highly influenced by the fine microscopic features within active layers, e.g., chemical details, local molecular packing. Besides, to obtain conductive active layers, there should be a mesoscopic, or even macroscopic network of pathways that allows the charge carriers to travel from one side of active layers to the other. The structure of this network of pathways highly depends on the mesoscopic or macroscopic distribution of semiconducting molecules, or equivalently morphology, within the active layer.

Having understood that charge transport within active layers is a multiscale property, we design a study of multi-component active layers, which contain amorphous mixtures of semiconducting and insulating polymers. Based on a mesoscopic model, we first simulate the morphologies within active layers on experimental scales. Then the charge transport within active layers is studied based on these morphologies. However, the local liquid structure within these morphologies is simplified. Therefore, we cannot extract from the morphologies the necessary information, e.g., reorganization energy, electronic coupling elements, site energies, etc., for considering the local
move and transfer of charge carriers through rigorous kinetic Monte-Carlo simulations. Instead, we describe the move and transfer of charge carriers on local scales through a simple phenomenological transport model. Based on the simulated morphologies and the simplified description of local charge transport, we are able to study the network of pathways within active layers. The active layers with different dilutions and annealing temperatures are considered, mimicking layers processed under different conditions in real experiments. The influence of the coarse representation of polymer chains on the results is discussed.

In the second topic, we focus on knotting properties of polymer melts. In our daily life, we routinely encounter knots in ropes and cables. Within the microscopic scales, macromolecules also frequently form knots and these knotted molecules have attracted increasing interest from scientists in different fields. For example, it is of interest for polymer physicists to understand the effect of knots on conformational and dynamical properties of polymers.

Since the first simulation of knots formed in closed polymer chains conducted by Vologodskii and coworkers in 1974, most of simulations of knots formed in polymers are restricted to single chain systems. Simulation of knotting behavior in many-chain polymeric systems are sparse. There is only one recent study which investigates the knotting behavior in homopolymer melts. One of the reasons hindering the investigation of knotting properties in many-chain polymeric systems is the limited computational efficiency of available models. Knot formation in polymeric systems is a rare phenomenon and occurs more frequently in longer chains. Therefore, to study knotting properties in many-chain systems, one needs to simulate large systems containing long chains, and consequently computational efficient models are necessary, e.g., mesoscopic models. However, the ability of mesoscopic models to describe knotting properties in these systems is unclear. This is because the knotting behavior in many-chain polymeric systems is influenced by factors on both local and mesoscopic scales. For the moment, one has to employ models reproducing key features on both local and mesoscopic scales, e.g., hard-core bead-spring model, to study knotting behavior in many-chain polymeric systems. The low computational efficiency of these models imposes restrictions on the systems that one can simulate.
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To understand how well the mesoscopic models describe the knotting properties in many-chain systems, we focus on homopolymer melts. Benefiting from earlier simulations where the knotting properties of polymer melts have already been analyzed by using a hard-core bead-spring model, we generate mesoscopically equivalent melts with a typical mesoscopic model. The knotting properties obtained from the mesoscopic model are compared with reference data. Several reference melts containing chains with different lengths and stiffness are considered.

Studying knotting properties of polymer melts with a model that is typical for mesoscopic simulations is interesting from a fundamental point of view. After we understand whether, or under which conditions mesoscopic models reproduce the knotting behavior of polymer melts, we can use mesoscopic models to address various open questions related to behavior of knots in different multi-chain systems.

The content of this thesis is organized as follows. In Chapter 2, we first introduce general concepts, definitions, and technical details of our modeling and simulations. The studies of the first and second topic are presented in Chapter 3 and 4, respectively. In both chapters, after providing a detailed introduction to the topic, the parameterization of our mesoscopic model is discussed. Before the discussions of multiscale properties, other properties or observables which are necessary for the interpretation of results are analyzed. Chapter 5 provides a short summary.
Chapter 2

Mesoscopic modeling of polymers with soft potentials

2.1 Philosophies of coarse-graining

The essential concept of coarse-graining is to focus on only a small number of relevant molecular features and ignore unnecessary atomistic details\textsuperscript{49,50}. Therefore, coarse-grained (CG) models replace one or more atoms\textsuperscript{51–54} with an effective large particle. The process of replacing groups of atoms into large particles, also called CG sites, is named "mapping-procedure"\textsuperscript{55–57}. Given an atomistic configuration, a mapping scheme \( M = (M_1, ..., M_{N_{CG}}) \) defines coordinates of \( N_{CG} \) sites from coordinates of the grouped atoms. \( M_I \) scheme defines coordinate of the \( I \)-th CG site \( R_I, I \in [1, N_{CG}] \). If \( I \)-th CG site represents \( m_I \) atoms with coordinates \( r_{ii}, i \in [1, m_I] \), then \( R_I = M_I(r_{i1}, ..., r_{im_I}) \). \( M_I(r_{i1}, ..., r_{im_I}) \) is typically a linear combination of \( r_{ii} \), i.e. \( M_I(r_{i1}, ..., r_{im_I}) = \sum_{i=1}^{m_I} c_{ii} r_{ii} \). Here the value of coefficients \( c_{ii} \) are constant and positive. Generally, coefficients \( c_{ii} \) are defined in a way that the position of \( I \)-th CG site is the center of mass or geometry of the grouped \( m_I \) atoms\textsuperscript{56}. \( N_{CG} \) mapped CG sites specify a CG configuration. Notice that several atomistic configurations may be mapped onto one single CG configuration.

The strategy for choosing a mapping scheme, such as how many atoms should be combined into one CG site and how many types of CG sites are needed, depends on studied systems and properties. Nonetheless, the mapping strategy is, to some extent, flexible. For example, one CG site in a CG representation of a polymeric system can represent one carbon atom with its
bonded hydrogen atoms\textsuperscript{58}, one repeat unit (several carbon atoms along backbone)\textsuperscript{59}, or even an entire molecule\textsuperscript{60}. The flexibility of mapping strategy provides more possibilities for describing complex systems and processes on large length or time scales\textsuperscript{61}.

Having defined the CG representation of a target atomistic system, the potential between CG sites can be formally defined from the framework of statistical mechanics using the concept of the potential of mean-force (PMF)\textsuperscript{62,63}. Considering that one mapped CG configuration corresponds to several configurations in the atomistic model, the probability of observing a CG configuration is equal to the sum of probabilities of observing corresponding atomistic configurations. Accordingly, we can write,

$$P_{CG}(\{R_I\}) = \int P_{AT}(\{r_i\}) \delta(M(\{r_i\}) - \{R_I\}) d\{r_i\}$$ (2.1)

with $\{R_I\} = \{R_1, ..., R_{N_{CG}}\}$ denotes a CG configuration and is described through the collection of all the coordinates of CG sites $R_j$ in the CG configuration. Similarly, $\{r_i\}$ denotes an atomistic configuration described by all the coordinates of atoms $r_i$ in the atomistic configuration. $P_{CG}(\{R_I\})$ and $P_{AT}(\{r_i\})$ is the probability of observing the configuration $\{R_I\}$ or $\{r_i\}$ in the CG or atomistic system, respectively. The definitions of configurational probabilities $P_{CG}(\{R_I\})$ and $P_{AT}(\{r_i\})$ in the canonical ensemble are,

$$P_{CG}(\{R_I\}) = \frac{e^{-\beta U_{CG}(\{R_I\})}}{Z_{CG}}, \quad P_{AT}(\{r_i\}) = \frac{e^{-\beta U_{AT}(\{r_i\})}}{Z_{AT}}$$ (2.2)

where $\beta = 1/k_B T$. $U_{AT}(\{r_i\})$ is the potential used in the atomistic model and $U_{CG}(\{R_I\})$ is the PMF for CG configuration $\{R_I\}$. $Z_{AT}$ and $Z_{CG}$ stands for the partition function defining total number of states for an atomistic and CG system, respectively. From eqs. 2.1 and 2.2, we can find the potential of mean force $U_{CG}(\{R_I\})$ as below:

$$U_{CG}(\{R_I\}) = -k_B T \ln \int e^{-\beta U(\{r_i\})} \delta(M(\{r_i\}) - \{R_I\}) d\{r_i\} + C$$ (2.3)

where $C = \ln (Z_{CG}/Z_{AT})$ and $C$ is a constant number. For the reason that partition functions $Z_{CG}$ and $Z_{AT}$ are fixed values at a given thermodynamic state, as defined by the parameters of canonical ensemble.

The CG model based on PMF can exactly reproduce all structural properties of the mapped atomistic model that can be observed within the accessible
length-scales of the CG model. However, eq. 2.3 is a configuration-dependent function. For most systems, it is impossible to evaluate the integral and calculate $U_{\text{CG}}(\{R_i\})$. In practice, we can only employ certain approximations to PMF$^{55,64-68}$. Up to now, a variety of strategies defining functions approximating PMF in CG models are developed for different systems and questions. Due to the diversity of these strategies, it is not easy to classify them into different categories. One conventional classification of these modeling strategies includes two types, "bottom-up" and "top-down"$^{22,56,69}$. One considers CG models as "bottom-up" models when they are parameterized through microscopic information obtained from systems with finer resolutions$^{65,67,70-72}$, e.g., classic atomistic models. In contrast, "top-down" models are tailored to reproduce certain macroscopic information$^{73-77}$, such as structural, dynamic, or thermodynamic properties. Though it should be noted that the boundary between "bottom-up" and "top-down" models is becoming increasingly blurred because the number of CG models combining both approaches is increasing. The models used in this thesis are constructed with a "top-down" approach. To motivate this choice, we summarize these two approaches, "bottom-up" and "top-down", in the next paragraphs.

The simplest and most straightforward method for constructing "bottom-up" models is direct Boltzmann inversion (DBI)$^{55,78}$. It can be used to derive both bonded and non-bonded potentials in CG models.

DBI defines bonded potentials in CG models such that the conformational statistics of molecules is the same as reference atomistic models. The conformation of molecules is frequently characterized by their internal degrees of freedom, including bond length $r$, bending angle $\theta$, and torsion angle $\phi$. Assuming that different degrees of freedom are uncorrelated, one can define independent probability distributions $P_{\text{CG}}(r, T)$, $P_{\text{CG}}(\theta, T)$, $P_{\text{CG}}(\phi, T)$. Here $T$ is temperature, through which we emphasize that the distributions are temperature-dependent. These distributions can be obtained by sampling reference atomistic configurations according to the given mapping scheme. Then one obtains a bonded potential for individual degree of freedom by inverting Boltzmann distribution functions,

$$
U_{\text{CG}}(r, T) = -k_B T \ln \frac{P_{\text{CG}}(r, T)}{r^2} + C_r \\
U_{\text{CG}}(\theta, T) = -k_B T \ln \frac{P_{\text{CG}}(\theta, T)}{\sin(\theta)} + C_\theta \\
U_{\text{CG}}(\phi, T) = -k_B T \ln P_{\text{CG}}(\phi, T) + C_\phi
$$

(2.4)
where $C_r$, $C_\theta$, and $C_\phi$ are constant numbers shifting minimum of potentials to zero. Importantly, for CG models containing separated bonded and non-bonded potentials, the above distributions should be sampled from single atomistic molecules without non-bonded interactions to avoid double counting of long range intra-chain interactions\cite{79-82}.

Similarly, nonbonded potentials $U_{\text{CG,nb}}(r)$ are obtained from Boltzmann inverse of given radial distributions $g(r)$ sampled from atomistic models,

$$U_{\text{CG,nb}}(r) = -k_B T \ln g(r)$$  \hspace{1cm} (2.5)

However, the above potential can only reproduce precisely $g(r)$ for highly diluted systems\cite{83}. Otherwise, the radial distribution in CG models based on $U_{\text{CG,nb}}(r)$ deviates from target $g(r)$ due to strong correlations between different types of interactions. In this case, the iterative Boltzmann inversion method\cite{55} is needed, which optimizes $U_{\text{CG,nb}}(r)$ through an iteration scheme,

$$U_{\text{CG,nb}}^{i+1}(r) = U_{\text{CG,nb}}^i(r) + k_B T \ln \frac{g_i(r)}{g(r)}$$  \hspace{1cm} (2.6)

where $i$ indicates iterative step and $g_i(r)$ is the radial distribution in CG models based on potential $U_{\text{CG,nb}}^i(r)$ at step $i$.

It should be noted that $g(r)$ also depends on the thermodynamic state, e.g., temperature, pressure, composition, etc. At a given state the pair potential, which exactly reproduces the target radial distribution, is unique\cite{84}. Though there might be other pairwise potentials resulting in similar radial distributions with hardly noticeable errors. Hence it is useful to consider additional constraints to $U_{\text{CG,nb}}(r)$. For example, one can refine $U_{\text{CG,nb}}(r)$ in a way that it also reproduces other thermodynamic properties\cite{55,65,85}, such as pressure, compressibility, etc.

It can be seen that "bottom-up" models are always state-dependent\cite{86}. This means that a "bottom-up" model may not be applicable to a state point different than the state chosen for the construction. As a result, it is a challenging task for "bottom-up" models to describe phenomena involving variation of composition, density, or temperature\cite{69,87}. Besides, the construction of "bottom-up" models can be restricted by difficulties in developing atomistic models for complex systems, where the necessary microscopic information for model construction is unknown. Moreover, the inaccuracy of "bottom-up"
potentials increases as the CG model becomes cruder. Therefore, "bottom-up" approaches are not suitable for the studies involved in this thesis, where we want to simulate large systems or phase behavior of complex systems.

As an alternative, one can manually insert desired macroscopic properties into CG models through "top-down" approaches. These approaches are valid due to the universality in long-wavelength behavior of polymeric systems, which means that some properties are described on large scales by universal laws, and the microscopic details are encapsulated into numerical prefactors of these generic expressions. Consequently, CG models can qualitatively reproduce these properties if their potentials describe the relevant features entering the universal laws.

Accordingly, "top-down" models frequently employ drastically coarse-grained representations. Their potentials contain only minimal interactions describing relevant features of desired macroscopic properties. The forms of these interactions are typically constructed simply according to physical principles or intuitions. Therefore, the resulting "top-down" models are usually generic and can represent a class of materials. These models are very useful for understanding general physical concepts of polymeric systems. For example, pioneering studies of polymer dynamics with a generic bead-spring model have validated the Rouse and tube model. A single "top-down" model can be used to address a broad range of questions. Matsen and Schick predicted the universal phase diagram of flexible di-block copolymers by using a Edwards-type potential, which takes into account only the limited compressibility and immiscibility between distinct species. It should be noted that, in order to quantitatively reproduce desired macroscopic properties, one needs to properly parameterize the potentials of "top-down" models.

Compared with "bottom-up" models, "top-down" models have several advantages. First of all, "top-down" models are beneficial for investigating complex systems since such models simplify the description of complex systems by only focusing on aspects relevant to problems of interest. Furthermore, due to relatively simpler CG representation and potentials, one can perform simulations with "top-down" models on experimental length- and time-scales. For example, a recent study employed a "top-down" model for di-block copolymers and simulated phases in battery electrolytes with
system size on the order of micrometers. Importantly, it is possible to incorporate more chemical specificities into "top-down" models by using sophisticated molecular architectures or interactions\textsuperscript{92}. Full atomistic details in "top-down" models also can be restored through hierarchical back-mapping\textsuperscript{93–95}, which offers an opportunity for considering samples with atomistic details on experimental length- or time- scales.

### 2.2 Top-down models based on density functional theory

One of the key questions related to the construction of "top-down" models is how to define the interactions so that they reproduce desired macroscopic properties. A convenient way is to define them through functionals of collective variables. This ideal is referred to as a functional-based approach. In functional-based models describing polymeric systems, one separates bonded and non-bonded interactions. The functional-based approach is used to define the non-boned interactions $H_{\text{nb}}$. The bonded interactions $H_b$ describing the chain connectivity and architectures are defined explicitly based on coordinates of CG sites. In order to illustrate main features of functional-based "top-down" models, it is convenient to consider the configurational part of the partition functions of CG systems in the canonical ensemble,

\begin{equation}
Z(N_{\text{CG}}, V, T) \propto \int d\mathbf{R}_1 \ldots d\mathbf{R}_{N_{\text{CG}}} \exp \left[ -f_{\beta H_b}(\mathbf{R}_1, \ldots, \mathbf{R}_{N_{\text{CG}}}) - \int d\mathbf{r} f_{\beta H_{\text{nb}}}[\xi(\mathbf{r}, \mathbf{R}_1, \ldots, \mathbf{R}_{N_{\text{CG}}})] \right]
\end{equation}

where $\int d\mathbf{R}_1 \ldots d\mathbf{R}_{N_{\text{CG}}}$ indicates integration over all possible realizations of coordinates $\mathbf{R}_i$ in the CG system. Bonded interaction $H_b$ is a function defined explicitly through coordinates of CG sites $\mathbf{R}_i$. Non-bonded interaction $H_{\text{nb}}$ is a functional of collective variable $\xi(\mathbf{r}, \mathbf{R}_1, \ldots, \mathbf{R}_{N_{\text{CG}}})$. The value of $\xi$ at position $\mathbf{r}$ is obtained based on coordinates of CG sites $\mathbf{R}_i$ in CG systems. Therefore
$H_{\text{nb}}$ is still a particle-based interaction and the fundamental degrees of freedom in the functional-based models are particle coordinates, not collective variables.

The functional-based approach simplifies the definition of "top-down" models. It is because the interactions derived from functional-based approach allow us to perform mean-field estimations for the thermodynamic properties of CG models\textsuperscript{96,97}. The estimated thermodynamic properties are expressed through functions depending on the parameters and forms of functional-based interactions. By comparing with known thermodynamic properties of target systems, one can determine appropriate parameters reproducing desired thermodynamic properties. In some cases, one may find that the defined functional-based interactions are too simple, and the known macroscopic properties cannot be reproduced by simply tuning parameters. Then the definition of interactions needs to be further improved. A conceptual illustration of the procedure defining a functional-based "top-down" model is shown in Fig. 2.1.

In principle, the determination of functional-based interactions follows the general logic of defining "top-down" models. The interactions are formed by functional-based terms describing necessary features reproducing desired macroscopic properties. There are different functional-based terms that can describe mutual repulsion between CG sites, incompatibility between distinct components or local packing effect, etc. Different questions can be investigated by using different combinations of functional-based terms. Therefore functional-based interactions can be defined in a modular way. The modularity of functional-based interactions provides an opportunity for the
systematic development of these models. Up to now, functional-based models have been developed for a broad range of systems, including homopolymers, polymer blends, block-copolymers, liquid-vapor systems, liquid crystals, lipid bilayers.

The forms of functional-based terms are usually empirically defined. One convenient way of defining these terms is to employ similar forms that are used in theoretical field-based models for polymeric systems. Among the existing theoretical field-based models, the excess free energy functional of local densities $F_{\text{DFT,ex}}[\bar{\rho}(\mathbf{r})]$ in classical density functional theory (DFT) is frequently used as the template for defining the basic functional-based term describing mutual repulsion between particles, resulting DFT-based models. These models can benefit from vast knowledge accumulated by studies of polymers based on classical DFT. However, there are several points about DFT-based models that need further clarification.

Firstly, the functional-based terms should not include components associated with translational and conformational entropy. The reason is that $H_b$ in DFT-based models explicitly defines the molecular architectures. To avoid double counting, one must exclude components associated with translational and conformational entropy in the non-bonded functional-based interactions. This is the reason why the excess free energy functional $F_{\text{DFT,ex}}[\bar{\rho}(\mathbf{r})]$, which ignores the contribution of ideal gas in the total intrinsic Helmholtz free energy functional, is chosen as the template. Besides, the functional-based terms and the templating functionals are conceptually different. Because the functional-based terms depend on configuration-dependent instantaneous density fields $\hat{\rho}(\mathbf{r}; \mathbf{R}_1, \ldots, \mathbf{R}_{\text{CG}})$, whereas the templating functionals depend on equilibrium average density field $\bar{\rho}(\mathbf{r})$. For example, even though $H_{\text{nb}}$ of a CG system includes a term having same form as $F_{\text{DFT,ex}}[\bar{\rho}(\mathbf{r})]$, the excess free energy of the CG system can differ from the value given by $F_{\text{DFT,ex}}[\bar{\rho}(\mathbf{r})]$. For this reason, the functional-based interactions can only approximately reproduce the desired macroscopic properties.

In the following, we will introduce typical interactions $H_b$ and $H_{\text{nb}}$ used in DFT-based models. The simplest case, binary homopolymer blend, is taken as an example to illustrate the forms of these interactions. Extending the example of homopolymer blends to other multi-component systems is straightforward. In this thesis, we also study di-block copolymer (di-BCP) systems...
with same forms of interactions that are used to describe blend systems.

Generic chain models, such as Gaussian chain model, wormlike chain model, are frequently used to define bonded interactions $H_b$ in drastically CG models. By tuning parameters of these generic bonded interactions, one can retain certain chemical specificity, e.g., end-to-end distance, persistence length, bond length, etc. Developing $H_b$ from known atomistic chain models is necessary when more chemical details are needed and follows the standard procedure in the "bottom-up" approaches. An example, the DBI method, has been discussed in the section 2.1. Below we only discuss two frequently used generic chain models.

The choice of generic chain models is closely related to the chain structure one wants to describe. To describe a fully flexible chain formed by uncorrelated CG segments, we can use the Gaussian chain model. This model assumes that the bond length $b_\alpha$ follows Gaussian distribution,

$$P(b_\alpha) = \left(\frac{3}{2\pi a_\alpha^2}\right)^{3/2} \exp\left(-\frac{3b_\alpha^2}{2a_\alpha^2}\right) \quad (2.8)$$

resulting in an average bond length $\langle b_\alpha \rangle = a_\alpha$. For chains of springs, the bonded interaction $H_b$ is defined as,

$$\beta H_{b,\alpha} = \frac{3}{2a_\alpha^2} \sum_{i=1}^{n_\alpha} \sum_{s=1}^{N_\alpha-1} \left[ r_{\alpha,i}(s+1) - r_{\alpha,i}(s) \right]^2 \quad (2.9)$$

where $\alpha = A, B$ denotes the type of species in the binary blend. $n_\alpha$ is number of chains of type $\alpha$. $N_\alpha$ is number of beads per chain for chains of type $\alpha$. $r_{\alpha,i}(s)$ is the coordinate of $s$-th CG bead in $i$-th chain with type $\alpha$. With Gaussian chain model, the local features of polymer chains cannot be correctly described, but one can reproduce properties of chains on large scales, such as mean-squared end-to-end distance $\langle R_{e,\alpha}^2 \rangle = (N_\alpha - 1)a_\alpha^2$.

For chains with intrinsic rigidity, we can employ the wormlike chain (WLC) model. WLCs are formed by CG segments with fixed lengths. The bonded interaction $H_b$ is defined as,

$$\beta H_{b,\alpha} = -\epsilon_\alpha \sum_{i=1}^{n_\alpha} \sum_{s=1}^{N_\alpha-2} u_{\alpha,i}(s+1) \cdot u_{\alpha,i}(s) \quad (2.10)$$
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$\epsilon_\alpha$ is a dimensionless parameter and defines stiffness of $\alpha$-type chains. $u_{\alpha,i}(s)$ is the unit bond vector along $s$-th bond of $i$-th chain with type $\alpha$.

WLC model can quantitatively reproduce more characteristic length scales of polymer chains than the Gaussian chain model. Many characteristic length scales of polymers are defined in terms of the angular correlation of the bending angle along the polymer backbone, i.e., $\langle \cos \theta \rangle$. For WLCs, the angular correlation $\langle \cos \theta \rangle$ can be predicted based on the bonded parameter $\epsilon_\alpha$, i.e.,

$$\langle \cos \theta \rangle = G(\epsilon_\alpha) \equiv \frac{1 - \epsilon_\alpha^{-1} + \epsilon_\alpha^{-2} (1 + \epsilon_\alpha^{-1})}{1 - \epsilon_\alpha^{-2}}$$  (2.11)

where $\theta$ is the angle between the neighboring bond vectors of chains with type $\alpha$.

Then one can calculate the persistence length $l_{p,\alpha}$ of WLCs according to its definition,

$$l_{p,\alpha} = g(b_{\alpha}, \epsilon_\alpha) \equiv \frac{b_{\alpha}}{|\ln G(\epsilon_\alpha)|}$$  (2.12)

The above definition of persistence length is valid for WLCs formed by segments with the same length $b_{\alpha}$. For WLCs containing segments with different lengths, e.g., copolymer chains, one can divide WLCs into parts with same segmental length, and then apply the above equation separately for each part. For the parts with the same $b_{\alpha}$, eq. 2.12 provides a one-to-one relationship between $l_{p,\alpha}$ and $\epsilon_\alpha$. The desired persistence length can be reproduced by using the bonded parameter $\epsilon_\alpha$ predicted by the eq. 2.12.

Another important characteristic length scale of polymer chains is the mean-squared end-to-end distance $\langle R_{e,\alpha}^2 \rangle$. For WLCs formed by segments with the same length $b_{\alpha}$, $\langle R_{e,\alpha}^2 \rangle$ is defined as,

$$\langle R_{e,\alpha}^2 \rangle = b_{\alpha}^2 \sum_{i=1}^{N_\alpha-1} \sum_{j=1}^{N_\alpha-1} \langle \cos \theta \rangle_{|i-j|}$$  (2.13)

According to eq. 2.11 and the sum of geometric series, $\langle R_{e,\alpha}^2 \rangle$ can be rewritten as,

$$\langle R_{e,\alpha}^2 \rangle = h(N_\alpha, b_{\alpha}, \epsilon_\alpha) \equiv (N_\alpha - 1)b_{\alpha}^2 \left[ 1 + G(\epsilon_\alpha) \right] - 2G(\epsilon_\alpha) - \frac{1 - G(\epsilon_\alpha)^{N_\alpha-1}}{N_\alpha - 1}$$  (2.14)

Then one can reproduce the desired $\langle R_{e,\alpha}^2 \rangle$ by using the $\epsilon_\alpha$ predicted by the
above equation. Same as the persistence length, one can also predict the bonded parameter $\epsilon_\alpha$ for WLCs formed by segments with different lengths by dividing WLCs into several parts.

In addition, because WLCs are formed by segments with fixed lengths, WLC model can conserve the desired bond lengths and contour length $L_\alpha$. The contour length $L_\alpha$ of WLCs with same bond length $b_\alpha$ is defined as,

$$L_\alpha = f(N_\alpha, b_\alpha) \equiv (N_\alpha - 1)b_\alpha$$ (2.15)

It is straightforward to extend the eq. 2.15 to WLCs with different bond lengths.

The ability of reproducing multiple characteristic length scales of polymer chains makes it convenient for WLC model to reproduce the key features of molecular architectures in a flexible way. For example, the same molecular features can be reproduced by conserving either $L_\alpha$ and $l_{p,\alpha}$, or $L_\alpha$ and $\langle R_{e,\alpha}^2 \rangle$ of the mapped chains. Though it should be noted that the formulas for $l_{p,\alpha}$ and $\langle R_{e,\alpha}^2 \rangle$, i.e., eqs. 2.12 and 2.14, are only valid for ideal chains. The simulated $l_{p,\alpha}$ or $\langle R_{e,\alpha}^2 \rangle$ of interacting WLCs can deviate from the values given by the above equations. Therefore, in order to quantitatively reproduce the desired $l_{p,\alpha}$ or $\langle R_{e,\alpha}^2 \rangle$ in multi-chain systems, further refinement of $\epsilon_\alpha$ is necessary.

For non-bonded interactions $H_{nb}$, the minimal interactions describing polymer blends include a mutual repulsive interaction between all CG sites and an interaction describing incompatibility between distinct components. A DFT-based interaction is widely used for describing mutual repulsion between CG sites. It takes the form,

$$\beta F_{rep}[\hat{\rho}_A(r), \hat{\rho}_B(r)] = \frac{\kappa}{2 \rho_0} \int d\mathbf{r} [\hat{\rho}_A(r) + \hat{\rho}_B(r)]^2$$ (2.16)

where $\hat{\rho}_\alpha(r)$ denotes instantaneous local density field of species $\alpha$ at position $\mathbf{r}$. For simplicity, here we adopt a shorter notation for instantaneous density field than $\hat{\rho}(\mathbf{r}; \mathbf{R}_1, ..., \mathbf{R}_{N_{CG}})$ and omit the arguments $\{\mathbf{R}_I\}$. The dependence of instantaneous local density field on CG configurations $\{\mathbf{R}_I\}$ is implicitly included in the hat symbol. $\rho_0$ is reference density and is usually set to be the average particle density in systems. $\kappa$ is a finite non-negative coefficient, which controls the strength of compressibility. Lower $\kappa$ result in
more compressible systems. The form of this interaction is motivated by the second-order expansion of the excess free energy functional in DFT.

The interaction defined in eq. 2.16 is sufficient for a generic description of liquids with limited compressibility. The isothermal compressibility $\kappa_T$ of a binary homopolymer blend without incompatibility between distinct components can be predicted through a simple mean-field estimation,

$$\frac{1}{k_B T \kappa_T} = \frac{n_A + n_B}{V} + \frac{\kappa}{\rho_0^2}$$

(2.17)

where $\rho_0 = \sum \rho_{\alpha} N_{\alpha}/V$ is the average particle density, with $V$ denoting the volume of CG system. The detailed discussion on derivation of eq. 2.17 can be found in the section 2.5. Based on eq. 2.17, one can find appropriate value of $\kappa$ according to desired isothermal compressibility, or evaluate isothermal compressibility of a CG system based on an empirical value of $\kappa$. In general, large $\kappa$ is required in order to achieve realistic isothermal compressibility of polymer liquids, typically found in the range $10^{-9}$ to $10^{-10}$ Pa$^{-1}$. However, larger $\kappa$ result in less compressible systems, and consequently the relaxation time of these systems is longer. Moreover, high $\kappa$ may lead to additional artifacts. For example, in the simulations based on particle-to-mesh schemes, a high $\kappa$ enhances the registration of particles at the interfaces of lattice (see section 2.3). Therefore one needs to balance between these aspects when choosing the value of $\kappa$.

DFT-based interaction also can capture asymmetries in bead volume. For example, Steinmueller et. al. introduce a prefactor $\gamma$ to consider different volume of A and B species in polymer blends, and the corresponding $F_{\text{rep}}[\hat{\phi}_A(r), \hat{\phi}_B(r)]$ takes the form,

$$\beta F_{\text{rep}}[\hat{\phi}_A(r), \hat{\phi}_B(r)] = \frac{\kappa \rho_0}{2} \int dr \left[ (1-\gamma)\hat{\phi}_A(r) + (1+\gamma)\hat{\phi}_B(r) - 1 \right]^2$$

(2.18)

where instantaneous local volume fraction is defined as $\hat{\phi}_\alpha(r) = \hat{\rho}_\alpha(r)/\hat{\rho}_0$. The prefactors $1 \pm \gamma$ are the normalized average volume of A or B beads. Particularly, $1 - \gamma = V_{A,0}/V_0$ and $1 + \gamma = V_{B,0}/V_0$. Here $V_{\alpha,0} = 1/\rho_\alpha$ is the average volume of a bead of type $\alpha$ with average density $\rho_\alpha$. $V_0 = 1/\rho_0$ is the average bead volume in the blend system with average density $\rho_0$. When $\gamma = 0$, the interaction defined in eq. 2.18 is equivalent to the form defined in eq. 2.16, where the average volume for the two components is same, i.e., $V_{A,0} = V_{B,0} = V_0$. If $\gamma > 0$, the average volume of A segments, $(1-\gamma)V_0$, is
smaller than that of B segments, \((1 + \gamma)V_0\).

The interaction describing incompatibility \(F_{\text{mix}}[\hat{\rho}_A(r), \hat{\rho}_B(r)]\) can be defined based on Flory-Huggins (FH) theory\(^{97,118,119}\). The repulsion between distinct species is considered as an energy penalty of contacts between unlike CG sites,

\[
\beta F_{\text{mix}}[\hat{\rho}_A(r), \hat{\rho}_B(r)] = \frac{\chi}{\rho_0} \int d\mathbf{r} \hat{\rho}_A(\mathbf{r}) \hat{\rho}_B(\mathbf{r})
\]

The parameter \(\chi\) controls the degree of incompatibility between distinct components, hence it is correlated with thermodynamic conditions, e.g. temperature. In order to model specific thermodynamic conditions, one needs to quantify the state-dependence of \(\chi\) parameter, e.g. \(\chi(T)\). In the simplest case, the variation of \(\chi\) only reflects enthalpic effects, and a simple \(\sim 1/T\) scaling is expected. However, in drastically coarse-grained systems, a single coarse-grained configuration is underpinned by a large number of averaged-out microstates. In this case, \(\chi\) is only a "bare" parameter of the pairwise interaction\(^{120}\), and an nontrivial state-dependence is expected\(^{121-123}\).

There also exists other forms of interactions describing the incompatibility. One example of these interactions is given below\(^{124}\),

\[
\beta F_{\text{mix}}[\hat{\rho}_A(r), \hat{\rho}_B(r)] = \frac{\chi}{\rho_0} \int d\mathbf{r} [\hat{\rho}_A(\mathbf{r}) - \hat{\rho}_B(\mathbf{r})]^2
\]

The two forms of \(F_{\text{mix}}[\hat{\rho}_A(r), \hat{\rho}_B(r)]\) in eqs. 2.19 and 2.20 both allow us to simulate phase behavior in multi-component systems and provide qualitatively same results. In this thesis, we use the \(F_{\text{mix}}[\hat{\rho}_A(r), \hat{\rho}_B(r)]\) defined in eq. 2.19, which is the typical form used in field-based models, and can be directly linked with FH description.

### 2.3 Realization in particle-based simulations

In order to perform particle-based simulations with interactions discussed in the previous section, one must define an operator projecting coordinates in a CG configuration onto values of the instantaneous density fields at position \(\mathbf{r}\), i.e., define \(\hat{\rho}_A(\mathbf{r})\). There are two types of schemes for defining \(\hat{\rho}_A(\mathbf{r})\) in particle-based systems, particle-to-mesh (PM) schemes and schemes based on density distribution functions. In the following, these two types of schemes will be
discussed based on the non-bonded interaction used in this thesis,

\[
\beta H_{nb} = \frac{\kappa}{2\rho_0} \int d\mathbf{r} \left[ \rho_A(\mathbf{r}) + \rho_B(\mathbf{r}) \right]^2 + \frac{X}{\rho_0} \int d\mathbf{r} \rho_A(\mathbf{r}) \partial_B(\mathbf{r}) \quad (2.21)
\]

The first term corresponds to an isotropic repulsion defined in eq. 2.16, and the second term takes the form of interaction describing incompatibility in eq. 2.19.

\[\text{Figure 2.2: Illustration of the particle-to-mesh scheme for a 2D system.}\]

PM schemes\textsuperscript{125,126} discretize continuum space by a lattice and approximate the instantaneous local density fields with densities at lattice nodes. A schematic drawing for a 2D system is shown in Figure 2.2. The system is discretized into a lattice with spacing \(\Delta L\). Then we can immediately know the number of nodes \(N_{\text{node}}\) and the position of each node \(c_m, m \in [1, N_{\text{node}}]\). Given a CG configuration, the instantaneous local density at node \(c_m\) is defined as,

\[
\hat{\rho}_\alpha(c_m) = \frac{1}{C} \sum_{i=1}^{n_\alpha} \sum_{s=1}^{N_\alpha} \Pi[r_{\alpha,i}(s), c_m]
\]

where \(C\) is a constant number which depends on lattice structure. For three-dimensional (3D) cubic lattice, \(C = \Delta L^3\). \(\Pi[r_{\alpha,i}(s), c_m]\) is an assignment function and determines the density contribution from a particle located at \(r_{\alpha,i}(s)\) to a certain node \(c_m\). It is set to be \(\Pi[r_{\alpha,i}(s), c_m] \in (0, 1]\) when there is a density contribution from the particle to the node, and is zero otherwise. The
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The definition of the assignment function must fulfill the normalization condition, i.e., \( \sum_{m=1}^{N_{\text{node}}} \Pi[r_{\alpha,i}(s), c_m] = 1 \).

In PM schemes, the underlying nodes are only used to calculate instantaneous local densities \( \hat{\rho}_\alpha(c_m) \) based on a given assignment function, while particles still diffuse in the continuum space. The \( H_{\text{nb}} \) is calculated by substituting \( \hat{\rho}_\alpha(c_m) \) for \( \hat{\rho}_\alpha(r) \) in eq. 2.21 and replacing integration \( \int dr \) with a summation over all nodes \( \sum_{m=1}^{N_{\text{node}}} \Delta L^3 \). Then \( H_{\text{nb}} \) takes the following form:

\[
\beta H_{\text{nb}} = \frac{\kappa}{2\rho_0 \Delta L^3} \left[ \sum_{i=1}^{n_A} \sum_{s=1}^{N_A} \sum_{j=1}^{N_A} \sum_{t=1}^{N_A} U(r_{A,i}(s), r_{A,j}(t)) + 2 \sum_{i=1}^{n_A} \sum_{s=1}^{N_A} \sum_{j=1}^{N_B} \sum_{t=1}^{N_B} U(r_{A,i}(s), r_{B,j}(t)) \right] + \frac{\chi}{\rho_0 \Delta L^3} \sum_{i=1}^{n_A} \sum_{s=1}^{N_A} \sum_{j=1}^{N_B} \sum_{t=1}^{N_B} U(r_{A,i}(s), r_{B,j}(t))
\]

with

\[
U(r_{\alpha,i}(s), r'_{\alpha,j}(t)) = \sum_{m=1}^{N_{\text{cell}}} \Pi[r_{\alpha,i}(s), c_m]\Pi[r'_{\alpha,j}(t), c_m] \tag{2.23}
\]

Eq. 2.23 demonstrates that \( H_{\text{nb}} \) based on PM schemes is expressed through a pairwise non-bonded potential \( U(r_{\alpha,i}(s), r'_{\alpha,j}(t)) \). There is an energy contribution to \( H_{\text{nb}} \) only when two particles, \( r_{\alpha,i}(s) \) and \( r'_{\alpha,j}(t) \), are assigned to the same node, in which case \( \Pi[r_{\alpha,i}(s), c_m]\Pi[r'_{\alpha,j}(t), c_m] \neq 0 \). The magnitude of the contribution, i.e., strength of repulsion, is controlled by the ratio \( \kappa/\rho_0 \Delta L^3 \), or \( \chi/\rho_0 \Delta L^3 \). The lattice space \( \Delta L \), which defines distances between nodes, can be understood as the range of interactions for particles. There is no strict rules for choosing the value of \( \Delta L \). Considering that \( \Delta L \) is the smallest physical length-scale in models based on PM schemes, \( \Delta L \) is chosen in an empirical way such that it is not significantly larger than the length-scales that characterize the physical phenomena related to the studied problems. The characteristic length-scales for different studied problems can be the width of the interface in multi-component systems, the length of Kuhn segments describing chain stiffness, Edwards correlation length, etc. On the other hand, \( \Delta L \) determines the average number of interacting particles \( \eta \) for a given system with average density \( \bar{\rho}_0 \), i.e.,

\[
\eta = \bar{\rho}_0 \Delta L^3 \tag{2.24}
\]
In order to benefit from the close connection between $H_{nb}$ and field-based functionals and to parameterize $H_{nb}$ based on mean-field estimations, relatively large $\eta$, equivalently large $\Delta L$, are preferred. However, for specific purposes, it is also possible to employ a small $\eta^{30}$. In this thesis, both small and large $\eta$ will be considered, see chapters 3 and 4.

The assignment function is another important element in PM schemes and enters eq. 2.23 explicitly. There are different ways to define the assignment function $\Pi[\mathbf{r}_{\alpha,i}(s), \mathbf{c}_m]$, and the definition of $\Pi[\mathbf{r}_{\alpha,i}(s), \mathbf{c}_m]$ has a direct impact on the behavior of the system. The simplest and also the most popular assignment function is zeroth-order $\Pi_0[\mathbf{r}_{\alpha,i}(s), \mathbf{c}_m]$. It assigns each particle to only one node, which is the nearest to the particle. The definition is as follow,

$$
\Pi_0[\mathbf{r}_{\alpha,i}(s), \mathbf{c}_m] = \begin{cases} 
1 & \text{for } -\Delta L/2 \leq d_\nu < \Delta L/2 \\
0 & \text{otherwise}
\end{cases}
$$

(2.25)

where $d_\nu = |\mathbf{r}_{\alpha,i}(s) - \mathbf{c}_{m,\nu}|$, $(\nu = x, y, z)$ are the distances between a particle located at $\mathbf{r}_{\alpha,i}(s)$ and a node at $\mathbf{c}_m$ along $x, y, z$ directions. Obviously, $\Pi_0[\mathbf{r}_{\alpha,i}(s), \mathbf{c}_m]$ may assign many particles to a single node. As shown in fig. 2.2, every particle within the cell marked red will be fully assigned to the node $\mathbf{c}_m$. These particles in the same cell are regarded as overlapping particles, because they can move freely and overlap with each other in that cell without changing the $H_{nb}$. The overlaps lead to unrealistic liquid structure on length-scales smaller than $\Delta L$, which has no physical significance. It is for this reason that $\Delta L$ is the smallest physical length-scale in CG models based on PM schemes.

It should be emphasized that the overlaps between CG site, i.e., softness of potentials, also exist in mesoscopic models with traditional pairwise potentials. In fact, softness is a natural outcome of projecting multiple microstates into a drastically coarse-grained configuration$^{127}$. This is because the atomistic structures underlying CG sites can interdigitate with each other without violating the hard excluded volume of atoms. Softness in mesoscopic models can substantially reduce the relaxation time of polymers and further expand the length- and time-scales that one can explore. Yet softness indeed results in unrealistic liquid structure on length-scales smaller than the range of soft potentials, e.g., $\Delta L$ in models based on PM schemes. Realistic liquid structure on the scale of CG units can be reproduced when soft models are developed in a systematic and complex way, e.g., blob-based models$^{128,129}$. 
Besides, CG models based on PM schemes are translationally non-invariant. Namely, $H_{\text{nb}}$ is non-invariant after the whole system makes a translational movement with respect to the fixed lattice. The translationally non-invariant nature of PM schemes induces registration problems at lattice cells and consequently anisotropicity. This can be seen from non-uniform distribution of particles within the cells. It has been suggested that the registration with lattice can be reduced by using higher-order assignment functions. However, the implementation of higher-order assignment functions is more computationally demanding, because higher-order assignment functions associate each particle with multiple nodes. Additionally, higher-order assignment functions lead to the problem of self-interactions. By definition, self-interactions are included in $H_{\text{nb}}$ defined in eq. 2.23. For the zeroth-order assignment function, the contribution of self-interactions is a constant energy off-set, which does not change the behavior of systems. However, the self-interactions in $H_{\text{nb}}$ based on higher-order assignment functions are complex functions depending on particle coordinates, which must be subtracted. Otherwise, the registration problem will be enhanced compared to models based on $\Pi_0[r_{\alpha,i}(s), c_m]$.

In this thesis, it is sufficient for us to use the simple zeroth-order assignment function. We implement the PM scheme based on the zeroth-order assignment function into a standard Monte-Carlo algorithm. Depending on the studied problems, we can employ both local and non-local moves, such as flip, reptation (details see section 2.4). With the help of PM schemes, it is convenient to calculate energy change after each move in Monte-Carlo simulations, because one only needs to consider the energy change at a few affected nodes. For example, the number of affected nodes after a flip move is either zero or two. In contrast, in models with classic pairwise potentials, one needs to construct neighbor list containing positions of interacting particles for every particle. During simulations, the neighbor lists need to be updated after every single step, and then one calculates energy change by considering all the particles in the affected lists. This is the most expensive part in simulations based on classic pairwise potentials. The advantage of PM schemes becomes more pronounced when one needs to simulate systems containing a large number of particles. Therefore PM schemes are important tools for simulating large or dense systems.

Instead of approximating instantaneous local density $\hat{\rho}_\alpha(r)$ with densities at discretized nodes, we can also define $\hat{\rho}_\alpha(r)$ in continuum space to retain
Chapter 2. Mesoscopic modeling of polymers with soft potentials

the translational invariance and isotropicity. This approach assigns a density distribution function \( W(\mathbf{r}_{\alpha,i}(s) - \mathbf{r}) \) to each particle with coordinate \( \mathbf{r}_{\alpha,i}(s) \). The instantaneous local density at position \( \mathbf{r} \) is the total contribution of all the particles in the system,

\[
\hat{\rho}_\alpha(\mathbf{r}) = \sum_{i=1}^{n_\alpha} \sum_{j=1}^{N_\alpha} W(\mathbf{r}_{\alpha,i}(s) - \mathbf{r}) \gamma_{\alpha,i}(s) \tag{2.26}
\]

Similar to the assignment function in PM schemes, the density distribution function \( W(\mathbf{r}_{\alpha,i}(s) - \mathbf{r}) \) should be normalized so that the contribution of each particle to the whole space is unity,

\[
\int d\mathbf{r} W(\mathbf{r}_{\alpha,i}(s) - \mathbf{r}) = 1 \tag{2.27}
\]

The non-bonded interaction \( H_{nb} \) in eq. 2.21 can be accordingly rewritten as,

\[
\beta H_{nb} = \frac{\kappa}{2\rho_0} \left[ \sum_{i=1}^{N_A} \sum_{s=1}^{n_A} \sum_{j=1}^{N_A} \sum_{t=1}^{N_A} u(|\mathbf{r}_{\alpha,i}(s) - \mathbf{r}_{\alpha,j}(t)|) + 2 \sum_{i=1}^{N_A} \sum_{s=1}^{n_A} \sum_{j=1}^{N_B} \sum_{t=1}^{N_B} u(|\mathbf{r}_{\alpha,i}(s) - \mathbf{r}_{B,j}(t)|) \right]
\]

with

\[
u(|\mathbf{r}_{\alpha,i}(s) - \mathbf{r}_{\alpha',j}(t)|) = \int d\mathbf{r} W(\mathbf{r}_{\alpha,i}(s) - \mathbf{r}) W(\mathbf{r}_{\alpha',j}(t) - \mathbf{r}) \tag{2.28}
\]

Here \( u(|\mathbf{r}_{\alpha,i}(s) - \mathbf{r}_{\alpha',j}(t)|) \) is a pairwise potential and physically corresponds to the overlapping volume between a pair of density distributions. The form of \( u(|\mathbf{r}_{\alpha,i}(s) - \mathbf{r}_{\alpha',j}(t)|) \) can be found analytically for certain density distribution functions \( W(\mathbf{r}_{\alpha,i}(s) - \mathbf{r}) \). In top-down models, \( W(\mathbf{r}_{\alpha,i}(s) - \mathbf{r}) \) are usually defined through simple generic forms, assuming spherical uniform or Gaussian distributions. More advanced distributions are necessary for studying asymmetric particles e.g., ellipsoidal particles.

For most systems, a uniform distribution function is sufficient to describe pairwise interactions and is also computationally convenient. The corresponding pairwise potential takes the form.
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\[ u(r) = \begin{cases} \frac{3}{8\pi\sigma^4} (2 + \frac{r}{2\sigma}) (1 - \frac{r}{2\sigma})^2 & \text{for } r \leq 2\sigma \\ 0 & \text{otherwise} \end{cases} \] (2.29)

where \( r = |\mathbf{r}_{s,i}(s) - \mathbf{r}_{s',j}(t)| \). \( \sigma \) is the radius of spherical density distribution and the range of interactions is \( 2\sigma \). The magnitude of \( \sigma \) can be chosen to provide reasonable number of interacting particles, or to reproduce the size of underlying grouped atoms.

Although the schemes based on density distribution functions retain the translational invariance and isotropicity, the computational cost is much higher than that of PM schemes. Normally a cell list is required to accelerate simulations using schemes based on density distribution functions.

2.4 Simulation method

All mesoscopic systems in this thesis are simulated by using off-lattice Monte-Carlo (MC) simulation method. MC simulations sample the space of microstates based on the use of random numbers. By averaging over the sampled microstates one can estimate the ensemble averages. A frequently used method to sample microstates is Metropolis method. It tries to change the microstate by randomly moving one or a few beads, and then decides whether to accept or reject the new microstate according to certain acceptance criterion.

The changes in the microstate are attempted by MC “moves”. The moves should be employed in such a way that the detailed balance and ergodicity are satisfied. Detailed balance means in equilibrium the average probability of moving from microstate \( i \) to microstate \( j \), \( P(i \rightarrow j) \), is equal to the probability of the reverse move \( P(j \rightarrow i) \). The probability \( P(i \rightarrow j) \) is the product of the equilibrium probability of microstate \( i \) \( P_{eq}(i) \) and the transition probability from \( i \) to \( j \), \( W(i \rightarrow j) \). \( P(j \rightarrow i) \) is defined in the same way, i.e., \( P(j \rightarrow i) = P_{eq}(j)W(j \rightarrow i) \). Hence the detailed balance implies the following equation,

\[ P_{eq}(i)W(i \rightarrow j) = P_{eq}(j)W(j \rightarrow i) \] (2.30)
"Ergodicity" means every microstate of the system can be generated by one or more moves.

In the following chapters, we employ two classic moves for polymeric systems, i.e., crankshaft and reptation moves. As shown in Fig. 2.3a, crankshaft move, which is also known as flip move, rotates a single bead around the axis defined by the two neighboring beads. The rotation angle is randomly chosen from the interval $[0, 2\pi]$. For chain ends, the rotation axis of a flip move is defined by the next nearest bond (see Fig. 2.3b). The reptation move is illustrated in Fig. 2.3c. It removes one bead from one chain end and adds one bead to the other end. The reptation can be employed in a biased way, meaning the new bead is not randomly added to the chain end, but is added by taking into account certain distributions, e.g., distributions determined by bonded potential.

After each move, one accepts or rejects the new microstate according to the acceptance criterion. The acceptance criterion is,

$$P_{\text{acc}} = \min(1, \exp(-\beta \Delta E))$$

(2.31)

where $\Delta E$ is the energy change caused by the proposed move. This acceptance criterion achieves a Boltzmann distribution of microstates. Then the procedures for implementing MC method based on the chosen moves and acceptance criterion are,

a) randomly create an initial microstate,

b) calculate the total energy of the initial microstate,
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c) propose a move based on a random number generator,

d) calculate the energy change $\Delta E$,

e) if $\Delta E < 0$, then accept the new microstate. Otherwise, compare $\exp(-\beta \Delta E)$ with a random number $a \in [0, 1]$. Accept the new microstate when $\exp(-\beta \Delta E) > a$, and retain the previous microstate otherwise.

The procedures from c) to e), so called one “MC step”, are repeated to obtain enough number of microstates for the calculation of desired quantities. Because each step only moves one or a few beads, the successive microstates are highly correlated. In practice, it is more common to use “MC cycle” as a measure of the number of steps. Each MC cycle comprises a number of MC steps that equals the number of beads in the system. Namely, in average every bead is given the opportunity to move once within one MC cycle. The number of MC cycles needed for obtaining uncorrelated microstates is the "decorrelation time" $\tau_{rel}$. In this study, $\tau_{rel}$ is the number of MC cycles needed for the autocorrelation function of end-to-end vectors of polymer chains to decay to 0.01. $\tau_{rel}$ is an important quantity for MC simulations, because the desired quantities should be calculated based on the microstates extending over several decorrelation times. Importantly, the initial microstate is frequently artificial and far from equilibrium. Hence the microstates within the first decorrelation time should not be used for the calculation of desired quantities.

2.5 Insights from self-consistent field theory and random phase approximation

The functional-based definition of non-bonded interactions in DFT-based models provides the opportunity to parameterize or improve these models before performing simulations. This can be done by using the mean-field (MF) theory, which is also known as self-consistent field theory: one extracts thermodynamic properties of DFT-based models within MF theory, and parameterizes or improves CG models by comparing the MF estimates with known thermodynamic properties of target systems. Of course, MF theory fully neglects the effects of fluctuations. To take into account the effect
of small fluctuations, one can use an extension of MF theory, the so called random phase approximation (RPA).\cite{19,145-148}

In this section, we will first introduce how to derive thermodynamic properties of binary blends and di-BCPs within MF theory. Then we discuss the phase stability of these multi-component systems based on RPA. The main part of this discussion has been published and can be found in the Supplementary Information of ref. \cite{149}. However, the discussion in this section is more detailed and we explain some steps that are omitted in our original publication.

Thermodynamic properties can be determined based on the Helmholtz free energy of systems. In MF theory, one introduces auxiliary fields\cite{145,150-152} to simplify the derivation of Helmholtz free energy and thermodynamic properties. For each particle, its interaction with neighboring particles is replaced by an interaction with average fields, capturing the average behavior of neighboring particles. In this way, all the non-bonded particles are effectively non-interacting, decoupled particles. A system containing many chains is decoupled into single chains in ‘mean-field’, which to a great extent simplifies the description of polymeric systems.

The formal way of deriving the Helmholtz free energy within MF approximation is to express the partition function of a particle-based CG system in a field-theoretical form by invoking Hubbard-Stratonovich transformation\cite{153-156} or other particle-to-field transformactions\cite{7,157,158}. Then the partition function is approximately rewritten using the saddle-point approximation.\cite{19,90,96,150,159} The Helmholtz free energy is expressed in terms of the approximated partition function.

For systems described by DFT-based interactions in eq. \ref{eq:2.21}, we derive the field-based Helmholtz free energy in an intuitive way, which clearly shows the underlying assumptions and physical meaning of the theoretical field-based expressions. We first identify the auxiliary fields simply by rewriting
the non-bonded interaction,
\[
\beta H_{\text{nb}} = \frac{\kappa}{2\rho_0} \int d\mathbf{r} [\hat{\rho}_A(\mathbf{r}) + \hat{\rho}_B(\mathbf{r})]^2 + \frac{\chi}{\rho_0} \int d\mathbf{r} \hat{\rho}_A(\mathbf{r}) \hat{\rho}_B(\mathbf{r})
\]
\[
= \frac{1}{2} \left\{ \int \left[ \frac{\kappa}{\rho_0} \hat{\rho}_A(\mathbf{r}) + \frac{\kappa}{\rho_0} \hat{\rho}_B(\mathbf{r}) + \frac{\chi}{\rho_0} \hat{\rho}_B(\mathbf{r}) \right] \hat{\rho}_A(\mathbf{r}) d\mathbf{r}
\right.
\[
+ \left. \int \left[ \frac{\kappa}{\rho_0} \hat{\rho}_A(\mathbf{r}) + \frac{\kappa}{\rho_0} \hat{\rho}_B(\mathbf{r}) + \frac{\chi}{\rho_0} \hat{\rho}_A(\mathbf{r}) \right] \hat{\rho}_B(\mathbf{r}) d\mathbf{r} \right\}
\]
\[
= \frac{1}{2} \left[ \int \hat{W}_A(\mathbf{r}) \hat{\rho}_A(\mathbf{r}) d\mathbf{r} + \int \hat{W}_B(\mathbf{r}) \hat{\rho}_B(\mathbf{r}) d\mathbf{r} \right]
\]
where \(\hat{W}_A(\mathbf{r})\) and \(\hat{W}_B(\mathbf{r})\) are instantaneous auxiliary fields acting on particles of type A and B, respectively. We can understand the above transformed interaction based on auxiliary fields as follows: the local density field \(\hat{\rho}_\alpha(\mathbf{r})\) interacts with its conjugated auxiliary field \(\hat{W}_\alpha(\mathbf{r})\). The product of the conjugated pair \(\hat{W}_\alpha(\mathbf{r}) \hat{\rho}_\alpha(\mathbf{r}) d\mathbf{r}\) gives us the local energy at position \(\mathbf{r}\) contributed by particles of type \(\alpha\). The total energy is obtained from the integration of local energy over the whole space. In MF, one ignores the fluctuations and replaces the instantaneous fields by their average values at a stationary state, or equivalently a saddle point. We denote the average fields with \(\rho^*_\alpha(\mathbf{r}), \rho^*_B(\mathbf{r}), W^*_A(\mathbf{r})\) and \(W^*_B(\mathbf{r})\). Hence the average auxiliary fields in MF are defined as,
\[
W^*_A(\mathbf{r}) = \frac{\kappa}{\rho_0} \rho^*_A(\mathbf{r}) + \frac{\kappa}{\rho_0} \rho^*_B(\mathbf{r}) + \frac{\chi}{\rho_0} \rho^*_B(\mathbf{r})
\]
\[
W^*_B(\mathbf{r}) = \frac{\kappa}{\rho_0} \rho^*_A(\mathbf{r}) + \frac{\kappa}{\rho_0} \rho^*_B(\mathbf{r}) + \frac{\chi}{\rho_0} \rho^*_A(\mathbf{r})
\]
In blends, the average density fields \(\rho^*_\alpha(\mathbf{r})\) are contributed by identical \(n_\alpha\) chains of type \(\alpha\). In di-BCP s, there are \(n_{AB}\) identical chains comprising an A-block and a B-block which contribute to the average density fields. These identical chains are decoupled with the help of auxiliary fields \(W^*_\alpha(\mathbf{r})\). Therefore, the average density fields can be expressed for blends as,
\[
\rho^*_\alpha(\mathbf{r}) = n_\alpha \left\langle \sum_{s=1}^{N_\alpha} \delta[\mathbf{r} - \mathbf{r}_\alpha(s)] \right\rangle
\]
For di-BCP, we have,
\[
\rho^*_\alpha(\mathbf{r}) = n_{AB} \left\langle \sum_{s=1}^{N_\alpha} \delta[\mathbf{r} - \mathbf{r}_\alpha(s)] \right\rangle
\]
where $\delta$ is the Dirac delta function and $\delta[r - r_\alpha(s)]$ represents a point particle at position $r_\alpha(s)$. The angular bracket denotes the average over all the possible single-chain configurations at the saddle point. The average can be obtained by considering single chain partition functions. Hence we can write $\rho_\alpha^*(r)$ for blends,

$$
\rho_\alpha^*(r) = \frac{n_\alpha}{Q_\alpha} \int D\mathbf{r}_\alpha(\cdot) \left\{ \exp \left( -\beta H_{b,\alpha}^s[\mathbf{r}_\alpha(\cdot)] \right) \times \right. 
\exp \left( -\int d\mathbf{r} \sum_{s=1}^{N_\alpha} \delta[r - r_\alpha(s)] W_\alpha^s(r) \right) \left. \sum_{t=1}^{N_\alpha} \delta[r - r_\alpha(t)] \right\}
$$

(2.36)

and for di-BCPs,

$$
\rho_\alpha^*(r) = \frac{n_{AB}}{Q_{AB}} \times \int D\mathbf{r}_{AB}(\cdot) \left\{ \exp \left( -\beta H_{b,A}^s[\mathbf{r}_A(\cdot)] - \beta H_{b,B}^s[\mathbf{r}_B(\cdot)] \right) \times \right. 
\exp \left( -\int d\mathbf{r} \sum_{s=1}^{N_A} \delta[r - r_A(s)] W_A^s(r) \right) \left. \times \exp \left( -\int d\mathbf{r} \sum_{s=1}^{N_B} \delta[r - r_B(s)] W_B^s(r) \right) \sum_{t=1}^{N_\alpha} \delta[r - r_\alpha(t)] \right\}
$$

(2.37)

where $D\mathbf{r}_\alpha(\cdot)$ denotes functional integration over all possible conformations of a single homopolymer chain or a di-BCP chain. $\beta H_{b,\alpha}^s[\mathbf{r}(\cdot)]$ stands for the bonded potential for the single chain or block comprising beads of type $\alpha$. $Q_\alpha$ and $Q_{AB}$ is single-chain partition functions for homopolymer chains in blends and chains in di-BCPs, respectively. They are defined as,

$$
Q_\alpha = \int D\mathbf{r}_\alpha(\cdot) \exp \left( -\beta H_{b,\alpha}^s[\mathbf{r}_\alpha(\cdot)] \right) \exp \left( -\int d\mathbf{r} \sum_{s=1}^{N_\alpha} \delta[r - r_\alpha(s)] W_\alpha^s(r) \right)
$$

(2.38)

$$
Q_{AB} = \int D\mathbf{r}_{AB}(\cdot) \exp \left( -\beta H_{b,A}^s[\mathbf{r}_A(\cdot)] - \beta H_{b,B}^s[\mathbf{r}_B(\cdot)] \right) \times \exp \left( -\int d\mathbf{r} \sum_{s=1}^{N_A} \delta[r - r_A(s)] W_A^s(r) \right) \times \exp \left( -\int d\mathbf{r} \sum_{s=1}^{N_B} \delta[r - r_B(s)] W_B^s(r) \right)
$$

(2.39)

The system of equations defined in eqs. 2.33, 2.36 and 2.37 clearly shows the self-consistency between local density fields $\rho_\alpha^*(r)$ and conjugated fields $W_\alpha^*(r)$. Namely, eq. 2.33 defines fields $W_\alpha^*(r)$ in terms of $\rho_\alpha^*(r)$. Eqs. 2.36 and 2.37 demonstrate the resulting density fields based on given fields $W_\alpha^*(r)$.
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The equation set derived through the simple, intuitive way is same as the equation set of saddle-point conditions one would obtain following formal frameworks, e.g., Hubbard-Stratonovich transformation.

Once we know the form of the Helmholtz free energy within MF approximation, we can further derive any desired thermodynamic properties. To determine the Helmholtz free energy, we use the standard definition,

\[ F = U - TS \]  

where \( F \) is Helmholtz free energy, \( U \) is average internal energy, \( T \) is absolute temperature and \( S \) is entropy. The average internal energy \( U \) of DFT-based models is determined by the predefined potentials. For blends,

\[
\beta U = \beta H_b + \beta H_{nb} = \sum_\alpha n_\alpha \beta H_{b,\alpha}^s \\
+ \frac{\kappa}{2\rho_0} \int dr (\rho_A^*(r) + \rho_B^*(r))^2 + \frac{\chi}{\rho_0} \int dr \rho_A^*(r) \rho_B^*(r) 
\]

Similar expression holds for di-BCPs:

\[
\beta U = \beta H_b + \beta H_{nb} = n_{AB} \left( \beta H_{b,A}^s + \beta H_{b,B}^s \right) \\
+ \frac{\kappa}{2\rho_0} \int dr (\rho_A^*(r) + \rho_B^*(r))^2 + \frac{\chi}{\rho_0} \int dr \rho_A^*(r) \rho_B^*(r) 
\]

where \( \beta H_{b,\alpha}^s = \langle H_{b,\alpha}^s [r(\cdot)] \rangle \) denotes average bonded energy of a single chain (block) of type \( \alpha \) in the fields \( W_A^\alpha (r) \) and \( W_B^\alpha (r) \).

For systems containing decoupled chains, the entropy \( S \) can be calculated based on statistical mechanics of non-interacting ideal chains. For blends,

\[
\beta TS = \beta U_{id} - \beta F_{id} = \beta U_{id} + \ln Z_{id} \\
= \sum_{\alpha=A,B} n_\alpha U_{0,\alpha} + \ln \frac{V^{n_A}}{n_A!} \left( \frac{Q_A[W_A^\alpha (r)]}{V} \right)^{n_A} + \ln \frac{V^{n_B}}{n_B!} \left( \frac{Q_B[W_B^\alpha (r)]}{V} \right)^{n_B} \\
= \sum_{\alpha=A,B} n_\alpha \beta H_{b,\alpha}^s + \sum_{\alpha=A,B} \int W_{\alpha,\alpha}^\alpha (r) \rho_A^*(r) dr \\
+ \sum_{\alpha=A,B} n_\alpha \left[ 1 - \ln \left( \frac{n_\alpha}{V} \right) \right] + \sum_{\alpha=A,B} n_\alpha \ln \left( \frac{Q_A[W_A^\alpha (r)]}{V} \right) 
\]
For di-BCPs,

$$\beta TS = \beta U_{id} - \beta F_{id} = \beta U_{id} + \ln Z_{id}$$

$$= \beta n_{AB} U_{0,AB} + \ln \left( \frac{V_{nAB}^{nAB}}{n_{AB}!} \left( \frac{Q_{AB}[W_{A}^{*}(r), W_{B}^{*}(r)]}{V} \right) \right)$$

$$= n_{AB} \left( \beta H_{b,A}^s + \beta H_{b,B}^s \right) + \sum_{\alpha=A,B} \int W_{A}^{*}(r) \rho_{\alpha}^{*}(r) dr$$

$$+ n_{AB} \left[ 1 - \ln \left( \frac{n_{AB}}{V} \right) \right] + n_{AB} \ln \left( \frac{Q_{AB}[W_{A}^{*}(r), W_{B}^{*}(r)]}{V} \right)$$

(2.44)

where $U_{id}$, $F_{id}$ and $Z_{id}$ is average internal energy, free energy, and partition function, respectively, of the system containing non-interacting ideal chains. We insert volume $V$ into the free energy term, i.e., $-\ln Z_{id}$, to signify the extensive nature of free energy. $U_{0,\alpha}$ and $U_{0,AB}$ is average internal energy of a single homopolymer chain of type $\alpha$ and a di-BCP chain, respectively. The Helmholtz free energy is obtained by substituting the entropy $S$ defined in eq. 2.43 or 2.44 and the internal energy defined in eq. 2.41 or 2.42 into the standard definition of Helmholtz free energy in eq. 2.40. We separately write the expressions for blends and di-BCPs,

$$\beta F_{\text{blend}} = \sum_{\alpha=A,B} n_{\alpha} \left[ \ln \left( \frac{n_{\alpha}}{V} \right) - 1 \right] - \sum_{\alpha=A,B} n_{\alpha} \ln \left( \frac{Q_{\alpha}[W_{\alpha}^{*}(r)]}{V} \right)$$

$$- \sum_{\alpha=A,B} \int W_{\alpha}^{*}(r) \rho_{\alpha}^{*}(r) dr + \frac{\kappa}{2 \rho_0} \int (\rho_{\alpha}^{*}(r) + \rho_{\beta}^{*}(r))^2 dr + \frac{\chi}{\rho_0} \int \rho_{\alpha}^{*}(r) \rho_{\beta}^{*}(r) dr$$

(2.45)

and

$$\beta F_{\text{BCP}} = n_{AB} \left[ \ln \left( \frac{n_{AB}}{V} \right) - 1 \right] - n_{AB} \ln \left( \frac{Q_{AB}[W_{A}^{*}(r), W_{B}^{*}(r)]}{V} \right)$$

$$- \sum_{\alpha=A,B} \int W_{\alpha}^{*}(r) \rho_{\alpha}^{*}(r) dr + \frac{\kappa}{2 \rho_0} \int (\rho_{A}^{*}(r) + \rho_{B}^{*}(r))^2 dr + \frac{\chi}{\rho_0} \int \rho_{A}^{*}(r) \rho_{B}^{*}(r) dr$$

(2.46)

In both formulas, the first term comes from the factorial in eqs. 2.43 and 2.44. The following two terms correspond to conformational entropy of chains, and the last two terms are the contributions from non-bonded interactions.

Having found the form of Helmholtz free energy, we need to insert solutions of density fields and conjugated fields at the saddle point to further derive thermodynamic properties. However, there are generally multiple saddle
points for one system. Each solution can be associated with a local minimum of free energy, at which point the state can be stable or meta-stable.

In our work, the solutions which allow us analytically derive thermodynamic properties are preferred. One of such solutions corresponds to a fully homogeneous system. Specifically, the system has homogeneous particle densities and homogeneous fields, which are defined as,

$$\bar{\rho}_0 = \bar{\rho}_A + \bar{\rho}_B = (n_A N_A + n_B N_B) / V$$  \hspace{1cm} (2.47)

and

$$\bar{W}_A = \frac{\kappa}{\rho_0} (\bar{\rho}_A + \bar{\rho}_B), \quad \bar{W}_B = \frac{\kappa}{\rho_0} (\bar{\rho}_A + \bar{\rho}_B)$$  \hspace{1cm} (2.48)

Here we consider the blends or di-BCPs with $\chi = 0$ and the third term in eq. 2.33 is ignored. The corresponding Helmholtz free energy $F$ is,

$$\beta F = \sum_a n_a \ln \left( \frac{n_a}{V} \right) + \frac{\kappa V}{2\rho_0} (\bar{\rho}_A + \bar{\rho}_B)^2$$  \hspace{1cm} (2.49)

in which the contribution of conformational entropy of chains is neglected. Based on eq. 2.49, we can calculate the desired thermodynamic properties. For example, the isothermal compressibility $\kappa_T$ can be derived with the help of the equation of state $P = -\partial F / \partial V$,

$$\frac{1}{k_B T \kappa_T} = -V \frac{\partial P}{\partial V} = V \frac{\partial^2 F}{\partial^2 V}$$  \hspace{1cm} (2.50)

Then we can write:

$$\frac{1}{k_B T \kappa_T} = V \frac{\partial^2 \left[ n_A \ln \frac{n_A}{V} + n_B \ln \frac{n_B}{V} + \frac{\kappa (n_A N_A + n_B N_B)}{2\rho_0 V} \right]}{\partial^2 V}$$

$$= \frac{n_A + n_B}{V} + \frac{\kappa}{\rho_0} \rho_0^2$$  \hspace{1cm} (2.51)

which is the eq. 2.17 having discussed in section 2.2.

The assumption of MF theory on ignoring all fluctuations is usually poor for systems at atomistic scale. This is because the coordination number of atoms is small, $\sim 10$. Hence the fluctuations of environment (fields) around atoms are non-neglectable. While from a mesoscopic perspective, one considers an effective coordination number of polymer chains, which is on the order of $\sim \rho_0 R_e^3$. The effective coordination number can be very large in
dense melts of large molecules. Since the fluctuations diminish with the increasing of coordination numbers, the estimates of MF theory for dense melts of large molecules are accurate\textsuperscript{19}.

Notwithstanding, it is possible to take into account small fluctuations by using RPA, so that we can study phase stability in multi-component systems. RPA assumes that fields can locally deviate from their average values in MF theory by a small amplitude $\delta W_\alpha(r)$, such that $\int \delta W_\alpha(r) d\mathbf{r} = 0$. Notice that the accuracy of RPA predictions decreases rapidly when one approaches the phase transition point. This is because the magnitude of fluctuations at states closing to phase transition is comparable with the average values and one cannot assume the fluctuations are small.

When one considers a small perturbation of fields, the single-chain partition functions are defined as follow. For blends we have,

$$Q_\alpha = \int D\mathbf{r}_\alpha(\cdot) \exp \left( -\beta H_{b,\alpha}^s [\mathbf{r}_\alpha(\cdot)] \right) \times$$

$$\exp \left( - \int d\mathbf{r} \sum_{s=1}^{N_\alpha} \delta(\mathbf{r} - \mathbf{r}_\alpha(s)) (\bar{W}_\alpha + \delta W_\alpha(\mathbf{r})) \right)$$

(2.52)

For di-BCPs we have:

$$Q_{AB} = \int D_{AB}\mathbf{r}_\alpha(\cdot) \exp \left( -\beta H_{b,a}^s [\mathbf{r}_A(\cdot)] - \beta H_{b,b}^s [\mathbf{r}_B(\cdot)] \right) \times$$

$$\exp \left( - \int d\mathbf{r} \sum_{s=1}^{N_A} \delta(\mathbf{r} - \mathbf{r}_A(s)) (\bar{W}_A + \delta W_A(\mathbf{r})) \right) \times$$

$$\exp \left( - \int d\mathbf{r} \sum_{s=1}^{N_B} \delta(\mathbf{r} - \mathbf{r}_B(s)) (\bar{W}_B + \delta W_B(\mathbf{r})) \right)$$

(2.53)

We expand above single-chain partition functions to the second order in $\delta W_\alpha(r)$ and conveniently express them in Fourier space,

$$Q_\alpha \simeq Q_{0,\alpha} \exp \left[ \frac{N_\alpha}{2V^2} \sum_q g_\alpha(q) \delta W_\alpha(q) \delta W_\alpha(-q) \right]$$

(2.54)
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\[ Q_{AB} \simeq Q_{0,AB} \times \exp \left[ \frac{N_{AB}}{2V^2} \sum_{q} g_A(q)\delta W_A(q)\delta W_A(-q) + \right. \]

\[ \left. g_B(q)\delta W_B(q)\delta W_B(-q) + 2g_{AB}(q)\delta W_A(q)\delta W_B(-q) \right] \] (2.55)

where \( Q_{0,\alpha} \) are single chain partition functions in spatially homogeneous fields. The direct and inverse Fourier transforms are defined as,

\[ f(q) = \int d\mathbf{r} \exp\left[i\mathbf{q} \cdot \mathbf{r}\right] f(\mathbf{r}) \quad f(r) = \frac{1}{V} \sum_{\mathbf{q}} \exp[-i\mathbf{q} \cdot \mathbf{r}] f(q) \] (2.56)

\( g_\alpha(q) \) is single-chain structure factor of homopolymer chains of specie \( \alpha \). The definition of \( g_\alpha(q) \) in blends is,

\[ g_\alpha(q) = \frac{\left\langle \sum_i^{N_\alpha} \sum_j^{N_\alpha} \exp\left[i\mathbf{q} \cdot (\mathbf{r}_i - \mathbf{r}_j)\right]\right\rangle}{N_\alpha} \] (2.57)

For di-BCPs the corresponding (partial) single-chain structure factors in eq. 2.55 are defined as:

\[ g_\alpha(q) = \frac{\left\langle \sum_i^{N_\alpha} \sum_j^{N_\alpha} \exp\left[i\mathbf{q} \cdot (\mathbf{r}_i - \mathbf{r}_j)\right]\right\rangle}{N_{AB}} \] (2.58)

\[ g_{AB}(q) = \frac{\left\langle \sum_i^{N_A} \exp\left(i\mathbf{q} \cdot \mathbf{r}_i\right) \sum_j^{N_B} \exp\left(-i\mathbf{q} \cdot \mathbf{r}_j\right)\right\rangle}{N_{AB}} \]

The angular brackets denote an average over all possible single-chain conformations and orientations of wavevectors, with given modulus \( q \). It can be numerically calculated by sampling configurations obtained from simulations of ideal chains. For continuum Gaussian chains, one can directly adopt an analytical formula of single-chain structure factor, which is known as the Debye function\(^{113}\).

The approximated single-chain partition functions in eqs. 2.54 and 2.55 are substituted into \( \beta F_{\text{blend}} \) and \( \beta F_{\text{BCP}} \). The saddle-point condition given by eq. 2.36 for blends and eq. 2.37 for di-BCP, is evaluated within the linear-response approximation. The linearized saddle-point equations are used to express the fields \( \delta W_\alpha(q) \) through linear functions of densities \( \rho_\alpha(q) \). These linear expressions of \( \delta W_\alpha(q) \) through \( \rho_\alpha(q) \) are also substituted into \( \beta F_m \).
Following a convenient matrix notation, the final result reads:

\[
\beta F_m = \frac{1}{2\rho_0 V} \sum_q \begin{bmatrix} \rho(q) & \phi(q) \end{bmatrix} \begin{bmatrix} \rho(-q) \\ \phi(-q) \end{bmatrix}
\]

(2.59)

where \( \rho(q) \equiv \rho_A(q) + \rho_B(q) \) (Fourier transform of total local density) and \( \phi(q) \equiv \rho_A(q) - \rho_B(q) \) (Fourier transform of local composition). The matrices \( D_m \) for blends and di-BCPs are:

\[
D_{\text{Blend}} = \begin{bmatrix}
\kappa + \frac{\chi}{2} & \frac{1}{4\phi_{A,A}(q)} + \frac{1}{4\phi_{B,B}(q)} & \frac{1}{4\phi_{A,A}(q)} - \frac{1}{4\phi_{B,B}(q)} \\
\frac{1}{4\phi_{A,A}(q)} - \frac{1}{4\phi_{B,B}(q)} & -\frac{\chi}{2} + \frac{1}{4\phi_{A,A}(q)} + \frac{1}{4\phi_{B,B}(q)} & \end{bmatrix}
\]

(2.60)

\[
D_{\text{BCP}} = \begin{bmatrix}
\kappa + \frac{\chi}{2} & \frac{g_A(q) + g_B(q) - 2g_{AB}(q)}{4(g_{AB}(q) - g_A(q)g_B(q))} & -\frac{g_B(q) - g_A(q)}{4(g_{AB}(q) - g_A(q)g_B(q))} \\
-\frac{g_B(q) - g_A(q)}{4(g_{AB}(q) - g_A(q)g_B(q))} & -\frac{\chi}{2} & \frac{g_A(q) + g_B(q) + 2g_{AB}(q)}{4(g_{AB}(q) - g_A(q)g_B(q))} \\
\end{bmatrix}
\]

(2.61)

\( \bar{\phi}_a \) denotes average volume fractions and are defined as \( \bar{\phi}_A = N_A n_A / \rho_0 V \) and \( \bar{\phi}_B = N_B n_B / \rho_0 V \).

Inspecting the structure of \( D_{\text{blend}} \) and \( D_{\text{BCP}} \) we observe that for the special case of compositionally and conformationally symmetric blends and di-BCPs these matrices are diagonal. Therefore the fluctuations of \( \rho(q) \) and \( \phi(q) \) are decoupled. In this case, the structure factors of fluctuations of density, \( \langle \rho(q)\rho(-q) \rangle \), and composition, \( \langle \phi(q)\phi(-q) \rangle \), can be extracted from the diagonal elements of \( D_{\text{blend}} \) and \( D_{\text{BCP}} \), directly invoking equipartition theorem.

However, in this thesis the asymmetric systems are considered. Then \( D_m \) is non-diagonal, meaning the variables \( \rho(q) \) and \( \phi(q) \) are coupled. To calculate structure factors, the quadratic form of \( F \) must be first diagonalized to the
following form:\textsuperscript{161}:

\[
\beta F_m = \frac{1}{2\rho_0 V} \sum_q \begin{bmatrix} X(q) & Y(q) \end{bmatrix} A_m \begin{bmatrix} X(-q) \\ Y(-q) \end{bmatrix} \tag{2.62}
\]

with

\[
A_m = P_m^T D_m P_m = \begin{bmatrix} \lambda_1 & 0 \\ 0 & \lambda_2 \end{bmatrix}
\text{ and } \begin{bmatrix} X(q) \\ Y(q) \end{bmatrix} = P_m^T \begin{bmatrix} \rho(q) \\ \phi(q) \end{bmatrix} \tag{2.63}
\]

Here \( \lambda_1 \) and \( \lambda_2 \) are eigenvalues of the symmetric matrix \( D_m \). The orthogonal matrix \( P_m \) is defined through the components of two orthonormal eigenvectors \( \tilde{\nu} \) and \( \tilde{\upsilon} \) of the matrix \( D_m \) as:

\[
P_m = \begin{bmatrix} \tilde{\nu}_1 & \tilde{\upsilon}_1 \\ \tilde{\nu}_2 & \tilde{\upsilon}_2 \end{bmatrix}_m \tag{2.64}
\]

Accordingly, the local density and composition can be expressed through \( X(q) \) and \( Y(q) \),

\[
\begin{bmatrix} \rho(q) \\ \phi(q) \end{bmatrix} = P_m \begin{bmatrix} X(q) \\ Y(q) \end{bmatrix} \Rightarrow \begin{aligned}
\rho(q) &= \tilde{\nu}_1 X(q) + \tilde{\upsilon}_1 Y(q) \\
\phi(q) &= \tilde{\nu}_2 X(q) + \tilde{\upsilon}_2 Y(q)
\end{aligned} \tag{2.65}
\]

Because the matrix \( A_m \) is diagonal, \( X(q) \) and \( Y(q) \) are decoupled variables. Therefore \( \langle X(q)X(-q) \rangle \) and \( \langle Y(q)Y(-q) \rangle \) can be obtained from the diagonal elements of \( A_m \),

\[
\frac{\langle X(q)X(-q) \rangle}{\rho_0 V} = \lambda_1^{-1}, \quad \frac{\langle Y(q)Y(-q) \rangle}{\rho_0 V} = \lambda_2^{-1} \tag{2.66}
\]
The structure factors of density and composition fluctuations are,

\[
\begin{align*}
\frac{\langle \rho(q)\rho(-q) \rangle}{\rho_0 V} &= \tilde{\nu}_1^2 \lambda_1^{-1} + \tilde{\nu}_2^2 \lambda_2^{-1} \\
\frac{\langle \phi(q)\phi(-q) \rangle}{\rho_0 V} &= \tilde{\nu}_2^2 \lambda_1^{-1} + \tilde{\nu}_2^2 \lambda_2^{-1}
\end{align*}
\]

(2.67)

Hence, the RPA structure factors of density and composition fluctuations in the most general case of asymmetric systems can be calculated via eq. 2.67 once we know the eigenvalues and the corresponding orthonormal eigenvectors of matrix \( D_m \). For the matrix \( D_{\text{blend}} \) in eq. 2.60, the eigenvalues \( \lambda_1, \lambda_2 \), and eigenvectors \( \nu, \upsilon \) are listed below.

\[
\lambda_1 = \frac{G_{\text{Blend},A}(q) + G_{\text{Blend},B}(q) + 2\kappa - \sqrt{(G_{\text{Blend},A}(q) - G_{\text{Blend},B}(q))^2 + 4(\chi + \kappa)^2}}{4}
\]

(2.68)

\[
\lambda_2 = \frac{G_{\text{Blend},A}(q) + G_{\text{Blend},B}(q) + 2\kappa + \sqrt{(G_{\text{Blend},A}(q) - G_{\text{Blend},B}(q))^2 + 4(\chi + \kappa)^2}}{4}
\]

(2.69)

\[
\nu = \begin{bmatrix}
\frac{2(\kappa + \chi) - \sqrt{4(\kappa + \chi)^2 + (G_{\text{Blend},A}(q) - G_{\text{Blend},B}(q))^2}}{G_{\text{Blend},A}(q) - G_{\text{Blend},B}(q)} \\
1
\end{bmatrix} = \begin{bmatrix}
\nu_1 \\
\nu_2
\end{bmatrix}
\]

(2.70)

\[
\upsilon = \begin{bmatrix}
\frac{2(\kappa + \chi) + \sqrt{4(\kappa + \chi)^2 + (G_{\text{Blend},A}(q) - G_{\text{Blend},B}(q))^2}}{G_{\text{Blend},A}(q) - G_{\text{Blend},B}(q)} \\
1
\end{bmatrix} = \begin{bmatrix}
\upsilon_1 \\
\upsilon_2
\end{bmatrix}
\]

(2.71)

with

\[
G_{\text{Blend},A}(q) = \frac{1}{\phi_{AG}(q)}, \quad G_{\text{Blend},B}(q) = \frac{1}{\phi_{BG}(q)}
\]

(2.72)

For di-BCPs, the eigenvalues and eigenvectors are,

\[
\lambda_1 = \frac{-G_{\text{BCP},A}(q) - G_{\text{BCP},B}(q) + 2\kappa}{4}
\]

\[
- \frac{\sqrt{(G_{\text{BCP},A}(q) - G_{\text{BCP},B}(q))^2 + 4(G_{\text{BCP},AB}(q) + \kappa + \chi)^2}}{4}
\]

(2.73)
2.5. Insights from self-consistent field theory and random phase approximation

\[ \lambda_2 = \frac{-G_{BCP,A}(q) - G_{BCP,B}(q) + 2\kappa}{4} + \frac{\sqrt{(G_{BCP,A}(q) - G_{BCP,B}(q))^2 + 4(G_{BCP,AB}(q) + \kappa + \chi)^2}}{4} \]  

(2.74)

\[ \nu = \begin{bmatrix} \frac{2(\kappa + \chi) + 2G_{BCP,AB}(q) - \sqrt{4(G_{BCP,AB}(q) + \kappa + \chi)^2 + (G_{BCP,A}(q) - G_{BCP,B}(q))^2}}{G_{BCP,A}(q) - G_{BCP,B}(q)} \\ 1 \end{bmatrix} = \begin{bmatrix} v_1 \\ v_2 \end{bmatrix} \]  

(2.75)

\[ \psi = \begin{bmatrix} \frac{2(\kappa + \chi) + 2G_{BCP,AB}(q) + \sqrt{4(G_{BCP,AB}(q) + \kappa + \chi)^2 + (G_{BCP,A}(q) - G_{BCP,B}(q))}}{G_{BCP,A}(q) - G_{BCP,B}(q)} \\ 1 \end{bmatrix} = \begin{bmatrix} v_1 \\ v_2 \end{bmatrix} \]  

(2.76)

with

\[ G_{BCP,A}(q) = \frac{g_A(q)}{g_{AB}^2(q) - g_A(q)g_B(q)}, \quad G_{BCP,B}(q) = \frac{g_B(q)}{g_{AB}^2(q) - g_A(q)g_B(q)} \]

\[ G_{BCP,AB}(q) = \frac{g_{AB}(q)}{g_{AB}^2(q) - g_A(q)g_B(q)} \]  

(2.77)

The normalized eigenvectors are trivially obtained as \( \tilde{\nu} = \nu / \sqrt{\nu_1^2 + \nu_2^2} \) and \( \tilde{\psi} = \psi / \sqrt{\psi_1^2 + \psi_2^2} \).
Chapter 3

Disorderd morphology in blend-/BCP-based PLED

The study presented in this chapter has been published in the ref. [149]. In order to integrate the published contents into this thesis, we include only the sections of the paper which are compatible with the scope of this chapter, and modify small parts of the original text at various places. Specifically, Sections 3.1 and 3.2 are written based on sections 1 and 2 of ref. [149] and its Supplementary Information. For these sections, parts of the contents in the published paper are omitted for a better integration with the thesis, and a few discussions are rewritten. Sections 3.3, 3.5, 3.6 and 3.7 are almost identical to the corresponding parts of the published paper. The section 3.4 is taken from the Supplementary Information of the published paper.

3.1 Introduction

In this chapter, we use the mesoscopic model to simulate the morphologies within active layers of polymeric light-emitting diodes (PLED) \(^{162}\). As shown in Fig. 3.1, PLED consists of a thin active layer with typical thickness on the order of 100 nm. The active layer contains luminescent semiconducting polymers \(^{163}\), within which the electrons and holes injected from cathode and anode can form excitons. Then the light is generated through radiative decay of excitons. One needs at least one transparent electrode, so that light can pass through. Fig. 3.1 shows one of the possible structures, i.e., top-emitting PLED.
Having high luminous efficiency within PLED relies on the balanced transport of holes and electrons. Though in commonly used polymeric semiconductors, electron transport – unlike hole transport – is limited by trap states, likely caused by chemical impurities. The disbalance in transport of electrons and holes caused by the trap sites reduces luminous efficiency. Recent studies have shown that the negative impact of trap sites on luminous efficiency can be alleviated by using blend-based active layers, which are formed by blends of semiconducting and insulating polymers. This approach is motivated by the theoretical prediction of Mark and Helfrich (MH) that the trap-limited current density scales as \( J \sim \frac{N}{N_t^r} \), where \( N \) and \( N_t \) are the densities of transport and trapping sites. The exponent \( r \) is a measure of the width of the energetic distribution of the trap states. For disordered visible light-emitting semiconductors, \( r \geq 4 \) typically. To first approximation, blending with an insulator reduces both \( N \) and \( N_t \) by the average volume fraction of the semiconducting polymer \( \bar{\phi}_A \) (0 < \( \bar{\phi}_A \) < 1). Hence, the electron current density increases to \( J_{\text{blend}} \approx \bar{\phi}_A^{(1-r)} J \). It has been shown that diluting the semiconductor with 90% of an insulator doubles the luminous efficiency of the PLED.

The concept of alleviating negative impact of trap sites by blending requires intimate mixing between the semiconducting and insulating polymers, i.e., disordered phase is preferred. However, polymer blends are prone to macroscopic phase separation: the strength of immiscibility is proportional to chain length, so that even weak incompatibilities between monomers are amplified in the blends containing large molecules. According to an earlier study of active layers containing blends formed by poly[2-methoxy-5-(2-ethylhexyloxy)-1,4-phenylenevinylene] (MEH-PPV) and
polystyrene, one encounters phase segregation when working with molecular weights commonly used in experiments, e.g., MEH-PPV with $\sim 300$ kg/mol and polystyrene with $\sim 10$ kg/mol.

One possibility to increase stability of disordered phases is to link semiconducting and insulating polymers into an “equivalent” diblock-copolymer (di-BCP), i.e., using BCP-based active layers. The rationale is simple: covalently linked blocks of dissimilar polymers cannot segregate into macroscopic phases (as homopolymers do) though microphase separate into regular domain patterns. Because of entropy losses caused by stretching of blocks inside domains and localization of block junctions at domain interfaces, microphase separation in BCPs requires stronger immiscibility (which for mixtures with UCST behavior is equivalent to lower temperatures) than phase separation in the equivalent blend. For example, consider compositionally and conformationally symmetric blends of homopolymers comprised of $N$ monomers each. Monomer/monomer incompatibility is quantified by the Flory-Huggins (FH) parameter, which in the simplest case has only an enthalpic contribution: $\chi = B/T$ ($B$ is a constant and $T$ is the temperature). For a symmetric blend, the phase transition from disordered to the macroscopically separated phase occurs within MF at $\chi N = 2$. In contrast, for an equivalent BCP comprising $2N$ monomers, the phase transition from disordered state to an ordered microdomain structure, i.e. order-disorder transition (ODT), happens within MF at $2\chi N \simeq 10.49$. Hence, in this example, substituting a blend by a BCP reduces the threshold temperature, below which the disordered phase is unfavorable thermodynamically, by 2.5 times.

Though the ideal of using BCP-based active layers is attractive, it requires detailed investigation because disordered blends and BCPs are structurally not equivalent. The phase transitions in blends and BCPs belong to different universality classes: 3D Ising and Brazovskii, respectively. Depending on $\bar{\phi}_A$, the phase transition in blends is first order (off-critical $\bar{\phi}_A$) or second order (critical $\bar{\phi}_A$). For critical $\bar{\phi}_A$ the correlation length and magnitude of composition fluctuations diverge at the phase transition, following 3D Ising critical exponents. In BCPs the Brazovskii mechanism always leads to a first order ODT, for which reason such divergences do not occur. This mechanism also modifies the “topology” of the phase diagram near ODT (comparing to MF predictions). Moreover, in disordered blends mesoscopic heterogeneities are characterized by a single
length scale, corresponding to the correlation length of composition fluctuations. In contrast, in a disordered BCP there is an additional length scale on the order of the average chain extension, related to the wavelength of the emerging microphase-separated structure. This feature of BCPs is signified by a Lorentzian-like shaped structure factor of composition fluctuations. Interestingly, near the ODT disordered phases of lamellar- and cylinder-forming BCPs with short chains contain bicontinuous random networks. Each network is enriched in one of the blocks. Fluctuations of the network topology provide additional entropy, stabilizing the disordered phase. It is unknown whether the properties related to charge transport differ in disordered blends and BCPs and, if so, which system is more suitable for PLED.

Motivated by the above question, we simulate the disordered morphologies of blends and BCPs containing typical semiconducting polymer poly(p-phenylene vinylene) (PPV) and insulating polymer polyacrylate. Based on the morphologies, we use a phenomenological percolation model to explore the influence of global polymer arrangement on macroscopic electrical conductance. The obtained results of blends and BCPs are compared to understand the differences between disorder phase of blends and BCPs. Additionally, it is useful for further experimental studies to know the effects of compositions and processing conditions on the electrical conductance. Therefore we also investigate their effects in both blends and BCPs by considering different compositions and processing conditions.

3.2 Model description

3.2.1 Mapping strategy

Our mesoscopic model represents an atomistic system containing $n_A$ PPV and $n_B$ polyacrylate homopolymers or blocks in a volume $V$. For both polymers, the general chemical structure of a monomer is shown in Fig. 3.2a. For brevity, we indicate the chemical identity of a homopolymer (or BCP block) with subscripts $\alpha = A$ for PPV and $\alpha = B$ for polyacrylate. Each homopolymer (block) is made of $m_\alpha$ atomistic monomers; the molecular weight
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Figure 3.2: a) Chemical structure of PPV (top) and polyacrylate (bottom) monomers. For PPV $R_1$ and $R_2$ stand for alkyl substituents. For polyacrylates $R_3$ is a small non-polar moiety while $R_4$ denotes a –H or –CH$_3$ group. b) Scheme used to map PPV (shown in an all trans configuration) on the discrete WLC model. Each atomistic monomer (gray sphere) is mapped on one interaction center (solid circle) placed at a junction or end-point of the WLC. c) Top: Sketch showing the representation of PPV and polyacrylate homopolymers in blends by WLC with $N_A$ (solid circles) and $N_B$ (open circles) beads, respectively. Angles between WLC bonds are controlled by stiffness parameters $\epsilon_{\alpha}$, while bond lengths are fixed to $b_{\alpha}$. Bottom: coarse-grained representation of PPV-b-polyacrylate BCPs obtained by covalently linking the WLC of PPV and polyacrylate homopolymers.

(MW) of each monomer is $M_\alpha$. The mass densities of pure PPV and polyacrylate phases are given by $\bar{\rho}_\alpha = m_\alpha n_\alpha M_\alpha / N_A V_\alpha$, where $V_\alpha$ are the volumes that would be occupied by atomistic PPV and polyacrylate homopolymers (blocks) in their pure phase. $N_A$ is the Avogadro number.

Our coarse-graining procedure conserves the number of chains $n_\alpha$ and the volume of each component $V_\alpha$. Each CG chain (block) is defined to reproduce key mesoscopic features of the molecular architecture of the atomistic chain (block). Considering that we can estimate the contour length $L_\alpha$ and persistence length $l_{p,\alpha}$ of the atomistic chains (blocks) from experimental studies,
we aim to conserve these two quantities. The target $L_\alpha$ and $l_{p,\alpha}$ are quantitatively reproduced by using the discrete WLC model. Each WLC is discretized by $N_\alpha$ interaction centers, beads, connected by bonds with fixed length $b_\alpha$. The detailed description of WLC model has been already presented in section 2.2 and the bonded potential is given by the eq. 2.10.

To determine the $N_\alpha$, $b_\alpha$ and the bonded parameter $\epsilon_\alpha$, one needs three constraints on these three unknown parameters. The invariant quantities $L_\alpha$ and $l_{p,\alpha}$ provide two constraints, i.e., $L_\alpha = f(N_\alpha, b_\alpha)$ in eq. 2.15 and $l_{p,\alpha} = g(b_\alpha, \epsilon_\alpha)$ in eq. 2.12. We introduce an additional constraint on $N_\alpha$ based on the following considerations. First, to facilitate qualitative studies of charge transport, it is reasonable to use for the WLC, describing the electrically active component, a level of discretization which is comparable to the actual polymer. In spirit of earlier studies,\textsuperscript{183,184} we assign physical meaning to A-type beads, assuming that $N_A$ is equal to the number of atomistic PPV monomers (see Fig. 3.2b). This choice of $N_A$ facilitates qualitative studies of charge transport within the electrically active component. The $N_B$ are chosen in a way that the pure phase of coarse-grained polyacrylates has the same average number density of beads as the pure phase of the coarse-grained PPV, i.e. we impose the constraint $n_A N_A / V_A = n_B N_B / V_B \equiv \rho_0$. This specific choice of $N_B$ simplifies the definition of non-bonded interactions (see eqs. 2.21 and 2.23). The additional constraint on the $N_\alpha$ leads to the relationships:

$$N_A = m_A,$$

$$N_B = \frac{\tilde{\rho}_A m_B M_B}{\tilde{\rho}_B M_A}$$

Provided that $L_\alpha$, $l_{p,\alpha}$, $m_\alpha$, $\tilde{\rho}_\alpha$ and $M_\alpha$ of actual polymers are known experimental quantities, $L_\alpha = f(N_\alpha, b_\alpha)$, $l_{p,\alpha} = g(b_\alpha, \epsilon_\alpha)$, and eq. 3.1 fully define the WLCs in our mesoscopic model, i.e., define the $N_\alpha$, $b_\alpha$ and $\epsilon_\alpha$.

### 3.2.2 Material-specific parameters and systems studied

To specify the input quantities for modeling, i.e., $l_{p,\alpha}$, $L_\alpha$, $m_\alpha$, $\tilde{\rho}_\alpha$ and $M_\alpha$, we choose the PPV derivative poly[2-methoxy-5-(3',7'-dimethyloctyloxy)-1,4-phenylenevinylene] (MDMO-PPV) and poly(methylmethacrylate) (PMMA) as model systems. We emphasize that the conjugated polyaromatic backbone, as well as the alkyl substitution pattern of MDMO-PPV are representative for a broad range of non-polar polymeric (luminescent)
semiconductors commonly applied in optoelectronics. Similarly, PMMA represents a class of synthetically well-accessible insulating polymers, of which the polarity (and hence solubility with PPV) can be easily tuned by varying the alkoxy groups of the ester moieties. Hence, the parameterization established on the basis of MDMO-PPV and PMMA can be considered, at least, as qualitatively representative of a broad range of non-polar polymeric semiconductor:insulator mixtures.

We focus on the special case of blends with \( n_A = n_B \), i.e. equimolar mixtures. We make this choice to facilitate direct comparison with their equivalent BCPs, where \( n_A = n_B \) by default. The atomistic PPV homopolymers (blocks) underlying the WLC model have \( m_A = 24 \) monomers. The MW of an MDMO-PPV monomer is \( M_A \simeq 288 \text{ g/mol} \), and we use for the mass density \( \tilde{\rho}_A = 0.91 \text{ g/cm}^3 \). We stress that considering such rather short PPV polymers is relevant from an experimental point of view. Typically, PPV derivatives exhibit poor solubility and processability if the MW is high. For this reason synthetic strategies have focused on suppressing chain length and coupling defects, in order to arrive at well-processable materials while exhibiting a high charge carrier mobility.

Different levels of dilution are realized by parameterizing the WLC model such that it describes long atomistic polyacrylate chains with \( m_B = 70, 138, \) and 300. The MW of each atomistic PMMA monomer is \( M_B \simeq 100 \text{ g/mol} \) and we set the mass density to \( \tilde{\rho}_B = 1.09 \text{ g/cm}^3 \), which is a representative value for the polyacrylate family. Blending PPV with these three polyacrylates induces dilutions that approximately correspond to mass ratios of 1:1, 1:2, and 1:4. In the following, we index all modeled blends and BCPs by these three mass ratios.

Having specified \( m_A, M_A, \) and \( \tilde{\rho}_A \), it is straightforward to calculate the average number density of CG beads \( \rho_0 = 1.9 \text{ nm}^{-3} \). The amounts of homopolymers (blocks) comprising a sample with volume \( V \) are:

\[
n_A = n_B = \frac{\tilde{\rho}_A \tilde{\rho}_B V N_A}{m_A M_A \tilde{\rho}_B + m_B M_B \tilde{\rho}_A} \tag{3.2}
\]

The last set of material-specific parameters are contour lengths and persistence lengths, required as input for the LHS of \( L_\alpha = f(N_\alpha, b_\alpha) \) and \( l_{\text{p,}\alpha} = g(b_\alpha, \epsilon_\alpha) \). Experimental data on the persistence length of MDMO-PPV are
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Table 3.1: Parameters characterizing the discrete WLCs used in this study.

<table>
<thead>
<tr>
<th>Dilutions</th>
<th>( b_A ) (nm)</th>
<th>( b_B ) (nm)</th>
<th>( N_A )</th>
<th>( N_B )</th>
<th>( \epsilon_A )</th>
<th>( \epsilon_B )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1:1</td>
<td>0.657</td>
<td>0.937</td>
<td>20</td>
<td>0.99</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1:2</td>
<td>0.657</td>
<td>0.923</td>
<td>24</td>
<td>40</td>
<td>9.6</td>
<td>1.01</td>
</tr>
<tr>
<td>1:4</td>
<td>0.923</td>
<td>0.268</td>
<td>87</td>
<td>1.01</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

not available, so we set \( l_{p,A} = 6 \) nm. This choice is motivated by data on the persistence length of MEH-PPV, which has the same conjugated backbone and similar substitution pattern as MDMO-PPV. For PMMA we choose an experimentally known value of persistence length \( l_{p,B} = 0.8 \) nm. The provided persistence lengths illustrate that PPV derivatives are significantly less flexible than polyacrylates. Finally, contour lengths are obtained from \( L_\alpha = m_\alpha l_\alpha \), where \( l_\alpha \) stands for the end-to-end distance of either atomistic monomer when the polymer is in the all-trans conformation. We estimate \( l_A = 0.657 \) nm and \( l_B = 0.268 \) nm based on the chemical structures of the PPV and polyacrylate backbone (see Fig. 3.2a), as well as geometric parameters such as bond lengths and angles. The latter are available from atomistic force-fields. Table 3.1 summarizes the parameters of the WLC models for all homopolymers and BCPs considered in this study.

The approach just described fully define both chains and blocks in the blends or BCPs. For the covalent bond in BCPs, we set length of the covalent bond to be \( b_B \), and the stiffness parameter controlling the angles formed by this covalent bond with its two neighboring bonds to be \( \epsilon_B \) (Fig. 3.2c). This choice is somewhat arbitrary, though we expect that penalizing the angle between the last PPV and the linking bond by \( \epsilon_A \), instead of \( \epsilon_B \), will not substantially affect our results. The reasons are two: our flexible polyacrylate blocks are long and we focus on disordered phases.

To support this statement, we performed MC simulations of BCPs in the ideal chain limit, i.e. where only bonded interactions \( \beta H_b \) are present, adopting the two different scenarios for the stiffness. Fig. 3.3a compares the orientational correlations of polyacrylate bonds with respect to the last PPV bond, for the two scenarios, in a BCP 1:1. Fig. 3.3b shows a similar plot for the BCP 1:4. We observe that the orientational correlations, for both scenarios, decay to zero along the contour of the polyacrylate WLC after a comparable number of bonds. Fig. 3.4a compares the distributions of the end-to-end distance, \( \rho(R_e) \), in the BCP 1:1 for the two scenarios. Fig. 3.4b presents a similar plot.
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Figure 3.3: Average orientational correlations \( \langle \mathbf{u}(N_A - 1) \cdot \mathbf{u}(N_A - 1 + i) \rangle \) between the last PPV bond and the i-th polyacrylate bond (counting from the junction) in BCP 1:1 (left) and BCP 1:4 (right). The black and red curves correspond to different choice of the coefficient \( \epsilon_{AB} \) in the angular potential at the linkage between two blocks, \( \epsilon_{AB} = \epsilon_A \) and \( \epsilon_{AB} = \epsilon_B \), respectively. The inset of panel b) is an enlarged view of the decay of correlations at small i.

For the BCP 1:4, the distributions \( \rho(R_e) \) for the two scenarios are indeed close to each other. Of course, modeling shorter BCPs might require more specific choices for the mesoscopic description of the linkage. Especially in a microphase separated state, the architecture of the linkage might influence the orientation of the blocks with respect to the interface.

Figure 3.4: Distribution of end-to-end distance of block copolymers in BCP 1:1 (left) and BCP 1:4 (right) with different coefficient \( \epsilon_{AB} \) in the angular potential at the linkage between the two blocks.

3.2.3 Non-bonded interactions

The non-bonded interactions of multi-component systems, i.e., blends and BCPs, should account for limited compressibility of the polymer liquid and
incompatibility between unlike beads. We use the DFT-based interaction introduced in the section 2.2 to describe these non-bonded interactions. The PM scheme with zeroth-order assignment function described in the section 2.3 is employed to perform particle-based simulations on experimental scales. Therefore, the non-bonded potential \( H_{nb} \) is given by the eq. 2.23.

We need to specify the parameters within the \( H_{nb} \), i.e., lattice spacing \( \Delta L \), parameters \( \kappa \) and \( \chi \). As discussed in the section 2.2, the \( \Delta L \) of the cubic lattice should not be significantly larger than the length-scales relevant to the studied problem. In this study, it is important to reproduce the molecular architectures of both stiff PPV part and flexible polyacrylate part. The relevant length-scale is the length of Kuhn segment \( l_{k,\alpha} \) describing the chain stiffness, i.e. the length scale below which the chains can be considered (approximately) as stiff. Therefore, the lattice spacing \( \Delta L \) in this study should be not larger than the smallest Kuhn segments, i.e., the Kuhn segment of the polyacrylate chains \( \sim 2l_{p,B} = 1.6 \text{ nm} \). We define the lattice space \( \Delta L \) as 1.8 nm, which results in an average number of interacting particles \( \eta \approx 10 \). Relatively large \( \eta \) allows us to perform MF estimations for the CG systems. The parameter \( \kappa \) is chosen as 10. This choice of \( \kappa \) allows for high MC acceptance rates and reasonable relaxation times, while maintaining sufficiently low isothermal compressibility \( \kappa_T \) for the coarse-grained polymers. The \( \kappa_T \) is estimated according to eq. 2.17. For simplicity, we omit\(^{183,193,194}\) the small contribution from chain translational entropy within the eq. 2.17, and assume that the average density \( \bar{\rho}_0 \) is equal to the reference density \( \rho_0 \). The simplified expression of \( \kappa_T \) is \( \kappa_T = 1/k_B T \bar{\rho}_0 \). For the representative temperature \( T = 423 \text{ K} \) we obtain \( \kappa_T \approx 9 \times 10^{-9} \text{ Pa}^{-1} \). This value is only marginally larger than the compressibility of actual polymeric liquids \( (10^{-9} - 10^{-10} \text{ Pa}^{-1}) \). Different \( \chi \) parameters are employed to realize different strength of incompatibility. More details about the choice of parameter \( \chi \) will be given in the next section.

### 3.2.4 Simulation protocol

We perform MC simulations in the canonical ensemble. Our simulation protocol is inspired by a processing procedure, which is employed during laboratory scale experiments where PLED active layers are manufactured by spin-coating. To reduce non-equilibrium morphological features, caused by
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fast drying, spin-coated layers are annealed at elevated temperatures (after the solvent has evaporated). After annealing, the structure of morphologies is solidified by a rapid quench. Multicomponent polymer systems are characterized by slow kinetics, originating from the combination of thermodynamic barriers to mixing of different species, chain entanglements, and segmental friction (which depends on local environment). Therefore, non-equilibrium states may even survive long annealing times. For our materials, we assume that it is possible to qualitatively mimic the effects of thermodynamic barriers on morphology formation using only crankshaft move which reproduces Rouse-like pseudo-dynamics.

Assuming that the spin-coated structure used as a starting point for annealing experiments is disordered, we initiate our pseudo-dynamic MC simulations from configurations of disordered melts. Each MC run imitates an annealing process performed at a specific temperature. To mimic the implementation of different annealing temperatures in experiments, we simply employ different $\chi$ parameters. As discussed in the section 2.2, parameter $\chi$ is correlated with temperature and their relationship is described by a state-dependence function $\chi(T)$. For our model with complex molecules and drastic coarse-graining, nontrivial state-dependence function is expected. However, to mimic annealing at different temperatures it is sufficient to vary $\chi$ considering it as a free input parameter, without specifying $\chi(T)$. We only assume that the dependence $\chi(T)$ is identical for blends and BCP made of the same material. Of course, specifying $\chi(T)$ becomes necessary for rephrasing observations made for different $\chi$ in terms of actual temperature variations. We scan the region $0 \leq \chi \leq \chi_{\text{max}}$ with step $\Delta \chi = 0.029$ and identify the $\chi$-values for which each blend or BCP remains disordered (details follow in Sec. 3.3.1 and Sec. 3.3.2).

Orthogonal to the electrodes, PLED active layers are finite systems with typical thickness of $\sim 100 \text{ nm}$. Therefore, we perform the simulations in cubic samples with edge lengths $L \sim 100 \text{ nm}$, and employ periodic boundary conditions (PBC) in all Cartesian directions. Technically, including free polymer surfaces and polymer/solid interfaces into our model to simulate the thin film condition is straightforward. This extension would allow for a more realistic mesoscopic description of PLED layers at comparable costs of computation. However, explicit considerations of film geometry would
significantly expand the parameter space. Interfacial phenomena, e.g. surface segregation and conformational changes, are driven by a complex balance between various entropic and enthalpic factors, which change across different systems. Therefore, the choice of the relevant parameters of the model, e.g. the strength of effective interactions with film boundaries, becomes much more materials specific. Hence just confining our blends and BCPs in z-direction without tuning the effective interactions at the interfaces guided by material-specific information, might not add realism. For the first study reported in this work, we investigate only the structural differences between blends and BCPs in the interior of PLED layers and it is sufficient to use the simple PBC for all dimensions.

In the following, we report results obtained for samples with \( L = 6 R_e \), with \( R_e \) the root mean-square end-to-end distance of a BCP. In actual units, this choice is equivalent to \( L \approx 74 \text{ nm} \) (1:1 dilution) and \( L \approx 101 \text{ nm} \) (1:4 dilution). To provide a better feeling for the sizes of the modeled systems, we mention that the samples at 1:1 and 1:4 dilutions contain about \( 7.8 \times 10^5 \) and \( 1.9 \times 10^6 \) monomers, respectively. To estimate the influence of finite size effects when the system size is varied around \( \sim 100 \text{ nm} \), we also consider samples with \( L = 5 R_e \) and \( 7 R_e \) (for each dilution). For each \( \chi \), the starting configuration is obtained from samples equilibrated at \( \chi = 0 \). During the simulations, the average acceptance rate of flip moves is about 50%. The annealing runs are long: the number of MC cycles is equivalent (at least) to ten decorrelation times for BCPs, i.e., \( 10 \tau_{rel} \) and \( 25 \tau_{rel} \) for blends. The decorrelation time \( \tau_{rel} \) is estimated when \( \chi = 0 \). For example, in 1:4 blends and BCPs \( \tau_{rel} \approx 5 \times 10^4 \) and \( 2 \times 10^5 \) MC cycles, respectively.

### 3.3 Location of disordered phase

#### 3.3.1 RPA spinodals

Accurately locating the phase transition for each blend and BCP is outside the scope of our work. Such calculations would require advanced sampling techniques beyond the simple MC pseudo-dynamics realized in this study, as well as sophisticated finite-size scaling methods specific to first-order phase
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However, we need to estimate a region of $\chi$-values where we can assume that the disordered phase is stable in our simulations. We approximate the boundary of the region of bare $\chi$-values where the disordered phase can be considered as stable in our simulations by the value of the bare $\chi$ at the MF spinodal, $\chi_s$. To determine $\chi_s$ we calculate within RPA the structure factor of composition fluctuations. The procedures of RPA calculation based on the potentials used in this study has been discussed in detail in section 2.5. The final expression of structure factor of composition fluctuations is given by the second formula of eq. 2.67. The involved quantities in eq. 2.67, i.e., eigenvalues $\lambda_1$, $\lambda_2$ and components of orthogonal eigenvectors $\tilde{v}$, $\tilde{\nu}$, can be calculated through equations from 2.68 to 2.77. The only unknown quantities in these equations is the structure factor of composition fluctuations $g\alpha(q)$. In this study, we numerically obtain the single-chain structure factors from a large ensemble of single chain conformations (see section 2.5). This ensemble is generated for WLC of PPV homopolymers, polyacrylate homopolymers, and BCPs, by adjusting our MC algorithm to sample conformations of ideal chains. Specifically, for this MC sampling we retain the bonded potential $\beta H_{b,\alpha}$ and deactivate the non-bonded interactions $\beta H_{nb}$.

As discussed in section 2.5, RPA invokes several approximations. Part of these simplifications occurs on small scales, where RPA neglects local correlations, e.g. monomer packing, and local fluctuations, present in the statistical mechanics of the CG model. To correct for these local approximations the bare parameters $\kappa$ and $\chi$ entering $S_{RPA}$ must be “renormalized”. Namely, the scattering in MC simulations should be approximated by $S_{RPA}(q, \kappa_e, \chi_e)$ where the effective parameters are defined through functions $\kappa_e = \kappa_e(\kappa, \chi)$ and $\chi_e = \chi_e(\kappa, \chi)$. The renormalized $\kappa_e$ and $\chi_e$ encapsulate contributions from local correlations and fluctuations. Even with renormalized parameters $\kappa_e$ and $\chi_e$, the RPA accuracy is still limited for finite chain lengths by approximations made on larger scales, such as assuming ideal chain statistics at $\chi = 0$, and neglecting long wavelength fluctuations (essentially the MF nature of the theory). With the chosen value of bare $\kappa$, the compressibility in our simulations is already small. Therefore, we assume that $\kappa_e \simeq \kappa$ and consider only $\chi_e \neq \chi$. Provided that the function $\chi_e(\chi)$ is known, $\chi_s$ is extracted from the divergence of the scattering, i.e. from the condition $1/S_{RPA}(q^*, \kappa, \chi_e(\chi_s)) = 0$, where $q^*$ is the modulus of the wavevector at which the structure factor has a maximum.
FIGURE 3.5: Structure factors (black squares) and order parameters (blue open squares) calculated from MC simulations for blends and BCPs at different dilutions indicated in each panel. Black solid lines show the RPA prediction: \( 1/S_{RPA}(q^*, \lambda \chi_s) \), where \( \lambda \) is a renormalization coefficient (see main text and Fig. 3.6). Black dashed lines indicate the location of RPA spinodals \( \chi_s \). In blend 1:1, blend 1:4, BCP 1:1, and BCP 1:4, \( \chi_s = 0.1182, 0.1205, 0.3169, \) and 0.2406, respectively.

To estimate \( \chi_e(\chi) \) we calculate, in our simulations, the structure factor:

\[
S(q, \chi) = \frac{1}{N_{(tot)}} \left\langle \left| \sum_{i=1}^{N_{A(tot)}} \exp(-i\mathbf{q} \cdot \mathbf{r}_i) - \sum_{j=1}^{N_{B(tot)}} \exp(-i\mathbf{q} \cdot \mathbf{r}_j) \right|^2 \right\rangle \tag{3.3}
\]

In eq. 3.3 the Cartesian components of the scattering vectors \( \mathbf{q} \) comply with PBC, i.e. \( q_\gamma = 2\pi k_\gamma / L_{box} \), where \( k_\gamma \) are integers. Angular brackets denote an average over system configurations and orientations of vector \( \mathbf{q} \), at given \( \chi \); accordingly \( q = |\mathbf{q}| \). For each \( \chi \), we average over ten configurations taken from ten independent annealing runs, after the number of MC cycles becomes larger than 25 \( \tau_{rel} \) (blends) and 10 \( \tau_{rel} \) (BCP). Fig. 3.5 presents \( 1/S(\tilde{q}^*, \chi) \) (open squares) extracted for blends and BCP, for two compositions: 1:1 (top panels) and 1:4 (bottom panels). For the blends \( \tilde{q}^* = 0 \) whereas
for the BCPs $\tilde{q}^*$ is finite. The “tilde” in the notation $\tilde{q}^*$ indicates that, in general, the location of the scattering peak in simulations and RPA is different.

For each system we assume that $\chi_e$ is proportional to the bare parameter $\chi$, that is $\chi_e = \lambda \chi$. This simple renormalization can be understood as follows. Within RPA the average energy (per monomer) penalizing mixing of unlike monomers is reduced to a MF term of random mixing $E_{AB} = \chi \bar{\phi}_A \bar{\phi}_B$, with $\bar{\phi}_a$ being the average volume fractions (see section 2.5).
This MF term does not account for basic correlations that are present in the MC simulations. Importantly, random mixing neglects that chain connectivity in weakly compressible polymer melts expels intermolecular monomers from the neighborhood of a test monomer and, consequently, reduces $AB$ contacts. The prefactor $\lambda$ corrects for the reduced effective coordination number of monomers. This linear renormalization of bare $\chi$ is expected to be valid for small $\chi$. We do not consider more sophisticated nonlinear renormalization which might be necessary for larger $\chi$.

The renormalization coefficient $\lambda$ is extracted separately for each blend and BCP, by simultaneously fitting $S_{\text{RPA}}(q, \lambda \chi)$ to a set of structure factors calculated from simulations conducted at several small $\chi$. We start with $\chi = 0$ and choose empirically the largest $\chi$ in the set. The choice is based on exploratory fits, taking into account that the quality of RPA deteriorates when immiscibility increases. Our fit minimizes the mean-squared error:

$$\delta S^2 = \sum_{\{\chi\}} \sum_{\{q\}} [S_{\text{RPA}}(q, \lambda \chi) - S(q, \chi)]^2 / N_\chi N_q.$$  

The first summation is performed over the set of small $\chi$; $N_\chi$ is the total number of $\chi$-values in this set. The second summation is performed over $N_q$ moduli of wave vectors for which the $S(q, \chi)$ is available from simulations (for given $\chi$). The good quality of the fits is illustrated in Fig. 3.6a and b, considering as examples 1:1 blends and 1:1 BCP, respectively. The two panels present the original structure factors calculated from simulations (symbols) for several $\chi$ (indicated in the legends) and the fitted RPA prediction (red lines).

In structurally symmetric systems with flexible chains local correlations are affected by the polymerization degree $N$, e.g. the intermolecular correlation hole becomes more shallow as $N$ increases, so that $\lambda$ is also an $N$-dependent quantity. For these systems the $N$-dependence of $\lambda$ is known. It can be used to determine the effective FH parameter in the limit of infinitely long chains $\chi_e = \lambda_\infty \chi$, by extrapolating a sequence of $\lambda$ extracted for different $N$ to $N \to \infty$. For blends and BCPs as those considered in our study, such extrapolation procedures are currently not available. The $\chi_e$ extracted from the procedure outlined in the previous paragraph, implicitly encapsulates local effects from system-specific features such as composition, asymmetry in molecular structure, and chain length.

In all panels of Fig. 3.5, we present the functions $1 / S_{\text{RPA}}(q^*, \lambda \chi)$ (solid black line) calculated from RPA after substituting the fitted $\lambda$. Interestingly, in BCP
the RPA provides a reasonable approximation for the peak of $S_{\text{RPA}}(q^*)$ for immiscibilities well beyond the range of $\chi$ used to fit of the entire structure factor (see Fig. 3.6). The required MF spinodal $\chi_s$ is found at $1/S_{\text{RPA}}(q^*, \lambda\chi_s) = 0$ and is indicated in the panels of Fig. 3.5 by a vertical dashed line.

3.3.2 Order parameters

How reliable is our approach to assume that the disordered phase is stable in our simulations for $\chi < \chi_s$? The answer would have been simple for symmetric systems. There, within MF, the phase transition occurs at the critical point where the MF binodal and MF spinodal touch. Because fluctuations stabilize the disordered phase, the $\chi$ at which the phase transition actually happens is larger than the MF $\chi_s$. Hence, for $\chi \leq \chi_s$ the disordered phase is stable. The case of first-order transitions in our asymmetric systems is less straightforward. Thermal fluctuations still shift the actual binodal to higher $\chi$, comparing to the MF binodal. However, because the MF binodal and MF spinodal are now separated by the metastability region, the $\chi$ where the phase transition actually happens may still be smaller than $\chi_s$. Such cases have been observed experimentally.\textsuperscript{208} Therefore, the condition $\chi < \chi_s$ does not guarantee the thermodynamic stability of the disordered phase, which motivates us to quantify the degree of order in our morphologies as a function of $\chi$.

We consider the MC trajectories accumulated at every $\chi$ and calculate the order parameter:\textsuperscript{209}

$$\psi = \frac{A_l^6}{V^2} \sum_{m=1}^{N_{\text{cell}}} \sum_{l=1}^{N_{\text{cell}}} \left[ \langle \sigma_m \sigma_l \rangle - \langle \sigma_m \rangle \langle \sigma_l \rangle \right]^2$$

where

$$\sigma_m = \frac{\rho_A(c_m) - \rho_B(c_m)}{\rho_A(c_m) + \rho_B(c_m)}$$

(3.4)

Here angular brackets denote an average over the same configurations that were used to calculate $S(q, \chi)$. The advantage of using the order parameter $\psi$ is its sensitivity to order: in a disordered phase (where correlations are short-ranged) $\psi \sim V^{-1}$, whereas in an ordered phase $\psi \sim V^0$.

Figs. 3.5a and b present (open blue squares) $\psi$ as a function of $\chi$ in the 1:1 and 1:4 blends. Figs. 3.5c and d provide similar plots for the 1:1 and 1:4 BCPs. We
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do not display results for the 1:2 systems since they are qualitatively similar to the 1:4 case (see Appendix). In all plots, $\psi$ increases substantially only when $\chi \geq \chi_s$, demonstrating that we can indeed consider morphologies with $\chi < \chi_s$ as disordered. Actually, we expect that in our simulations some of the disordered morphologies near $\chi_s$ are only metastable; long-lived metastability is facilitated by the slow Rouse-like pseudo-dynamics.

As expected (see section 3.1), Fig. 3.5 demonstrates that blends become ordered at lower values of $\chi$ than their equivalent BCPs; in terms of actual experiments this behavior is equivalent to PPV:polyacrylate blends becoming ordered at higher temperatures (than the BCPs). Therefore, to compare these different materials on a common basis, it is meaningful to refer the strength of segregation not to $\chi = 0$ but to their respective MF spinodals. In the following, all results will be reported in terms of the normalized $\tilde{\chi} = \chi / \chi_s$.

3.4 Sub-lattice polymer packing

As discussed in the section 2.3, PM schemes can lead\textsuperscript{21} to artificial packing of material below the smallest physical scale of the model $\Delta L$, manifested by density variations within individual grid cells.

![Figure 3.7: Panels a and b shows the three- and one-dimensional plots, respectively, quantifying the normalized density variation of PPV monomers within one lattice cell (see main text for details).](image)
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We explore the sub-lattice packing by quantifying the polymer distribution within a lattice cell for all disordered blends and BCPs. As an illustration, Fig. 3.7a presents 3D contour plots of normalized variation of local number density of PPV monomers, \( \delta \rho_A(r) = \langle (\rho_A(r) - \bar{\rho}_A) / \bar{\rho}_A \rangle \), calculated for a 1:1 BCP. Here \( r \) is a vector of coordinates inside a lattice cell and \( \bar{\rho}_A \) is the number density of PPV monomers averaged over this lattice cell. Angular brackets denote an average taken over all lattice cells in a large sample of morphologies (in this example, of 1:1 BCP). The plot in the upper panel of Fig. 3.7a considers the case \( \tilde{\chi} = 0 \) demonstrating that PPV density inside a cell varies within 10–14 %. The bottom panel considers the case of strong segregation \( \tilde{\chi} = 0.95 \) and we observe that the amplitude of sub-lattice density variations stays on the same order. Fig. 3.7b serves as an additional quantifier of sub-lattice structuring, presenting cross-sectional profiles of the PPV density variation in a cell. These profiles have been obtained for the 1:1 blend and BCP for \( \tilde{\chi} = 0 \) and 0.95, by calculating the 1D analog of \( \delta \rho_A(r) \). The amplitude of the 1D density variation of \( \sim 0.04 \% \) is about an order of magnitude larger than in previous studies\(^{21}\) based on a discrete Gaussian model. Presumably, the stronger sub-lattice packing in our case is promoted by the WLC architecture and the somewhat smaller \( \bar{N} \). Importantly, Fig. 3.7b demonstrates that the sub-lattice packing responds only weakly to increasing \( \tilde{\chi} \) and is very similar in blends and BCP having the same dilution.

In Sec 3.6 we will demonstrate that the PM-related artefacts in microscopic materials structure, quantified in Fig. 3.7, have no qualitative effects on our analysis of percolation properties.

3.5 Local composition in blends and BCP

We identify qualitative differences in the structure of disordered morphologies of our blends and BCPs by analyzing the local environment of PPV and acrylate monomers. Inspired by earlier studies\(^{210,211}\) of symmetric blends and BCPs, we calculate the volume fraction \( \phi_A \), of PPV monomers in the surroundings of each PPV and acrylate monomer. This volume fraction equals a number fraction calculated as: \( \phi_A = \Sigma_A / (\Sigma_A + \Sigma_B) \). Here \( \Sigma_A \) and \( \Sigma_B \) are, respectively, the number of intermolecular PPV and acrylate neighbors of a test (PPV or acrylate) monomer. Considering intermolecular neighbors.
only, filters out\textsuperscript{211} effects from trivial contributions to monomer concentration in the local environment caused by chain connectivity.

We calculate $\Sigma_A$ and $\Sigma_B$ by summing particles that are found in a spherical control volume centered at the test particle, i.e. we sum particles that are closer than a cutoff radius, $r_c$. To obtain physically meaningful information on the local environment, unbiased by sub-lattice structure (see discussion in section 3.4) we choose $r_c = 2\Delta L$, which is larger than the lattice spacing.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{fig3.8.png}
\caption{Probability distributions $P_\alpha(\phi_\alpha)$ for the volume fraction of PPV monomers in a spherical volume surrounding a test PPV ($\alpha = A$, circles) or polyacrylate ($\alpha = B$, lines) monomer. Each of the four panels compares the distributions $P_\alpha(\phi_\alpha)$ for blends and BCPs at the same composition and normalized $\tilde{\chi}$ value, indicated in the panel. Vertical dashed lines correspond to the average volume fraction of PPV monomers in a completely homogeneous mixture.}
\end{figure}

Fig. 3.8 presents the probability distribution $P_\alpha(\phi_\alpha)$ quantified around PPV ($\alpha = A$, circles) and acrylate ($\alpha = B$, lines) monomers. We report results for the 1:1 and 1:4 dilution (left and right panels, respectively). For each dilution, two representative segregations are considered: far ($\tilde{\chi} = 0$) and near the MF spinodal ($\tilde{\chi} = 0.84$). For $\tilde{\chi} = 0$ (see Figs. 3.8a,b) the distributions $P_\alpha(\phi_\alpha)$ are
indistinguishable from \( P_B(\phi_A) \) in both blends and BCPs. The slight difference in the width of the distributions calculated in blends and BCPs suggests that local composition fluctuations in the former are somewhat stronger than in the latter. For \( \tilde{\chi} = 0 \) the maximum of all distributions is found at the average number fraction of PPV monomers in the system (indicated by the vertical dashed line). In Figs. 3.8c,d the distributions \( P_A(\phi_A) \) and \( P_B(\phi_A) \) become distinguishable, demonstrating that the local segregation in the disordered phase increases as \( \chi \) becomes larger. This trend is consistent with previous studies.\(^{210,211}\) For the more asymmetric 1:4 systems the difference in local segregation between blends and BCPs becomes evident even from simple visual inspection of their morphologies. As an illustration, the left column of Fig. 3.9 shows instantaneous configurations of the 1:4 blend and the 1:4 BCP, that have been considered in Fig. 3.8d. In the BCP morphology PPV blocks (yellow color) show a stronger tendency for clumping together, comparing to the blend. To demonstrate more clearly the segregation in these configurations, we divide the simulation box into cubic cells with length \( 2\Delta L \), calculate the number density of PPV monomers in each cell, and extract the instantaneous density distribution. The right column of Fig. 3.9 shows a random slice of the 3D density distribution for the blend and the BCP. We observe that the density distribution in the BCP is more heterogeneous than in the blend.

For a more quantitative comparison of local environments in blends and BCPs it is useful to consider the quantity:

\[
\Delta I(\phi_A) = \int_{\phi_A}^{1} \left[ P_{A,\text{BCP}}(\phi_A') - P_{A,\text{blend}}(\phi_A') \right] d\phi_A' \tag{3.5}
\]

Here we introduce an additional index to indicate the type of the material (blend or BCP) where \( P_A(\phi_A) \) was calculated. The meaning of \( \Delta I(\phi_A) \) is transparent: it quantifies the difference between BCPs and blends in probability to observe a local volume fraction larger than \( \phi_A \).

Figs. 3.10a and b show plots of \( \Delta I(\phi_A) \) at several representative values for \( \tilde{\chi} \), for dilutions 1:1 and 1:4, respectively. The plots demonstrate that for segregations \( \tilde{\chi} > 0.5 \) the probability to observe large values of \( \phi_A \) is higher in BCPs than in blends, for the same distance from the MF spinodal. In other words, the local segregation in the disordered morphologies of BCPs is stronger. This trend is more pronounced in the more asymmetric 1:4 mixtures.
Figure 3.9: Left column: representative configurations of a 1:4 blend (top) and a 1:4 BCP (bottom) obtained from our hybrid simulations at $\tilde{\chi} = 0.84$. PPV and polyacrylate chains (blocks) are colored with yellow and blue, respectively. Right column: two slices of the instantaneous 3D contour plot of the local number density of PPV monomers calculated for the configuration of the blend (top) and BCP (bottom).

Finding stronger local segregation in disordered BCPs than in blends (at the same $\tilde{\chi}$ and dilution) suggests that in the latter the effect of electron trap alleviation by blending may be more pronounced than in the former. However, we emphasize that the MH relation for the trap-limited current density\textsuperscript{166} (see section 3.1) is not sufficient for verifying this hypothesis. Although the MH model has served to explain in what way a trap-limited current in an organic semiconductor is enhanced by spatially separating transport and trap sites,\textsuperscript{165,167} it remains a macroscopic theory. By construction, it considers only the global average of the semiconductor concentration and overlooks any effects related to local inhomogeneities in composition.
3.6 Percolation analysis

In this section, we identify structural differences between disordered blends and BCPs concerning the spatial distribution of the charge conducting PPV component over large scales. Our approach attempts to establish a qualitative link to electric conductivity. The analysis assumes that we are dealing with solid-state structures corresponding to vitrified instantaneous configurations of an annealed morphology. Whenever we refer to $\chi$, we implicitly mean the value of $\chi$ (equivalently the temperature) at which annealing was performed. Because we are interested in disordered morphologies, we focus on the range $0 \leq \tilde{\chi} \leq 1$. 

Figure 3.10: Difference between BCPs and blends in probability to observe, in the surroundings of a test PPV monomer, a volume fraction of PPV monomers larger than $\phi_A$, see eq. 3.5. In both panels, the probability difference is denoted by $\Delta I(\phi_A)$ and is plotted as a function of the threshold value $\phi_A$. Panel a shows $\Delta I(\phi_A)$ calculated for BCPs and blends with dilution 1:1 found at the same normalized $\tilde{\chi}$, indicated by the legends. Panel b is similar to panel a but refers to BCPs and blends with dilution 1:4.
We identify conducting clusters of PPV monomers through a percolation analysis in spirit of qualitative charge transport models. First, we take into account that our PPV homopolymers (blocks) are semiflexible, since they are only slightly longer than a single PPV Kuhn segment. Considering the restricted conformational freedom, we make the approximation that there are no conjugation breaks along the entire PPV backbone of the homopolymers or blocks. Therefore each PPV homopolymer (block) is a single charge-carrier transport site. Within this picture, electric conductivity is limited only by factors disrupting interchain charge transfer. To group transport sites into conductive clusters we postulate that charges can hop between two PPV homopolymers (blocks) only if the minimum distance between these homopolymers (blocks) is smaller than a hopping threshold. With this criterion in hand, it is straightforward to identify the conductive clusters using an “ants-in-labyrinth” algorithm with PBC. We determine the minimum distance of two PPV homopolymer (blocks) by comparing the distances within all possible intermolecular pairs formed by their monomers.

From the perspective of the Miller-Abrahams model, it is tempting to interpret as a characteristic cutoff distance at which the charge tunneling probability between two conjugated segments has exponentially decayed to an extent that they can be considered as electrically decoupled. Yet, the nanoscale structure of morphologies in our model and real materials differs significantly because of drastic coarse graining, soft potentials, and grid-based calculation of interactions. Therefore, it is not meaningful to quantitatively compare the at which percolation occurs in our samples with length scales typical to charge transport in real systems, such as the localization length. should rather be seen as a phenomenological parameter. Still, we can quantify similarities or differences across morphologies, for example, by systematically comparing the properties of conducting clusters identified at a value of which is fixed across different systems.

We focus on the spanning probability, , and percolation probability, . A cluster is classified as spanning when it connects two opposite sides of the sample, at least, along one of the three Cartesian directions. The spanning probability is calculated as the frequency of observing a spanning cluster in a set of independent morphologies obtained for a fixed set of system parameters, i.e. class of material (blend or BCP), degree of dilution, and . Specifically, where is the number of spanning clusters observed in independent simulations. The error in estimating is given
3.6. Percolation analysis

by \( \delta P_s = \sqrt{P_s(1 - P_s)}/n_0. \)

Percolation transitions are subjected to finite system size effects. In an infinite system, \( P_s \) is a step function of the geometrical parameter controlling percolation, i.e. \( P_s \) is zero or unity, whereas in finite systems it grows and saturates smoothly around the percolation threshold. In this work we are explicitly interested in a percolation analysis that includes effects of a finite system size, because (as has been elaborated previously) PLED layers themselves have finite dimensions, especially in the vertical coordinate.

\[ P_s = \sqrt{P_s(1 - P_s)}/n_0. \]

Figs. 3.11a–d present contour plots quantifying \( P_s \) as a function of \( d \) and \( \tilde{\chi} \) for blends and BCPs. Mixtures with weight fraction 1:1 are presented in
Figs. 3.11a, c while the 1:4 case is addressed in Figs. 3.11b, d. For each \((d, \tilde{\chi})\) pair, the \(P_s\) has been extracted from 10 independent morphologies. The resolution of the color map is consistent with the error estimate \(\delta P_s\). For each fixed \(\tilde{\chi}\), \(P_s\) varies with \(d\) as expected. Small \(d\) lead to \(P_s = 0\), i.e. the systems are always non-conducting, whereas a large \(d\) results in \(P_s = 1\), i.e. the systems are always conducting. Between the two extremities, there is a rather narrow region of \(d\)-values where \(0 < P_s < 1\). In our contour plots, this region is indicated by the multicolored band and stems from finite system size effects.

For \(\tilde{\chi} = 0\) the percolation transition in our blends and BCPs occurs at about the same value for \(d\), provided that the degree of dilution is the same. This trend is consistent with the local environment analysis for \(\tilde{\chi} = 0\) (see Figs. 3.8a, b) where the distribution \(P_A(\phi_A)\) in blends was found to be only marginally broader than in their corresponding BCPs. However, \(P_s\) behaves qualitatively different for blends and BCPs when \(\tilde{\chi} > 0\). In blends, we observe that the position of the \(d\)-boundary, separating non-conducting and conducting regimes, changes with \(\tilde{\chi}\) only weakly. In contrast, for the BCPs the boundary shifts substantially towards smaller \(d\), as \(\tilde{\chi}\) increases to reach \(\tilde{\chi} = 1\). This effect is particularly evident for more diluted 1:4 BCP, where the boundary shifts between \(\tilde{\chi} = 0\) and \(\tilde{\chi} = 1\) by about 15 %. The results obtained for the 1:2 dilution are consistent with this statement and can be found in Appendix. These qualitative differences in the behavior of \(P_s\) in blends and BCPs are consistent with our conclusions from Figs. 3.8 and Figs. 3.10 that disordered blends are locally less segregated than BCPs (as \(\tilde{\chi}\) increases towards \(\tilde{\chi} = 1\)). The observation that increasing \(\tilde{\chi}\) strongly promotes the formation of a percolating PPV phase in BCPs, is consistent with the build-up of a disordered fluctuating network-like morphology.\(^{181,182}\)

It should be emphasized that the above percolation analysis is insensitive to the choice of chain discretization. The obtained results are qualitatively same with a moderate, at least, modification of bond length \(b_{PPV}\). To prove this, we perform the same percolation analysis based on systems with different discretization of PPV chains (blocks). Performing the entire set of simulations using a model with different chain discretization would require substantial computational time. Therefore, we obtain simple insights from an alternative approach. The PPV chains (blocks) in the configurations of blends and BCPs that have been already equilibrated with the old WLC model are
coarse-grained into chains (blocks) with segmental length of $2b$. The substituting monomer is placed at the center of mass of the coarser bond. An example of original and “decimated” WLC is shown in Fig. 3.12. The results of percolation analysis based on the decimated WLCs in blends 1:4 and BCPs 1:4 are shown in Fig. 3.13. Compared with the original percolation behavior (Fig. 3.11 c and d), the new results deliver, qualitatively, the same trends. The only difference is that for the coarser description, the values of the phenomenological parameter $d$ that are relevant for percolation become larger. This shift is caused by the convention we use to define the minimum distance of two PPV chains (blocks) during percolation analysis. As has been already mentioned, we find this distance by looping over all pairs of monomers of the two blocks. Obviously, the fewer monomers of decimated chains are more sparsely distributed in space than in the case of the original WLC.

![Figure 3.12: An illustration of the original (left) and “decimated” (right) WLC describing PPV.](image)

We observe that all changes in percolation occur for $d \ll \Delta L$. Therefore we also need to verify that the observed trends do not originate from the model-specific sub-lattice polymer packing quantified in Sec. 3.4 but stem from generic physical mechanisms. We perform this test through an alternative, more coarse-grained, percolation analysis which involves length scales larger than $\Delta L$ and excludes, therefore, artefacts from sub-lattice polymer packing. Specifically, we disretize the volume of each morphology (see section 3.5 and Fig. 3.9) by a cubic mesh with spacing $2\Delta L$, i.e. twice as large as that of the original lattice in the MC simulations used to prepare these
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**Figure 3.13:** Probability $P_s$ for observing a spanning cluster in disordered blend 1:4 and BCP 1:4. The results are calculated based on decimated configurations. Blue and red colors correspond to low and high probabilities, respectively. In each panel, $P_s$ is calculated as a function of normalized $\tilde{\chi}$ and hopping threshold $d$.

morphologies. The cells of this superlattice are colored black or white depending on whether or not the number density of PPV monomers in a supercell is larger or smaller than a threshold density $\rho_{th}$. The 3D lattice-based graphs are screened for percolation using the “ants-in-labyrinth” algorithm with the criterion that two neighboring lattice cells are connected if they have the same color. The criterion considers cells that are nearest neighbors only and accounts for PBC.

Figs. 3.14a–d report the $P_s$ from the lattice-based analysis. To present the results in the same format as Figs. 3.11a–d we do not report $\rho_{th}$ on the abscissas, but seek a derived variable which has the same physical meaning as $d$. We consider that \[^{224}\text{in a large volume, containing randomly oriented slender rods with density } \rho_r \text{ and length } \lambda_o, \text{ the average minimum distance between rods is } d_{min} \simeq 2/\pi \rho_r \lambda_o^2.\] Let $g$ be the average number of monomers that a single PPV block has in a lattice cell. To first approximation $g$ is a constant, determined by geometrical parameters: $L_A$ and $\Delta L$. Substituting $\rho_r = \rho_{th}/g$ and $\lambda_o = gb_A$ transforms $\rho_{th}$ into an equivalent minimum threshold distance $d_{min} \simeq 2/\pi \rho_{th} gb_A^2$. Therefore, we display on the abscissa axes in Fig. 3.11 the variable $1/b_A^2 \rho_{th}$. We neglect all prefactors because the estimate is qualitative, e.g. we use the approximation of slender rods and apply the original
expression for $d_{\text{min}}$ to the rather small volumes of individual lattice cells.

The coarser lattice-based analysis confirms the trends obtained from the continuum-space analysis – Figs. 3.11e–h are qualitatively similar to the patterns reported in Figs. 3.11a–d. Of course, the continuum-space analysis is a more general method and allows for various extensions. For example, intramolecular breaks in conjugation can be included, because individual molecules are explicitly considered (and not just densities).

![Contour plots](image)

**Figure 3.14:** Contour plots quantifying the probability, $P_s$, to observe a spanning PPV cluster in disordered blends and BCPs as a function of normalized $\tilde{\chi}$ and density threshold $\rho_{\text{th}}$. Blue and red colors correspond to low and high probabilities, respectively. The type of the mixture is indicated at each panel.
Although $d$ acts in Figs. 3.11a–d as an adjustable phenomenological parameter, we can make qualitative estimates concerning effects of annealing temperature on the conductance of disordered PLED layers, prepared in experiments. Namely, the weak dependence of percolation threshold on $\tilde{\chi}$ in blends suggests the following hypothesis. Suppose that the concentration of insulating polymer is such that there is no flow of current through active layers prepared by annealing the blend at a given temperature. Then it is unlikely that macroscopic conductance will be recovered by preparing the layers at lower annealing temperatures (but still above the phase transition). The situation in BCPs is radically different. Because increasing $\tilde{\chi}$ substantially reduces the maximum hopping length required for percolation, annealing these materials at lower temperatures may recover conductance. The practical consequence of the finite system size effects on the percolation transition in both blends and BCPs (multicolored bands in Fig. 3.11) can be understood as follows: if, because of materials parameters or processing conditions, PLED layers are found near a percolation transition, their electronic properties may not be reproducible: conducting and non-conducting samples will be randomly mixed within a single batch.

We remind that in our simulations blends and BCPs, at the same dilution, have the same physical size and number of particles. Therefore, they are compared in Figs. 3.11 on equal basis, as far as finite system size effects are concerned. We performed the same analysis for systems with box sizes $L = 5 \, R_e$ and $7 \, R_e$. As expected, increasing $L$ makes the percolation transitions sharper; the multicolored bands in Fig. 3.11 become narrower. At the same time, the overall shape of the boundary between blue (non-percolating) and red (percolating) areas is conserved. In other words, increasing the system size does not change our conclusions, provided that $L$ stays on the scale of $\sim 100 \, \text{nm}$.

### 3.7 Summary and outlook

We performed mesoscopic computer simulations of disordered morphologies of blends of semiconducting and insulating homopolymers and their equivalent BCP melts. Polymers were coarse-grained into discrete worm-like chains and non-bonded interactions were introduced through a quadratic, generic, functional of instantaneous local densities of monomers of different chemical
species. The functional accounts for limited compressibility and repulsion between unlike monomers. The strength of the repulsion is controlled by a bare\textsuperscript{120} Flory-Huggins-like parameter, $\chi$. We transformed the functional-based definition of interactions into particle-based potentials via a simple PM scheme\textsuperscript{126,194,225,226} and sampled the configurational space with local MC moves, that realize Rouse-like pseudo-dynamics. The model was parameterized to mimic characteristic conformational and volumetric properties of PPV and polyacrylates – two typical families of semiconducting and insulating polymers relevant to PLED applications.

The hybrid approach enabled the simulation of samples with dimensions on the order of 100 nm, which is the typical thickness of active layers in an actual PLED, for a broad range of $\chi$-values. We found that for the Rouse-like pseudo-dynamics used in our simulations, the disordered phase is stable or metastable for $0 \leq \chi < \chi_s$. The upper boundary $\chi_s$ is the MF spinodal obtained from standard RPA theory, which we adapted to the specific features of our model: worm-like chain architecture and compressibility (see section 2.2). We analyzed the structure of the disordered morphologies on local and more global scales, focusing on the spatial distribution of the electrically active PPV component.

Structural analysis demonstrated the local heterogeneity of disordered morphologies due to thermal fluctuations in composition, as well as segregation of PPV and polyacrylate monomers. We found that the local segregation near the MF spinodal is stronger in BCPs than in the equivalent blends. This qualitative difference between blends and BCP is stronger for higher compositional asymmetries, i.e. higher fractions of insulating homopolymers or blocks in the mixture. Our BCP did not show a clear tendency to form spherical domains at high $\chi$ because the surplus of acrylate was not sufficiently high. Therefore, we cannot conclude whether the observed difference between BCP and blends persists for very asymmetric compositions. In this case, BCPs can micellize in the disordered phase.\textsuperscript{168,181,227,228}

Our observations on the heterogeneity of disordered morphologies highlight the phenomenological character of effective medium charge-transport models\textsuperscript{165} based on the MH formalism.\textsuperscript{166} These models only yield effective transport and trap site densities when fitted against experimental current-voltage data. However, global averaging of composition in combination with a one-dimensional drift-diffusion model is insufficient to explain how
a reduction in trapping depends on local morphological details of the active layer of the PLED. The present mesoscopic description of morphologies could be combined with an advanced model for charge-carrier dynamics\textsuperscript{219,229–231} to provide for a more appropriate description of the effect of composition heterogeneity on trap elimination. Such a model is necessary because a non-homogeneous composition automatically leads to spatial in-homogeneities in charge distribution, local electric field, and hence carrier mobility.

Instead of employing sophisticated models of charge-transport, we used a simplified percolation analysis to qualitatively link the global distribution of the PPV component with macroscopic electric conductance. Strikingly, we found that the $\chi$ – equivalently the temperature – at which the disordered morphology is annealed prior to solidification, has a stronger influence on electrical percolation in BCPs than in their equivalent blends. Specifically, if there is no flow of current through a disordered BCP morphology prepared by annealing at low $\chi$ (high temperatures) it might be still possible to recover conductivity by preparing the morphology at higher $\chi$ (lower temperatures) which are near (but do not cross) the ODT. For an equivalent blend, it is less likely that one can switch between conducting and nonconducting morphologies simply by changing the $\chi$ (temperature) of annealing. Similar to local segregation, the differences between blends and BCPs with respect to their electrical percolation increase as the compositional asymmetry of the mixture becomes larger. The percolation analysis also suggests an unexpected consequence of finite size effects related to the limited thickness of active layers. Because finite size effects smoothen the percolation transition, the macroscopic current conductance of layers annealed under conditions, e.g. temperatures, close to this transition may be erratic.

Here we considered isotropic systems and neglected the confined film geometry of actual PLED layers. Even in disordered polymer blends and BCPs confinement profoundly affects microstructure: the boundaries of the film modify polymer conformations and are usually enriched in one component. Of course, conjecturing local environment and percolation properties in these anisotropic regions from “bulk-like” systems is not valid. However, we believe that our analysis can provide useful insights into structural differences between blends and BCPs in the interior of PLED layers, i.e. their bulk-like
part. The part of the layer that can be considered as bulk is largely determined by the decay of compositional perturbations into the film, characterized\textsuperscript{232–234} by a correlation length $\xi$. The quantity $\xi$ relates directly\textsuperscript{232–234} to the correlation length of bulk composition fluctuations and is, therefore, proportional to the size of the chains quantified, e.g. by the average end-to-end distance, $R_e$. The prefactor in this proportionality depends on the incompatibility of unlike monomers – for symmetric systems, within MF\textsuperscript{232,235}, $\xi$ diverges as one approaches\textsuperscript{232,233,235} the phase transition. For strongly asymmetric systems (the focus of our work) simulations\textsuperscript{233} suggest that the changes of $\xi$ as a function of incompatibility are less pronounced. For conjugated polymers similar to those considered in our study, the typical thickness of PLED layers is equivalent to several $R_e$. Therefore, for thermodynamic conditions away from the phase transition we expect these layers to have an extended bulk-like region. At higher $\chi$ the isotropic approximation for the interior of the layers deteriorates for symmetric systems (because of the significant increase of $\xi$) but might be still reasonably accurate for the application-relevant case of asymmetric blends and BCPs.

The model described in this study can be extended\textsuperscript{126,194,196} to include free polymer surfaces and polymer/solid interfaces. This extension will allow for a more realistic mesoscopic description of PLED layers at comparable costs of computation. However, we emphasize that explicit considerations of film geometry will significantly expand the parameter space. Indeed interfacial phenomena, e.g. surface segregation and conformational changes, are driven by a complex balance\textsuperscript{197} between various entropic and enthalpic factors, which change across different systems. Therefore, the choice of the relevant parameters of the model, e.g. the strength of effective interactions with film boundaries, becomes much more materials specific. Inevitably, the scenarios that can be considered at each simulation study are rather limited.

Our modeling results suggest that, from a fundamental point of view, it is of interest to study the electronic behavior of blend- or BCP-based devices of which the active layer has been processed in the disordered phase near the phase transition. To our knowledge such studies are currently lacking. Structure-conductivity relationships on both sides of the phase transition have been explored experimentally for other polymer-based systems, such as ion-conducting mixtures.\textsuperscript{236}

In relation to our current findings, we note that the non-trivial structure of
disordered BCP morphologies, especially close to ODT, makes them potentially interesting for other devices. For instance, the motivation of using donor(D)-acceptor(A) BCPs, or BCP compatibilizers in OPV has focused on ordered phases, following the philosophy of obtaining thermodynamically relaxed microstructures that provide for stable domains with dimensions commensurate with the exciton diffusion length. However, despite exhibiting enhanced thermal stability compared to classical blends, such BCP-based OPV cells have never outperformed blend-based devices. With this respect, so far, possible advantages of stabilized disordered D-A BCP morphologies near the ODT have not been explored.
Chapter 4

When can soft models describe polymer knots?

We are currently preparing a publication on the basis of this chapter. The main figures in the publication will be same as the figures shown in this chapter. Parts of the text in the publication is going to be similar to the corresponding content in this chapter.

4.1 Introduction

The soft potentials of mesoscopic models usually lead to simplified local liquid structure. This approximation does not affect the mesoscopic description of those properties that show scale separation. Such properties are governed on large scales by universal laws, encapsulating effects of microscopic details – including local liquid packing – into numerical prefactors of generic expressions. However, for many properties the concept of scale separation does not apply. Our work in this chapter is concerned with one of such cases: the behavior of polymer self-entanglements or “knots”.

Already for single (isolated) chains, simulations have shown that microscopic features largely affect knotting behavior. While short flexible ideal chains tend to form numerous highly localized knots, adding excluded volume interactions between monomers can significantly increase the chain lengths at which knots are frequently formed. These knots are still (weakly) localized, but considerably larger than in the ideal case. Globular polymers and confined polymers, in contrast, are heavily knotted, but their
knots tend to be loose and delocalized\textsuperscript{244}, and thus become a global property of the chain.

For many chain systems, modeling studies of knotting behavior are sparse. For the special case of polymer melts one can naively try to apply basic polymer physics. According to the Flory hypothesis\textsuperscript{48,245}, the effects from excluded volume interactions in melts are screened on scales exceeding the microscopic Edwards correlation length. Therefore, the conformations of polymers follow the statistics of ideal chains that have the same contour length and mean-squared end-to-end distance as the chains in the melt. Recent studies\textsuperscript{246,247} have demonstrated that the Flory hypothesis is an approximation, which, nevertheless, becomes highly accurate for long chains. Therefore, one might expect that the properties of knots in melts of long chains and their equivalent ideal chains are similar.

Intriguingly, recent modeling studies\textsuperscript{47} have demonstrated that this assumption is too simplistic. In polymer melts, knots appear significantly less frequently and are more loose, comparing to their equivalent isolated ideal chains. Apparently, even local excluded volume effects, or, more generally, microscopic liquid structure can significantly influence the behavior of polymer knots. These observations lead to a basic question: Can mesoscopic models describe knots in polymer melts, given the absence of hard excluded volume and simplified local liquid structure?

Here, we address this fundamental question using a model that is typical for mesoscopic simulations of polymeric materials. The molecular architecture of long polymers is described through the WLC model (see section 2.2). The DFT-based potential (see section 2.2) is employed to describe the non-bonded interactions between CG monomers. By using a PM scheme (see section 2.3) to perform particle-based simulations, we deliberately want to obtain polymer liquids with very crude local liquid structure. The mesoscopic model is parameterized to accurately reproduce mesoscopic structure and conformations of microscopic polymer melts that have been equilibrated in a previous study\textsuperscript{47} using a bead-spring model. We directly compare the knotting properties in mesoscopic melts with their counterparts in the equivalent microscopically-resolved samples.

We find that the ability of mesoscopic models to accurately describe knotting properties is crucially affected by the relationship between two length
scales: the size of the excluded volume and the length scale characterizing the stiffness of polymer chains. We qualitatively explain the trends of knotting behavior in mesoscopic and microscopic simulations benefiting from a free-energy model of simple knots available in the literature.\textsuperscript{241,248}

### 4.2 Qualitative insights from a free energy model

To qualitatively understand the effect of local liquid structure on knots, we focus on knots with the simplest possible topology: the trefoil knots (see Fig. 4.1). According to the Grosberg-Rabin theory for ideal chains\textsuperscript{248}, the free energy cost – with respect to the unknotted state – to form a trefoil knot includes two contributions, the bending energy and the loss of entropy due to confinement. Dai et al.\textsuperscript{241} adapted the above theory to chains with finite thickness $w$ and derived the free energy cost for forming a trefoil knot with contour length $N_{\text{knot}}$. The thickness of chains is determined by the size of excluded volume and sets the characteristic length-scale of local liquid structure.

We rewrite the expression derived by Dai et al. in terms of the normalized contour length of knots $\bar{N}_{\text{knot}}$ and thickness $\bar{w}$ as follows,

$$
\beta F_{\text{knot}} = \frac{k_1}{2} \frac{1}{\bar{N}_{\text{knot}}} + k_2 \frac{3\sqrt{2}}{2} \frac{\bar{N}_{\text{knot}}^{1/3}}{(1 - \frac{p\bar{w}}{\bar{N}_{\text{knot}}})^{2/3}}
$$

(4.1)

The first term and second term in eq. 4.1 corresponds to the bending energy and the loss of entropy due to confinement, respectively. $k_1, k_2$ are positive coefficients. The normalized contour length of knot and chain thickness are defined as $\bar{N}_{\text{knot}} = N_{\text{knot}}/l_k$ and $\bar{w} = w/l_k$, where $l_k$ is the length of the Kuhn segment of chains. The prefactors $1/2$ and $3\sqrt{2}$ make eq. 4.1 equivalent to the original expression\textsuperscript{241}, casted in terms of $N_{\text{knot}}/l_p$. Here $l_p$ is the persistence length and we assume $l_k \simeq 2l_p$. $p$\textsuperscript{248} is related to the topology of knots and is defined as the ratio between the contour length of the knot $N_{\text{knot}}$ and the diameter $D$ of a maximally inflated virtual tube confining the knots (see Fig. 4.1). For trefoil knots, $p$ is approximately equal to 12\textsuperscript{249}.

From the definition of $p$ we know that the minimum knot that a chain can form has the contour length $p\bar{w}$. Therefore, the term $\left(1 - \frac{p\bar{w}}{\bar{N}_{\text{knot}}}\right) \geq 0$ and
Chapter 4. When can soft models describe polymer knots?

Figure 4.1: Illustration of a trefoil knot formed in an open chain (red). The knot is confined in a virtual tube (gray) with diameter $D$. The figure is taken from ref. [241].

the loss of entropy due to confinement is always positive. It should be emphasized that the entropy loss can be expressed by the second term in eq. 4.1 only if the trefoil knots are tight enough so that we can consider the knots are strongly confined in virtual tubes\textsuperscript{249}.

The free energy cost $\beta F_{\text{knot}}$ returns to the simple expression within Grosberg-Rabin theory when $\tilde{w} = 0$, i.e.,

$$\beta F_{\text{knot},\text{id}} = \frac{k_1}{2} \frac{1}{\tilde{N}_{\text{knot}}} + k_2 \sqrt{2} \tilde{N}_{\text{knot}}^{1/3}$$

(4.2)

It can be easily seen from eq. 4.2 that the bending energy and the loss of entropy due to confinement monotonically decreases and increases, respectively, with the increasing of $\tilde{N}_{\text{knot}}$. Therefore, the bending energy and the loss of entropy tends to swell and shrink, respectively, the knot sizes. However, the loss of entropy for real chains with non-zero $\tilde{w}$, which is defined by the second term in eq. 4.1, does not monotonically increase with $\tilde{N}_{\text{knot}}$, but has a minimum at $\tilde{N}_{\text{knot}} = 3p\tilde{w}$. Therefore it tends to swell very small knots with size smaller than $3p\tilde{w}$, but shrink knots with size larger than $3p\tilde{w}$. For both ideal and real chains, the competition between the bending energy and the loss of entropy due to confinement leads to a local minimum of $F_{\text{knot},\text{id}}$ or $F_{\text{knot}}$, corresponding to a metastable and most probable trefoil knot with size $\tilde{N}_{\text{knot}}^*$. By comparing eqs. 4.1 and 4.2, we observe that the free energy cost of real chains $\beta F_{\text{knot}}$ can be approximated by $\beta F_{\text{knot},\text{id}}$ when chains are sufficiently stiff making $\tilde{w} = w/l_k \approx 0$. This indicates that the behavior of trefoil knots formed in melts containing stiff chains approaches the universal limit of ideal chains and the impact of $\tilde{w}$ can be ignored. To be more general, this means
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that local liquid structure of polymer melts does not have significant influence on the behavior of trefoil knots when the chains are stiff enough. The same tendency can be expected for more complex knot types. Accordingly, we can predict from the simple free-energy model that, mesoscopic models can describe relatively small knots in polymer melts quite well when chains are sufficiently stiff.

If the chain thickness $\tilde{w}$ cannot be ignored, the free energy cost $\beta F_{\text{knot}}$ for forming a trefoil knot with contour length $\tilde{N}_{\text{knot}}$ in a real chain with stiffness $l_k$ increases with the increasing of $\tilde{w}$. This is because the loss of entropy due to confinement always increases as $\tilde{w}$ becomes larger, and the bending energy is not affected by $\tilde{w}$. Assuming that the monotonic increase of $\beta F_{\text{knot}}$ with respect to $\tilde{w}$ also holds for more complex knots, the simple free-energy model suggests that the probability of a randomly picked chain being in knotted state decreases as $\tilde{w}$ increases.

Moreover, larger $\tilde{w}$ increases the size of the most probable trefoil knot $\tilde{N}_{\text{knot}}^*$. This can be seen by analyzing the derivative of $\beta F_{\text{knot}}$ with respect to $\tilde{N}_{\text{knot}}$. $\tilde{N}_{\text{knot}}^*$ corresponds to the value of $\tilde{N}_{\text{knot}}$ at the local minimum of $\beta F_{\text{knot}}$. Then one can write,

$$\beta F_{\text{knot}}'|_{\tilde{N}_{\text{knot}}^*} = 0$$

(4.3)

We define the part of second term within the bracket in eq. 4.4 as a function $K(\tilde{w}, \tilde{N}_{\text{knot}})$. Before we discuss how chain thickness $\tilde{w}$ influences the local minimum of eq. 4.4, it is important to know several properties of $K(\tilde{w}, \tilde{N}_{\text{knot}})$. First, $K(0, \tilde{N}_{\text{knot}}) = 1$, making eq. 4.4 correspond to the derivative of $\beta F_{\text{knot, id}}$,

$$\beta F_{\text{knot, id}}' = -\frac{k_1}{2\tilde{N}_{\text{knot}}^2} + \frac{3\sqrt{2}k_2}{3(\tilde{N}_{\text{knot}} - p\tilde{w})^{2/3}} - \frac{2\sqrt{2}k_2p\tilde{w}}{3(\tilde{N}_{\text{knot}} - p\tilde{w})^{5/3}}$$

(4.5)

Second, $\partial K(\tilde{w}, \tilde{N}_{\text{knot}})/\partial \tilde{N}_{\text{knot}} > 0$ when $\tilde{w} > 0$. This means $K(\tilde{w}, \tilde{N}_{\text{knot}})$ and
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also the entire derivative $\beta F'_{knot}$ monotonically increase with the increasing of $\tilde{N}_{knot}$. Considering $K(\bar{w}, \tilde{N}_{knot}) \to 1$ as $\tilde{N}_{knot} \to \infty$, we can conclude that the relationship $K(\bar{w}, \tilde{N}_{knot}) < 1$ always holds.

Then we can demonstrate that larger $\bar{w}$ shift the local minimum of eq. 4.4 to larger values, by comparing the $\tilde{N}^*_knot$ of an extreme case, ideal chains with $\bar{w} = 0$, with that of real polymer chains. Suppose the size of the most probable trefoil knot formed in ideal chains with stiffness $l_k$ is $\tilde{N}^*_knot,id$. According to eq. 4.5 we can write,

$$\frac{\sqrt{2}k_2}{3\tilde{N}^{*2/3}_{knot,id}} = \frac{k_1}{2\tilde{N}^{*2}_{knot,id}}$$

(4.6)

For real chains with the same stiffness, we assume the coefficients $k_1$, $k_2$ are same as that of ideal chains. Note that this assumption is a simplification serving for qualitatively predicting the influence of $\bar{w}$ on $\tilde{N}^*_knot$. In reality, $k_1$, $k_2$ can vary between different models. Then the derivative of free energy cost of real chains $\beta F'_{knot}$ at the size $\tilde{N}^*_knot,id$ is,

$$\beta F'_{knot} |_{\tilde{N}^*_knot,id} = -\frac{k_1}{2\tilde{N}^{*2}_{knot,id}} + \frac{\sqrt{2}k_2}{3\tilde{N}^{*2/3}_{knot,id}}K(\bar{w}, \tilde{N}^*_knot,id)$$

(4.7)

By substituting eq. 4.6 into $\beta F'_{knot} |_{\tilde{N}^*_knot,id}$, we obtain,

$$\beta F'_{knot} |_{\tilde{N}^*_knot,id} = \frac{k_1}{2\tilde{N}^{*2}_{knot,id}} [K(\bar{w}, \tilde{N}^*_knot,id) - 1] < 0$$

(4.8)

Taking into account that the derivative $\beta F'_{knot}$ exhibits monotonic increase with $\tilde{N}_{knot}$, the size of the most probable knot of real chains corresponding to $\beta F'_{knot} = 0$ should be larger than that of ideal chains $\tilde{N}^*_knot,id$. Therefore, for chains having larger $\bar{w}$, the most probable trefoil knots formed in these chains have larger sizes.

It should be noted that all the predictions obtained from free-energy model work only for (trefoil) knots with relatively small sizes. For larger (trefoil) knots, the free-energy model becomes invalid\textsuperscript{241,248}. In the following sections, a detailed simulation study quantifying the effects of local liquid structure on behavior of both small and large knots formed in melts will be discussed. The qualitative predictions obtained from the simple free-energy model will be verified based on the simulation results of small knots.
4.3 Model description

4.3.1 The reference bead-spring model

The reference data of microscopic polymer melts are taken from ref [47]. Meyer, Horwath, and Virnau generated microscopic melts based on a bead-spring model by using standard molecular dynamics simulations. In the following paragraphs, we summarize the main elements of the bead-spring model, which are of importance for the following discussions. The detailed description can be found in the ref. [47].

The microscopic melts contain \( n_{\text{mic}} \) identical chains in the volume \( V_{\text{mic}} \). Each chain is formed by \( N_{\text{mic}} \) hard beads with excluded volume. The repulsion between these hard beads is described by the classic Lennard-Jones (LJ) potential,

\[
V_{\text{LJ}}(r) = 4\tilde{\epsilon} \left[ \left( \frac{\sigma}{r} \right)^{12} - \left( \frac{\sigma}{r} \right)^{6} \right]
\]

where \( \sigma = 1 \) and \( \tilde{\epsilon} = 1 \). The LJ potential is shifted at the cutoff distance \( r_c = \sqrt[6]{2} \sigma \). The bonds between beads are described by harmonic springs, and the bonded potential is defined as:

\[
V_b(r_{i,i+1}) = k(r_{i,i+1} - b_0)^2
\]

where \( k = 400 \) and \( b_0 = 0.967\sigma \). \( r_{i,i+1} \) is the distance between two bonded beads with indices \( i \) and \( i+1 \). The parameters in the bonded potential in practice lead to rigid bonds with lengths fixed to \( b_0 \). In addition to eq. 4.10, an angular potential is added to control the stiffness of chains,

\[
V_a(\theta) = B(1 - \cos \theta)
\]

here \( \theta \) is the angle between two connected bonds. Setting \( B = 0 \) results in fully flexible chains, whereas larger \( B \) lead to stiffer chains.

As listed in the table 4.1, different microscopic melts containing chains with different stiffness parameters \( B \) are simulated based on this model, i.e., \( B = 0, 2, 4 \). For each \( B \), several chain lengths are considered: \( N_{\text{mic}} = 128, 256, 512 \) and 1024. The average bead densities of these systems are same and set to be
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### Table 4.1: The contour length $L$, mean-squared end-to-end distance $\langle R_e^2 \rangle$ and invariant degree of polymerization $\sqrt{\bar{N}}$ of the reference microscopic melts with different $B$ parameters and $N_{\text{mic}}$. The units of $L$ and $\langle R_e^2 \rangle$ are $\sigma$ and $\sigma^2$, respectively.

<table>
<thead>
<tr>
<th>Systems</th>
<th>$B$</th>
<th>$N_{\text{mic}}$</th>
<th>$L$</th>
<th>$\langle R_e^2 \rangle$</th>
<th>$\sqrt{\bar{N}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>B0a</td>
<td>0</td>
<td>128</td>
<td>122.8</td>
<td>249.4</td>
<td>20.9</td>
</tr>
<tr>
<td>B0b</td>
<td>0</td>
<td>256</td>
<td>246.6</td>
<td>500.7</td>
<td>29.8</td>
</tr>
<tr>
<td>B0c</td>
<td>0</td>
<td>512</td>
<td>494.1</td>
<td>1003.4</td>
<td>42.2</td>
</tr>
<tr>
<td>B0d</td>
<td>0</td>
<td>1024</td>
<td>989.2</td>
<td>2008.9</td>
<td>59.8</td>
</tr>
<tr>
<td>B2a</td>
<td>2</td>
<td>128</td>
<td>122.8</td>
<td>427.5</td>
<td>47.0</td>
</tr>
<tr>
<td>B2b</td>
<td>2</td>
<td>256</td>
<td>246.6</td>
<td>858.4</td>
<td>66.8</td>
</tr>
<tr>
<td>B2c</td>
<td>2</td>
<td>512</td>
<td>494.1</td>
<td>1720.2</td>
<td>94.8</td>
</tr>
<tr>
<td>B2d</td>
<td>2</td>
<td>1024</td>
<td>989.2</td>
<td>3443.7</td>
<td>134.2</td>
</tr>
<tr>
<td>B4a</td>
<td>4</td>
<td>128</td>
<td>122.8</td>
<td>831.3</td>
<td>127.3</td>
</tr>
<tr>
<td>B4b</td>
<td>4</td>
<td>256</td>
<td>246.6</td>
<td>1669.1</td>
<td>181.1</td>
</tr>
<tr>
<td>B4c</td>
<td>4</td>
<td>512</td>
<td>494.1</td>
<td>3344.8</td>
<td>256.9</td>
</tr>
<tr>
<td>B4d</td>
<td>4</td>
<td>1024</td>
<td>989.2</td>
<td>6696.2</td>
<td>363.9</td>
</tr>
</tbody>
</table>

$\rho_{\text{mic}} = 0.68 \, \sigma^{-3}$. In table 4.1, we also summarize the properties of these microscopic melts, including contour length $L$, mean-squared end-to-end distance $\langle R_e^2 \rangle$ and invariant degree of polymerization $\sqrt{\bar{N}}$. All lengths are expressed in units of $\sigma$. $\sqrt{\bar{N}}$ is an important property of polymer melts and will be discussed in detail in the next section. All the microscopic melts are labeled with short names, listed in the first column of table 4.1.

### 4.3.2 Mesoscopic model

#### Mapping strategy

The microscopic melts are mapped onto equivalent mesoscopic melts, which contain $n_{\text{cg}}$ identical chains in volume $V_{\text{cg}}$ and each chain is formed by $N_{\text{cg}}$ soft beads. The mapping procedure conserves the chain density and key conformational properties. The same chain density implies the relationship,

$$\frac{n_{\text{mic}}}{V_{\text{mic}}} = \frac{n_{\text{cg}}}{V_{\text{cg}}} \quad (4.12)$$
To reproduce the key conformational properties, we recall that within the Flory hypothesis\textsuperscript{48,245} the average behavior of long flexible chains in polymer melts can be described by equivalent Kuhn chains. Each Kuhn chain comprises freely-jointed $N_k$ Kuhn segments, with length $l_k$ each. The Kuhn segments are the smallest units along polymer chains that can be considered as uncorrelated. Therefore, $l_k$ is a measure of chain stiffness and sets the scale at which the formation of knots becomes unlikely. Accordingly, one of the requirements for mesoscopically- and microscopically-resolved melts to have the same knotting properties is that mapping them on the same Kuhn chains, i.e. they have the same $l_k$ and $N_k$. We emphasize that this requirement is only a necessary but not sufficient\textsuperscript{47} condition. Clarifying additional conditions for having the same behaviour of knots is among the objectives of our study.

The parameters of a Kuhn chain, $l_k$ and $N_k$, are expressed\textsuperscript{113} through the contour length $L$ and mean-squared end-to-end distance $\langle R^2_e \rangle$, i.e.,

\begin{equation}
    l_k = \frac{\langle R^2_e \rangle}{L} \quad (4.13)
\end{equation}

\begin{equation}
    N_k = \frac{L}{l_k} = \frac{L^2}{\langle R^2_e \rangle} \quad (4.14)
\end{equation}

$L$ and $\langle R^2_e \rangle$ are properties that can be easily sampled from simulations and their values of microscopic chains are given in the table 4.1. In our mesoscopic simulations, the same $l_k$ and $N_k$ are achieved by conserving the $L$ and $\langle R^2_e \rangle$ of microscopic melts as invariant quantities.

We employ WLC model to quantitatively reproduce $L$ and $\langle R^2_e \rangle$. To fully define the three parameters of WLCs, i.e., $N_{cg}$, $b_{cg}$ and $\epsilon$, three constraint functions are needed. The invariant quantities $L$ and $\langle R^2_e \rangle$ already provide two constraints: $L = f(N_{cg}, b_{cg})$ (see eq. 2.15) and $\langle R^2_e \rangle = h(N_{cg}, b_{cg}, \epsilon)$ (see eq. 2.14). Apart from that, it is necessary to consider several restrictions on $N_{cg}$. First of all, the discretization of WLCs should be finer than or at least comparable to the Kuhn chain, meaning $N_{cg} \geq N_k$. Though finer discretizations lead to larger CG systems and longer relaxation times. As a compromise, we set the third constraint on $N_{cg}$ as $N_{cg} = 2N_k$. Then we can find the $b_{cg}$ and $\epsilon$ from the relationship $L = f(N_{cg}, b_{cg})$ and $\langle R^2_e \rangle = h(N_{cg}, b_{cg}, \epsilon)$, respectively. It is worth recalling that in a melt of interacting WLCs, the predicted $\epsilon$ should be further tuned to quantitatively reproduce the $\langle R^2_e \rangle$. 
Our mapping strategy also conserves another important property of homopolymer melts, the invariant degree of polymerization $\bar{N}$. The invariant degree of polymerization $\bar{N}$ for coil-like chains is defined\(^{21}\) as,

$$\sqrt{\bar{N}} = \bar{\rho}_c R^3_e$$  \hspace{1cm} (4.15)

where $\bar{\rho}_c$ is the average number density of chains in the homopolymer melts. $R^3_e$ is proportional to the average volume of coil chains. Physically, $\sqrt{\bar{N}}$ quantifies the number of chains interdigitating with a given chain. Therefore, it plays a central role for determining the deviation of chain conformations from the ideal random walk statistics. The chain conformations in polymer melts can be described by the simple ideal random walks when $\sqrt{\bar{N}} \to \infty$ (Flory hypothesis\(^{48,245}\)). The deviation increases as $\sqrt{\bar{N}}$ becomes smaller\(^{250,251}\). Moreover, many mesoscale conformational and structural properties of polymeric systems are universal functions of $\bar{N}$\(^ {250,252,253}\). For example, the depth of the correlation hole for entire chains in polymer melts scales as $\sim \sqrt{\bar{N}}$. Hence it is essential to preserve $\bar{N}$ as an invariant quantity when one maps the homopolymer melts. Our mapping strategy assumes the same chain density and mean-squared end-to-end distance between mesoscopic and microscopic melts, thus we naturally conserve the $\bar{N}$.

**Non-bonded potential**

The most simple DFT-based potential considering only mutual repulsion between CG beads is employed to describe non-bonded interactions in mesoscopic melts. The volume taken by the melts is discretized through a cubic lattice. Then we perform particle-based simulations based on the PM scheme with zeroth-order assignment function. The DFT-based potential $H_{nb}$ has been introduced in eq. 2.23. Because only a single component is involved in homopolymer melts, the incompatibility parameter $\chi$ is set to be zero, and we omit the subscript $\alpha$ indicating components in eq. 2.23. For a better understanding of the following discussion, we recapitulate the simple form of
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\( H_{nb} \) for homopolymers,

\[
\beta H_{nb} = \frac{1}{2} \frac{\kappa}{\rho_0 \Delta L^3} \sum_{i=1}^{n_{cg}} \sum_{s=1}^{N_{cg}} \sum_{j=1}^{n_{cg}} \sum_{t=1}^{N_{cg}} U(r_i(s), r_j(t))
\]

with

\[
U(r_i(s), r_j(t)) = \sum_{m=1}^{N_{cell}} \Pi[r_i(s), c_m] \Pi[r_j(t), c_m]
\]

The parameters \( \Delta L \) and \( \kappa \) are chosen based on the objectives of this study. We know that \( \Delta L \) relates to the average number of overlapping particles \( \eta \) (see section 2.3). To understand correlations between knotting properties and local liquid structure in mesoscopic models, we must be able to model melts with \( \eta \) corresponding to the regime of weak (\( \eta < 1 \)) and strong (\( \eta > 1 \)) overlapping. Therefore \( \Delta L \) is an adjustable parameter in our model. Obviously, \( \Delta L \) can only be varied within the range \((0, l_k)\). This constraint ensures that \( \Delta L \) is not significantly larger than the smallest length-scales that characterize the physical phenomena, which is the \( l_k \) in this study. The parameter \( \kappa \) is varied to realize different repulsion strength \( \nu_k = \kappa / \rho_0 \Delta L^3 \) (see section 2.3), which also determines the softness of potential. The ratio \( \nu_k \) varies from a fraction of \( k_B T \) to a few tens of \( k_B T \).

Simulation details

We perform simulations in the canonical ensemble. The melts are placed in cubic simulation boxes and PBC is applied to all dimensions. The lengths of boxes are set to be \( \sim 2 \sqrt{\langle R_e^2 \rangle} \). This choice is widely accepted as the minimum requirement for avoiding finite-system size effects in the disordered melts. Both crankshaft and reptation moves are employed to accelerate the relaxation of dense melts.

4.4 Knot detection

The analysis of knotting properties is carried out in collaboration with Dr. Peter Virnau and a program developed by Dr. Peter Virnau is employed for
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knot detection. In this section, we will provide basic knowledge on the detection method used in this study, a variant of Alexander polynomial. Essentially, our presentation recapitulates the presentation of the method provided in several topical reviews and books\textsuperscript{254–256}. A complete discussion on the definition of Alexander polynomial can be found in the relevant books\textsuperscript{255,257}.

Normally knots are only well-defined in closed loops. Different knot types are distinguished according to the minimum number of crossings (crossing number) in a projection of the chain onto a plane. Several basic knot types are shown in Fig. 4.2, including unknot (0), trefoil knot (3\textsubscript{1}), and figure-eight knot (4\textsubscript{1}), which has 0, 3, or 4 crossings, respectively. The subscripts distinguish different knot types with the same number of crossings. Note that the number of knot types increases considerably with the number of crossings. For example, the number of knot types having 15 crossings is on the order of 10\textsuperscript{5}\textsuperscript{258}.

![Figure 4.2: The structures of the most basic knot. a) unknotted loop (0), b) trefoil knot (3\textsubscript{1}), c) four-eight knot (4\textsubscript{1}). The figure is replotted from ref. [256].](image)

In order to distinguish between different knots, one can define a knot invariant assigning a unique value to every knot type. However, considering the huge number of involved knot types when crossing number is large, up to now, no algorithm can distinguish between all the knot types\textsuperscript{47}. Alexander polynomial $\Delta$ is a popular invariant that distinguishes between simple knots and assigns a polynomial to each knot type. For the basic knots shown in Fig. 4.2, each of them has a unique polynomial among the knots having up to 10 crossings.

However, Alexander polynomial is only defined for closed loops. For linear open chains concerned in this study, one must first carefully connect the two ends. For both microscopic and mesoscopic chains involved in our study, a
4.4. Knot detection

closure that has been successfully used for macromolecules is chosen\textsuperscript{47,259}. As shown in Fig. 4.3, one first determines the center of mass (COM) of the analyzed chain, and then obtains two lines defined by the COM and the two ends of the chain. These two lines are extended to the outside of the chain. By connecting two points along the line (one point each line), which are far from the chain, the open chain is closed.

Then the closed chain is simplified into a chain containing fewer beads. In this way, the computational cost of the calculation of Alexander polynomials is significantly reduced. The bead reduction is performed\textsuperscript{47} by grouping every three successive beads along the chain and considering the triangles formed by them. If the chain itself does not cross the triangle, the middle bead is deleted. Otherwise, all three beads remain. The above procedures are repeated for several times to ensure the simplest chain is obtained.

The Alexander polynomial $\Delta$\textsuperscript{260} of a simplified closed polymer chain is determined based on the crossing number along the chain and the handedness of crossings\textsuperscript{47}. The crossing number is counted according to a projection of the polymer chain, e.g., projection on the x-y plane. By choosing an arbitrary starting point and direction for walking along the chain projection, we can determine the handedness of each crossing. As shown in Fig. 4.4, there are three crossings in the projection (1, 2, 3). According to the chosen starting point (\textbullet) and direction (arrow)\textsuperscript{47}, the crossings are numbered as 1, 2, and 3. From the starting point, we first underpass a later section of the projection at crossing 1, then overpass at crossing 2 and again underpass at crossing 3. Then we can divide the projection into several arcs (I, II, III), which are defined from underpass to underpass. Depending on the direction of two arcs
Chapter 4. *When can soft models describe polymer knots?*

**Figure 4.4:** The numbering of crossing (1, 2, 3) and arcs (I, II, III) according to a chosen starting point (●) and direction (indicated by arrows). The figure is taken from ref. [47].

Forming the crossing, the crossing is either right-handed or left-handed (as shown in Fig. 4.5). Specifically, we assume that the projection is on x-y plane, and if the cross product of the vectors defined by two arcs forming the crossing is positive, the crossing is right-handed. The crossing is left-handed if the cross product is negative. Accordingly, we can find that all the crossings in Fig. 4.4 are right-handed. The detailed rules for defining $\Delta$ based on crossing numbers and handedness are too technical and beyond the scope of this thesis. Hence we do not elaborate upon this point and refer the interested reader to the reviews and books that have been mentioned earlier.

**Figure 4.5:** Definition of handedness of a crossing. The figure is replotted from ref. [256].

Based on the presented detection method, we quantify the knotting behavior of microscopic or mesoscopic melts through knotting probability $P_k$ and sizes of trefoil knots. Specifically, we generate sufficient number of melt configurations which are decorrelated. Suppose the total number of chains within
these configurations is \( n \). We identify the chains in knotted state and count the number of knotted chains \( n_{\text{knotted}} \). The knotting probability \( P_k \) is defined as \( P_k = n_{\text{knotted}} / n \). For every chain forming a trefoil knot, the size of trefoil knot is determined by successively deleting beads from one side, then from the other side until the Alexander polynomial changes.

### 4.5 Structural and conformational properties

Before we compare the knotting properties of mesoscopic and microscopic melts, we first characterize the basic structural and conformational properties of the melts generated through our mesoscopic model. First of all, the results of structural and conformational properties are required for quantifying the accuracy with which our model reproduces the mesoscopic features of the microscopic melts. Secondly, these results are important for interpreting the behavior of knots. Considering that knots involve multiple scales, we study in this section structural and conformational properties on both local and mesoscopic scales.

We first investigate the ability of mesoscopic model to describe structural and conformational properties of microscopic melts by focusing on the mesoscopic melts mapped from B2c microscopic melt. Different mesoscopic melts equivalent to B2c melt are generated by using different repulsion strength \( \nu_k \) and average number of overlapping particles \( \eta \) (see table 4.2). \( \nu_k \) is varied by tuning the non-bonded parameter \( \kappa \) at constant \( \bar{\rho}_0 \) and \( \Delta L \), and \( \eta \) is adjusted by changing the lattice size \( \Delta L \) at constant \( \bar{\rho}_0 \). According to the data provided in table 4.1, B2c microscopic melt has chain density \( \bar{\rho}_c = \bar{\rho}_0 / N_{\text{mic}} = 0.0013 \, \sigma^{-3} \) and \( N_k = L^2 / \langle R_e^2 \rangle = 142 \) Kuhn segments per chain. Based on our mapping strategy, the mesoscopic melts have the same chain density \( \bar{\rho}_c = 0.0013 \, \sigma^{-3} \). The bonded parameters \( N_{cg}, b_{cg} \) and \( \epsilon \) of melts with different \( \nu_k \) and \( \eta \) are listed in table 4.2. In particular, \( N_{cg} = 2N_k = 284 \) and \( b_{cg} \) is accordingly determined as \( 1.75 \, \sigma \). \( \epsilon \) is tuned to quantitatively match the \( \langle R_e^2 \rangle \) of the B2c melt (see section 2.2).

The local liquid structure of mesoscopic melts can be described by monomer-monomer radial distribution function \( g(r) \). It measures the probability of
Table 4.2: The parameters of mesoscopic melts mapped from the B2c microscopic melt.

<table>
<thead>
<tr>
<th>$v_k$</th>
<th>$\eta$</th>
<th>$\bar{\rho}_0 (\sigma^{-3})$</th>
<th>$\kappa$</th>
<th>$\Delta L (\sigma)$</th>
<th>$N_{cg}$</th>
<th>$b_{cg} (\sigma)$</th>
<th>$\epsilon$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>0.3</td>
<td>0.64</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1.0</td>
</tr>
<tr>
<td>0.2</td>
<td>0.6</td>
<td>0.82</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.99</td>
</tr>
<tr>
<td>3</td>
<td>0.5</td>
<td>0.37</td>
<td>1.5</td>
<td>1.1</td>
<td>284</td>
<td>1.74</td>
<td>0.94</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>1.37</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.94</td>
</tr>
<tr>
<td>15</td>
<td>45</td>
<td>3.46</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.97</td>
</tr>
<tr>
<td>0.2</td>
<td></td>
<td>0.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.97</td>
</tr>
<tr>
<td>0.8</td>
<td></td>
<td>0.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.97</td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td>0.37</td>
<td>10</td>
<td>1.37</td>
<td>284</td>
<td>1.74</td>
<td>0.94</td>
</tr>
<tr>
<td>15</td>
<td></td>
<td>15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.94</td>
</tr>
<tr>
<td>20</td>
<td></td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.94</td>
</tr>
</tbody>
</table>

Finding a bead at distance $r$ away from a reference bead, and is defined as,

$$g(r) = \frac{1}{A} \left( \sum_{i}^{N_{tot}} \sum_{j \neq i}^{N_{tot}} \delta(r_{ij} - r) \right)$$

where $A = 4\pi r^2 \bar{\rho}_0 N_{tot}$ is a normalization constant. $N_{tot}$ is the total number of beads in the system, and $r_{ij}$ denotes the distance between beads $i$ and $j$.

Figure 4.6: The radial distribution functions obtained from mesoscopic models mapped from B2c. The mesoscopic models have the same average number of overlapping particles $\eta = 1$ and different repulsion strengths (see legends).
The $g(r)$ of melts with different repulsion strengths $\nu_k$ are shown in Fig. 4.6. In this figure, the distance $r$ is scaled by the bond length of WLC $b_{cg}$, so that the main peak of $g(r)$ originating from chain connectivity is always at $r/b_{cg} = 1$. We observe from Fig. 4.6 that, $\nu_k$ mainly influences the structure on length scales smaller than 2 bonds, i.e., $r/b_{cg} < 2$. In addition, the value of $g(r)$ at $r \approx 0$, the so-called depth of monomer-monomer correlation hole, decreases with the increasing of repulsion strength $\nu_k$, or equivalently decreasing of softness. This tendency indicates that stronger repulsion leads to fewer overlaps between beads. However, $g(r \approx 0)$ saturates to $\sim 0.08$ with respect to $\nu_k$ and cannot reach zero as in microscopic melts with hard excluded volume. This means that we cannot completely eliminate overlaps between beads by increasing the repulsion strength.

The peculiar dependence of $g(r \approx 0)$ on the repulsion strength $\nu_k$ stems from the zeroth-order assignment function used in the PM scheme. According to the definition of zeroth-order assignment function (see section 2.3), beads do not interact with each other when they belong to different cells. Therefore, two beads in different but neighboring cells can be arbitrarily close to each other without any energy penalty. As shown in Fig. 4.7, when two beads are at the two sides of the common surface, edge or corner of neighboring cells, the distance between them can be arbitrary small. Strong repulsion cannot separate these closed packed non-interacting beads.

![Figure 4.7](image)

**FIGURE 4.7:** Illustration of close-packed pair of beads in two neighboring cells. Depending on the relative position of neighboring cells, they can share a common a) surface, b) edge or c) corner.

The above discussion about the saturation of $g(r \approx 0)$ can be conveniently illustrated by decomposing $g(r)$ into two types of contributions. We consider the contributions from pairs of beads in the same cell $g_{sc}(r)$ and in different
cells \( g_{dc}(r) \), which are defined as,

\[
g_{sc}(r) = \frac{1}{A} \left\langle \sum_i \sum_{j \neq i} \delta(r_{ij} - r) \omega(r_i, r_j) \right\rangle \tag{4.18}
\]

and:

\[
g_{dc}(r) = \frac{1}{A} \left\langle \sum_i \sum_{j \neq i} \delta(r_{ij} - r)(1 - \omega(r_i, r_j)) \right\rangle \tag{4.19}
\]

with

\[
\omega(r_i, r_j) = \sum_{m=1}^{N_{cell}} \Pi[r_i, c_m] \Pi[r_j, c_m] \tag{4.20}
\]

where \( r_i, r_j \) are the coordinates of beads \( i \) and \( j \), respectively. Function \( \omega(r_i, r_j) \) identifies whether particles \( i \) and \( j \) are in the same cell. \( \omega(r_i, r_j) = 1 \) if particles \( i \) and \( j \) belong to the same cell, and \( \omega(r_i, r_j) = 0 \) otherwise.

**Figure 4.8:** The decomposed radial distribution functions obtained from mesoscopic models mapped from B2c. The mesoscopic models have the same average number of overlapping particles \( \eta = 1 \) and different repulsion strength \( \nu_k \) (see legends). Panel a shows the radial distribution function \( g_{sc}(r) \) between pairs within the same cell. Panel b shows the radial distribution function \( g_{dc}(r) \) between pairs involving two different neighboring cells. The values of \( r/b_{cg} \) range here from 0 to the cell size, i.e. \( \Delta L/b_{cg} = 0.79 \) for all the models.

Since the closed-packed pairs only exist in the same or neighboring cells, we decompose the part of \( g(r) \) when \( r \leq \Delta L \). For the melts involved in Fig. 4.6, they have the same lattice size \( \Delta L/b_{cg} = 0.79 \). The corresponding results are presented in Fig. 4.8a and b, respectively. From \( g_{sc}(r) \) we conclude that there are less and less pairs of beads found in the same cell as \( \nu_k \) increases.
When $\nu_k \geq 10$, $g_{sc}(r) \approx 0$, and all non-zero data points are less than $10^{-4}$. In contrast, the saturation of $g_{dc}(r)$ demonstrates that the contribution from beads in neighboring cells becomes constant at large $\nu_k$. This result verifies our hypothesis, stating that beads in two neighboring cells can be arbitrary close and cannot be separated by increasing $\nu_k$.

**Figure 4.9:** The radial distribution functions obtained from mesoscopic models mapped from B2c. The mesoscopic models have the same repulsion strength $\nu_k = 3$ and different average number of overlapping particles $\eta$ (see legends).

The $g(r)$ of melts with different $\eta$ are compared in Fig. 4.9. Because of the softness of our potential, it is possible to employ a high value of $\eta$. For $\eta = 15$, $g(r \approx 0) \sim 1$, indicating that the beads are locally highly overlapped. One can reduce the overlapping by using a smaller $\eta$, because it is energetically favorable to have beads in different cells at low $\eta$. For $\eta \leq 1$, we observe that the width of correlation hole decreases as $\eta$ becomes smaller. This is because $\eta$ is reduced by reducing the range of interactions $\Delta L$. However, the depth of correlation hole shows a more complex behavior. The inset of Fig. 4.9 shows the variation of $g(r \approx 0)$ with respect to $\eta$. It can be seen that, $g(r \approx 0)$ decreases from $\sim 1$ to $\sim 0.2$ when $\eta$ is reduced from 15 to 0.5. However, if we further reduce $\eta$, the depth of $g(r)$ becomes more shallow. The non-monotonous change of $g(r \approx 0)$ as a function of $\eta$ has the same origin as the non-trivial effects of $\nu_k$ on $g(r \approx 0)$. By decomposing the $g(r)$ from Fig. 4.9 into $g_{sc}(r)$ and $g_{dc}(r)$, shown in Fig. 4.10, we demonstrate that the contribution from pairs in the same cell decreases as $\eta$ becomes smaller. In contrast, the contribution from pairs in neighboring cells increases. When
\eta \leq 0.5$, the value of \( g_{sc}(r \approx 0) \) starts to be comparable or even smaller than \( g_{dc}(r \approx 0) \). Consequently, the behavior of \( g(r \approx 0) \) is dominated by the \( g_{dc}(r \approx 0) \), making the \( g(r \approx 0) \) to grow again.

![Figure 4.10](image)

**Figure 4.10:** The decomposed radial distribution functions obtained from mesoscopic models mapped from B2c. The mesoscopic models have the same repulsion strength \( \nu_k = 3 \) and different average number of overlapping particles (see legends). Panel a shows the radial distribution function \( g_{sc}(r) \) between pairs within the same cell. Panel b shows the radial distribution function \( g_{dc}(r) \) between pairs involving two different neighboring cells. The values of \( r/b_{cg} \) range from 0 to the smallest cell, i.e. \( \Delta L/b_{cg} = 0.37 \) when \( n^* = 0.1 \).

Different from the local liquid structure, the mesoscopic features of the reference microscopic melt can be accurately reproduced by our mesoscopic model. To illustrate this point, we calculate three typical properties which characterize the features on mesoscopic scales: radial distribution function of the COM of chains, mean-squared internal end-to-end distance, and autocorrelation function of bond vectors. In particular, radial distribution function of the COM of chains quantifies the mesoscopic liquid structure within the melts. Mean-squared internal end-to-end distance and autocorrelation function of bond vectors explicitly take into account chain conformations and, similar to knotting properties, contain the features on both local and mesoscopic scales.

The results of radial distribution function of the COM of chains \( g_{chain}(r) \) are shown in Fig. 4.11. Panel a) contains the results obtained from mesoscopic models with constant \( \eta \) and varied \( \nu_k \), while panel b) contains the results obtained from mesoscopic models with constant \( \nu_k \) and varied \( \eta \). In both panels, the \( g_{chain}(r) \) obtained from mesoscopic melts are compared with that of the corresponding microscopic melt (red line). The radial distances \( r \) are
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Figure 4.11: Radial distribution function $g_{\text{chain}}(r/R_e)$ of COM of polymer chains. The radius $r$ is normalized by the end-to-end distance $R_e$ of the chains. $g_{\text{chain}}(r/R_e)$ are obtained from mesoscopic melts mapped from the B2c melt (red solid line). The mesoscopic models with a) different repulsion strength $\nu_k$, or b) different average number of overlapping particles $\eta$ are used to generate these equivalent melts.

It can be seen that the $g_{\text{chain}}(r)$ of mesoscopic melts follow closely the $g_{\text{chain}}(r)$ of microscopic melt. The largest deviation, $\sim 1.5\%$, is observed for the mesoscopic melt with $\eta = 0.2$.

Figure 4.12: a) Internal distance plot $C_{\alpha,B2c}(\tilde{s})$, presented as a function of $\tilde{s}$ for mesoscopic melts mapped from the B2c melt. The results obtained from mesoscopic models with several representative parameters are compared with the reference B2c melt (red solid line). The inset shows the relative deviation $\delta_{B2c}(\tilde{s})$ between mesoscopic and microscopic melts. b) $\delta_m(\tilde{s})$ of mesoscopic melts mapped from microscopic melts containing chains with different stiffness. The inset shows the enlarged plot at small $\tilde{s}$. The vertical dash line indicates the relative deviations at $\tilde{s} = 3$. 
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Fig. 4.12 shows the internal distance plot $C_{\alpha,m}(s)$, which is defined as,

$$C_{\alpha,m}(s) \equiv \frac{\langle R^2_{\alpha,m}(s) \rangle}{s}$$

(4.21)

where $\langle R^2_{\alpha,m}(s) \rangle$ is mean squared internal end-to-end distance. $s$ is chemical distance between monomers $i$ and $j$ along the same chain, i.e., $s = |i - j|$. $\alpha = cg$ or $mic$, which indicates a microscopic melt or a mesoscopic melt, respectively. The subscript $m$ denotes a specific system listed in table 4.1, e.g., B2c. $C_{\alpha,m}(s)$ is considered as one of the most sensitive quantifiers of polymer conformations\textsuperscript{261,262}. In Fig. 4.12a, we compare the $C_{cg,B2c}(s)$ for several representative mesoscopic analogs of B2c melt with $C_{mic,B2c}(s)$ obtained from the B2c melt. Although the mesoscopic and microscopic chains have different discretization, i.e., $N_{mic} \neq N_{cg}$, we can compare the $C_{\alpha,B2c}(s)$ on a common graph using a rescaled chemical distance $\tilde{s} = s \cdot b_{\alpha}/l_k$. To better quantify the difference between $C_{cg,B2c}(s)$ and $C_{mic,B2c}(s)$, we define a relative deviation $\delta_{m}(\tilde{s})$,

$$\delta_{m}(\tilde{s}) = \frac{C_{cg,m}(\tilde{s}) - C_{mic,m}(\tilde{s})}{C_{mic,m}(\tilde{s})}$$

(4.22)

The results of $\delta_{B2c}(\tilde{s})$, shown in the inset of Fig. 4.12a, demonstrate that for chemical distances that are equal or larger than three Kuhn segments, the deviation between the internal distance of mesoscopic melts and the reference B2c system is already reduced to $\sim 3\%$ at most. Such conformational deviation is considered small in other areas of polymer modeling, e.g., hierarchical backmapping\textsuperscript{263,264}. For $\tilde{s} < 3$, $\langle R^2_{cg,B2c} \rangle$ is much larger than $\langle R^2_{mic,B2c} \rangle$. This large deviation stems from the difference of local chain structure between mesoscopic and microscopic chains.

To better clarify the difference of local chain structure of mesoscopic and microscopic chains, we mapped two additional microscopic melts containing more flexible or stiffer chains, B0d and B4c. The parameters of the corresponding mesoscopic models are listed in table 4.3. Note that $\epsilon$ of the mesoscopic melt mapped from B0d is very small. This is because the lattice size $\Delta L$ in the mesoscopic melt representing B0d melt is comparable with bond length $b_{cg}$. Then the repulsive interactions between monomers that are nearest neighbors along the chain contribute substantially to local stiffness. Therefore we need to employ smaller $\epsilon$.

Fig. 4.12b presents the relative deviation for mesoscopic melts representing B0d and B4c. Because these mesoscopic melts are generated by models with
\( \nu_k = 3 \) and \( \eta = 1 \), we have added the relative deviation for B2c when \( \nu_k = 3 \) and \( \eta = 1 \) to facilitate comparison. From the main plot of Fig. 4.12b, we can see that our mesoscopic melts accurately reproduce the \( \langle R^2 \rangle \) of the corresponding microscopic melts, i.e., \( \delta_m(\tilde{s} = N_k) \sim 0 \). For smaller \( \tilde{s} \), the relative deviation is small (< 3%) for the most part of the chains. Especially the most flexible chain with \( B = 0 \) exhibits the best agreement: \( \delta_{B0d}(\tilde{s}) \approx 0 \) within a relatively large range of \( \tilde{s} \). The deviation at local scales can be seen from the inset of Fig. 4.12b. Compared with \( \delta_{B2c} \), the relative deviations \( \delta_{B0d} \) and \( \delta_{B4c} \) are somewhat larger. For example, the deviations at \( \tilde{s} = 3 \), indicated by the dash vertical line, are about 3%, 2% and 5% for melts representing B0d, B2c and B4c.

**Table 4.3:** The parameters of mesoscopic melts mapped from the B0d and B4c microscopic melts.

<table>
<thead>
<tr>
<th>systems</th>
<th>( \nu_k )</th>
<th>( \eta )</th>
<th>( \bar{\rho}_0 (\sigma^{-3}) )</th>
<th>( \kappa )</th>
<th>( \Delta L (\sigma) )</th>
<th>( N_{cg} )</th>
<th>( b_{cg} (\sigma) )</th>
<th>( \epsilon )</th>
</tr>
</thead>
<tbody>
<tr>
<td>B0d</td>
<td>3</td>
<td>1</td>
<td>0.65</td>
<td>3</td>
<td>1.15</td>
<td>976</td>
<td>1.01</td>
<td>0.5</td>
</tr>
<tr>
<td>B4c</td>
<td>0.19</td>
<td>3</td>
<td>1.7</td>
<td>144</td>
<td>3.5</td>
<td>144</td>
<td>3.5</td>
<td>1.0</td>
</tr>
</tbody>
</table>

**Figure 4.13:** Bond-bond autocorrelation function for mesoscopic melts mapped from B2c melt. The results obtained from mesoscopic models with different average number of overlapping particles \( \eta \) and repulsion strength \( \nu_k \) are compared with the reference B2c melt (red solid line). The expected power law decay in polymer melts with exponent \(-3/2\) is shown with a purple solid line. The exponential decay of random walks is also shown in the plot.
Fig. 4.13 shows the autocorrelation function of bond vectors \( P(\tilde{s}) = \langle u(s_0) u(s_0 + s) \rangle \). Here \( u(s_0) \) and \( u(s_0 + s) \) are vectors oriented along the \( s_0 \) and \( s_0 + s \) bonds. For random walks, \( P(s) \) decays exponentially as a function of chemical distance \( s \). Recent studies\(^{246,247} \) have demonstrated that in polymer melts \( P(s) \) does not decay exponentially at large \( s \) (as predicted by the Flory Hypothesis) but follows the scaling \( P(s) \sim s^{-3/2} \). Fig. 4.13 shows the \( P(s) \) calculated for all equivalent mesoscopic representations of B2c melt. To compare with the \( P(s) \) of microscopic melts (red line), we again use the rescaled chemical distance \( \tilde{s} \). For the region \( 0 < \tilde{s} < 10 \), where the statistics are fairly good, we observe that the decay of bond-bond correlations obtained from mesoscopic melts reproduces the correct power-law decay and follows closely the reference data.

### 4.6 Properties of knots in mesoscopic models

From the discussion of structural and conformational properties, we can see that local liquid structure of mesoscopic melts is very coarse compared to the equivalent microscopic melts. Moreover, the local liquid structure of mesoscopic melts with different parameters is also different from each other, although these melts are mesoscopically equivalent to the same reference system. Therefore our mesoscopic melts are well suited for verifying our qualitative predictions based on the simple free-energy model.

**Figure 4.14:** The influence of a) repulsion strength \( \nu_k \) and b) average number of overlapping particles \( \eta \) on the knotting probability \( P_k \) of mesoscopic melts. All the mesoscopic melts are mesoscopically-equivalent to the B2c system. The knotting probabilities in the reference B2c, and in random walks with same \( N_k \) are shown with two horizontal solid lines.
We first summarize the knotting probability $P_k$ in mesoscopic melts mapped from B2c system. According to the reference data provided in ref. [47], the knotting probability in B2c system and the random walks having the same $N_k$ is 9.58% and 30.05%, respectively. Based on the discussion in section 4.2, this large difference of $P_k$ between chains in the melt and ideal random walks indicates that the microscopic chains with $B = 2$ are rather flexible and our mesoscopic model is not expected to reproduce accurately the knotting properties.

In Fig. 4.14, the knotting probability of reference B2c melt and corresponding random walks are indicated by two horizontal solid lines. Indeed, the $P_k$ in mesoscopic melts (black squares) interpolate between the reference lines. From Fig. 4.14a, we observe that $P_k$ decreases as repulsion strength $v_k$ becomes larger but converges to a value that is $\sim 65\%$ larger than the $P_k$ in the reference B2c melt. This behavior of $P_k$ stems from the zeroth-order PM scheme which cannot completely avoid close-packed beads even at strong repulsion strengths (see Fig. 4.7). This effect reduces the effective excluded volume, i.e., the parameter $\tilde{w}$, speaking in terms of the simple free-energy model.

Fig. 4.14b compares the $P_k$ in mesoscopic melts generated by models with the same $v_k$ but different average number of overlapping particles $\eta$. The dependence of $P_k$ on $\eta$ is non-monotonous. $P_k$ starts from a high value at $\eta \ll 1$, decreases as the $\eta$ increases, then reaches a broad minimum at $\eta \approx 1$, and grows again (presumably towards the limit of the ideal chain). As mentioned earlier, $\eta$ is increased by using larger $\Delta L$. Within the regime of weak overlapping ($\eta < 1$), enlarging lattice size $\Delta L$ increases the effective range of excluded volume $\tilde{w}$ within mesoscopic melts, which can be seen from the width of correlation hole in g(r) (see Fig. 4.9). According to the prediction of simple free-energy model, the knotting probability $P_k$ decreases as the $\tilde{w}$ increases. Therefore, $P_k$ decreases with the increasing of $\eta$ within the regime of weak overlapping. Within the regime of strong overlapping ($\eta \gg 1$), a test bead finds itself in a uniform “background field” of other beads. Because there is no penalty for overlapping, the effective range of excluded volume is not mainly determined by $\Delta L$, but highly influenced by the degree of overlapping. Larger $\eta$ leads to smaller effective range of excluded volume, although $\Delta L$ is getting larger. Therefore $P_k$ increases with the increasing of $\eta$ within the regime of strong overlapping.
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We now focus on trefoil knots ($3_1$). The distributions of trefoil knot sizes in mesoscopic melts $P(\tilde{N}_{knot,cg})$ are shown in Fig. 4.15. Three different mesoscopic melts mapped from microscopic melts B0d, B2c and B4c are considered. All these mesoscopic melts are generated by using the same $\nu_k$ and $\eta$, i.e., $\nu_k = 3$ and $\eta = 1$. For comparison, Fig. 4.15 also shows the distributions in the reference microscopic melts $P(\tilde{N}_{knot,mic})$ and in ideal chains with the same chain length $P(\tilde{N}_{knot,id})$. In panels a, c and d, the distributions are normalized to unity. In panel b, the distributions are normalized to the probability $P_{3_1,\alpha}$ that a randomly picked chain forms a trefoil knot in the corresponding systems. The necessity of considering two different ways of normalization will become clear in the following discussions.
To better understand the results shown in Fig. 4.15, we discuss the distributions based on their two main features, the peak position and the decay of tail part, which reflects the behavior of relatively small and large knots, respectively. Fig. 4.15a compares the distributions obtained from the B0d melt containing the most flexible chains (mic), and its equivalent systems generated by mesoscopic model (cg) and ideal chain model (id). We first focus on the peaks of the distributions, which correspond to the sizes of the most probable knot $\tilde{N}_{\text{knot,mic}}^*$ formed in these models. Comparing to the $\tilde{N}_{\text{knot,mic}}^*$ knot, mic of microscopic B0d melt, the sizes of the most probable knot formed in ideal chains and in mesoscopic melts are much smaller. This result is consistent with the prediction obtained from the free-energy model that the size of the most probable knot formed in thicker chains is larger. Additionally, the value of $\tilde{N}_{\text{knot,cg}}^*$ is very close to the $\tilde{N}_{\text{knot,id}}^*$ knot, id in ideal chains, where the chain thickness is zero. This indicates that the close-packed non-interacting beads in mesoscopic model (see Fig 4.7), which effectively have no repulsion between each other, promote the formation of small knots with size comparable with $\tilde{N}_{\text{knot,id}}^*$ and dominate the size of the most probable knot. These closed-packed beads stem from the zeroth-order PM scheme and are independent of parameters of the mesoscopic model.

The knots corresponding to the tails of the distributions are no longer tight. Therefore, the simple free-energy model cannot be applied in this regime and simulations become crucial for understanding the behavior of these large knots. The results shown in Fig. 4.15a suggest that the tails of distributions in mesoscopic and microscopic melts are parallel with each other, while the tail part of the distribution in ideal chains has a slightly steeper slope. This point can be better illustrated when the distributions are normalized to the knotting probability of trefoil knots $P_{3,1,a}$, shown in Fig. 4.15b. It is clear that the tails of $P(\tilde{N}_{\text{knot,cg}}^*) \cdot P_{3,1,cg}$ and $P(\tilde{N}_{\text{knot,mic}}^*) \cdot P_{3,1,mic}$ overlap with each other, and they are both above the ideal chain curve. Moreover, by normalizing the size distributions to $P_{3,1,cg}$, one obtains the distributions of the probability to obtain a trefoil knot with a certain size. Therefore, Fig. 4.15a also demonstrates that the probability that a randomly picked chain forms a relatively large trefoil knot in ideal chains is smaller than that of polymer melts.

From previous studies, it is expected that the trefoil size distributions follow universal limiting behavior when $\tilde{N}_{\text{knot,a}}$ is very large. For example, for trefoil knots formed in an isolated closed self-avoiding loop, it is known that
the size distribution follows a power-law decay when knot size is substantially larger than the size of the most probable knot. The power-law decay also can be observed in distributions obtained from linear ideal chains after appropriate chain end corrections have been applied. However, the limiting behavior of $P(\tilde{N}_{knot,\alpha})$ in polymer melts has not been investigated so far. We cannot conclude on the limiting behavior in polymer melts based on our results, although the slopes of the tails of $P(\tilde{N}_{knot,\text{misc}})$ and $P(\tilde{N}_{knot,\text{cg}})$ are different from that of $P(\tilde{N}_{knot,id})$. The reason is that the difference in the behavior of tail parts observed in Fig. 4.15 can be caused by two different reasons.

First of all, it is possible that the chain length $N_k$ of systems in Fig. 4.15a is not long enough to show the limiting behavior, and the difference in tail parts only indicates different cross-overs from the behavior of small knots to that of very large knots. Within the cross-over regime, the distributions are still influenced by the behavior of relatively small knots and have not fully shown the limiting behavior. We already know that the behavior of small knots is different in ideal chains and polymer melts. Therefore, if $N_k$ is not large enough, the observed difference in tail parts of the distributions in ideal chains and polymer melts is simply caused by the strong deviation between the behavior of small knots, and the limiting behavior might be not shown at all.

On the other hand, it is also possible that the limiting behavior in ideal chains and melts is indeed different. This can be understood when we consider an important property of polymer melts, the invariant degree of polymerization $\sqrt{\bar{N}}$. For the B0d melts, the $\sqrt{\bar{N}}$ is very small and only 59.8 (see table 4.1). By default, the chain conformations in such melts strongly deviate from the ideal chain statistics. Therefore, the behavior of large knots formed in ideal chains can be very different from that of knots formed in melts, which results in different limiting behavior of the distributions in ideal chains and polymer melts.

Note that the difference in tail parts observed in Figs. 4.15a and b also can be a result of a synergy of both two influencing factors, i.e., cross-over and $\sqrt{\bar{N}}$. To draw a solid conclusion on the limiting behavior of distributions obtained from polymer melts, one needs to model melts containing much longer chains.

Figs. 4.15c and d shows the distributions obtained from mesoscopic melts.
mapped from B2c and B4c, respectively. For the tight knots, as expected by the simple free-energy model, the influence of local liquid structure on knotting properties is weaker as chains become stiffer. Especially in Fig. 4.15d, we observe that $\tilde{N}_{\text{knot, id}}^* \approx \tilde{N}_{\text{knot, cg}}^*$ and these two values are only slightly smaller than $\tilde{N}_{\text{knot, mic}}^*$. To better quantify the deviation, we define a relative deviation $\delta_{\text{knot}}$. For example, when comparing mesoscopic and microscopic melts the $\delta_{\text{knot}}$ is,

$$
\delta_{\text{knot}} = \frac{2(\tilde{N}_{\text{knot, mic}}^* - \tilde{N}_{\text{knot, cg}}^*)}{\tilde{N}_{\text{knot, mic}}^* + \tilde{N}_{\text{knot, cg}}^*}
$$

In panel d, the relative deviation between mesoscopic and microscopic melts $\delta_{\text{knot}}$ is 38%, which is smaller than the relative deviation observed in panels a and c, where $\delta_{\text{knot}}$ is 162 % and 52 %, respectively. Interestingly, for the tail parts of distributions in Fig. 4.15d, all three models agree with each other. We can understand this observation from two perspectives. First of all, the similar behavior of small tight knots (local regime) makes the behavior within cross-over regime of $P(\tilde{N}_{\text{knot, id}})$ and $P(\tilde{N}_{\text{knot, cg}})$ close to that of $P(\tilde{N}_{\text{knot, mic}})$. Second, because the $\sqrt{N}$ of B4c melt is already very large, i.e., $\sqrt{N} = 256.9$, the chain conformations approach the ideal chain limit. Therefore, both ideal chain and mesoscopic model can describe the knotting behavior of B4c melt quite well. Fig. 4.15c shows an intermediate case. The chains are stiffer than the chains in B0d melt but more flexible than chains in B4c melt. The $\sqrt{N} = 94.8$ (see table 4.1). In both local and tail parts of the distributions, the deviations of $P(\tilde{N}_{\text{knot, id}})$ and $P(\tilde{N}_{\text{knot, cg}})$ with respect to the $P(\tilde{N}_{\text{knot, mic}})$ are weaker than the deviations in Fig. 4.15a but stronger than that in Fig. 4.15d.

From the results shown in Fig. 4.15, we can draw an important conclusion: the stiffer the chains in microscopic melts, the better the agreement between knotting properties in mesoscopic and microscopic melts. However, this conclusion is based on the results of the simplest trefoil knots. It is important to investigate whether this conclusion holds for more complex knots. Therefore, we mapped all the microscopic melts listed in table 4.1 by employing $\nu_k = 3$ and $\eta = 1$. The total knotting probability (Fig. 4.16) is analyzed, which takes into account all the possible knots types in the systems. We observe that, indeed the difference between $P_k$ in mesoscopic and microscopic melts decreases as the chains in microscopic melts become stiffer. For the
melts containing the most stiff chains \((B = 4)\), the \(P_k\) obtained from microscopic, mesoscopic, and ideal chain models are very close to each other. Accordingly, we can expect that, as the microscopic chains become stiffer, the mesoscopic model also can reproduce the behavior of knots with more complex topologies.

### 4.7 Summary and conclusions

Our work focused on a fundamental question, whether and under which condition mesoscopic models with soft potentials can describe the knotting behavior of polymer melts. We employed a typical mesoscopic model representing polymers by wormlike chains and defining the non-bonded interactions through a generic soft repulsive potential based on a PM scheme. We chose the PM-based non-bonded potential to deliberately create melts with crude local liquid structure. The model was parameterized to accurately reproduce mesoscopic structure and conformations of melts that have been previously modeled with a bead-spring model. The latter captures generic features of polymer conformations and structures at all length scales and provides, therefore, reliable reference data on knots.
We compared characteristic knotting properties in mesoscopic and reference microscopic melts. Different microscopic melts containing chains with different stiffness were considered. For the simplest possible knot, the trefoil knot, we analyzed the distributions of knot sizes (length of chain contour involved in the knot). Regarding general knotting properties, we compared the probability that a chain is in knotted state.

The main conclusion in this work is that mesoscopic models can accurately reproduce the knotting properties of microscopic melts when the characteristic length scale associated with the stiffness of microscopic chains is substantially larger than the size of excluded volume. This conclusion was first illustrated by considering the size distribution of trefoil knots in polymer melts. The size distributions were discussed by focusing on their peak position and tail part. The position of peak reflects the knotting behavior of relatively small trefoil knots, while the behavior of larger trefoil knots is described by the tail part of distributions.

For relatively small trefoil knots, our simulation results indicated that, the knotting behavior is sensitive to local liquid structure, but this sensitivity decreases as the microscopic chains become stiffer. The local liquid structure in mesoscopic melts was found to be different from that of the traditional bead-spring model with hard excluded-volume and is very crude. Therefore, mesoscopic models can accurately reproduce the behavior of relatively small trefoil knots in microscopic melts only if the microscopic chains are sufficiently stiff.

The knotting behavior of small trefoil knots was qualitatively explained through a simple free-energy model. This model is developed for relatively small trefoil knots formed in single chains.\textsuperscript{241,248} It claims that the free energy cost for forming such a trefoil knot includes the bending energy and the entropy loss caused by confining chain contour into the knot core. The bending energy is independent of the local liquid structure, while the entropy loss due to confinement is influenced by how the length scale of chain stiffness, e.g., the length of Kuhn segment $l_k$, compares with the chain thickness $w$, which is determined by the size of monomer-monomer excluded volume. When the ratio $\tilde{w} = w/l_k$ is very small, the behavior of relatively small trefoil knots formed in microscopic melts is close to that in the ideal chains, meaning the influence of local liquid structure on knotting behavior is marginal. Therefore, in such systems, mesoscopic models can accurately describe knots
even though the local liquid structure is simplified compared to microscopic melts.

For larger trefoil knots, the free-energy model is not valid and our simulations provided important insights for understanding the corresponding knotting behavior. According to earlier studies of single chains\textsuperscript{265}, one can expect that very large knots formed in polymer melts may follow certain universal limiting behavior. Though the size of knots observed in our study is not large enough, and we cannot conclude on the limiting behavior in polymer melts. For the range of $\tilde{N}_{\text{knot}}$ involved in this study, we expect there are two possible reasons that may influence the behavior of large knots observed in our study, because the behavior of observed large knots mainly corresponds to the behavior within cross-over regime. Within the cross-over regime, the corresponding knotting behavior gradually approaches the limiting behavior, but is still influenced by the behavior of smaller knots. Accordingly, on the one hand, the ability of mesoscopic model to describe the behavior of observed large knots is influenced by the agreement between the behavior of small knots in mesoscopic and microscopic melts. On the other hand, the behavior of the observed large knots can also be influenced by the quantity $\sqrt{\bar{N}}$, which frequently enters the universal functions of conformational and structural properties of polymer melts. Because mesoscopic models can easily reproduce the $\sqrt{N}$ of microscopic melts, the behavior of large knots formed in reference microscopic melts can be accurately reproduced by mesoscopic models when the chains in microscopic melts are sufficiently stiff, so that the agreement between the behavior of small knots in mesoscopic and microscopic melts is good enough.

Additionally, to demonstrate that the discussions on trefoil knots can be applied to more complex knots, we considered another property, total knotting probability $P_k$. It is affected by all the possible knot types formed in the systems. We observed that the knotting probability of mesoscopic melts is closer to that of microscopic melts when the microscopic chains are stiffer. This observation is consistent with the conclusion obtained from the analysis of trefoil knots. Therefore, we expect the same conclusion also holds for more complex knot types and mesoscopic models can accurately reproduce the properties of all the knots formed in microscopic melts when the microscopic chains are substantially stiff.

A corollary of our main conclusion is that knotting properties in melts of
chains with excluded volume converge to their counterparts in ideal chains, as $\bar{w}$ decreases. This trend has been observed in an earlier modeling study$^{47}$ but was not linked to knot thermodynamics. In our study the trends of all knotting properties as a function of $\bar{w}$ are consistent with this expectation.

Interestingly, for flexible chains with non-negligible $\bar{w}$, the deviation of knotting properties between mesoscopic and microscopic melts has been observed even though other conformational descriptors matched very well. Specifically, the deviation of internal distance plots at chemical distances larger than a few Kuhn segments was less than 2%. This observation is important methodologically, because it suggests that knots provide an additional sensitive quantifier of chain conformations.

To summarize, one encouraging message that our study conveys is that mesoscopic models with soft potentials can be used to study polymer knots in melts where the characteristic length scale of chain stiffness is substantially larger than the size of the monomer-monomer excluded volume. In this way, it is possible to benefit from the computational efficiency of mesoscopic models and study open questions related to the fundamental physics of knots in polymers. For example, as mentioned earlier, one can simulate melts containing extremely long chains and investigate the limiting behavior of very large knots. Besides, it would be of interest to explore the behavior of knots in confinement, in mixtures, in chains with special structures, etc.
Chapter 5

Summary and conclusions

In this thesis, we focused on modeling polymeric systems using drastically CG mesoscopic models. These models use CG beads to represent a large number of microscopic degrees of freedom. Consequently, these CG beads interact with each other via soft potentials. The reduced degrees of freedom and soft potentials allow drastically CG models to access large length and time scales, which are frequently involved in polymeric systems.

However, drastically CG mesoscopic models are designed to accurately reproduce features on mesoscopic scales, and many features on small scales in these models are simplified, such as local features of polymer chains and local molecular arrangement (packing) of the materials. Yet many interesting properties of polymeric systems are affected not merely by mesoscopic features, but also by features on small scales. Therefore, a basic methodological question arises: can one use drastically CG models to study properties affected by features on multiple scales (multiscale properties)? Motivated by this question, we considered two cases in which a typical mesoscopic model is employed to study representative multiscale properties.

The employed model belongs to a class of mesoscopic models that have been successfully used to address a broad range of questions in polymers. These models are developed through a functional-based approach and consist of separated bonded and non-bonded potentials. The bonded potential describes the chain connectivity explicitly through particle coordinates. The non-bonded potential is expressed by a functional of local density fields. After defining the local density fields through particle coordinates, the functional-based interaction is further converted into a particle-based interaction. In the studies presented in this thesis, we used generic discrete
WLC model to describe polymer chains, and a particle-to-mesh scheme was used to define local density fields based on particle coordinates. The systems described by the mesoscopic model were studied using MC simulation method.

In Chapter 3, we used the mesoscopic model to simulate disordered morphologies in blend- and BCP-based active layers of PLEDs and correlated the morphologies with properties related to charge transport. The properties related to charge transport are affected by multiscale features and here we call them charge transport properties in short. The simulated disordered morphologies were characterized by analyzing the local composition around particles. Our results suggested that the morphologies within active layers based on BCPs and equivalent blends are structurally different, and BCPs show stronger local segregation when systems approach the order-disorder transition. These morphologies were linked to charge transport properties through a simple percolation analysis, which identifies the clusters providing conductive pathways. Because we have accessed experiment-relevant scales with the mesoscopic model, the results obtained from the analysis provided useful guidance for future experiments. For example, the impact of processing temperatures, compositions, and finite size of active layers on charge transport properties was discussed based on our percolation analysis.

To illustrate how the results of charge transport properties are influenced by the simplified description of local features in the mesoscopic model, we considered different approaches of performing the percolation analysis. In the first approach, the structure on small scales within the model was used to define percolation, e.g., distances between CG beads. The second approach defined percolation only based on the density distribution on substantially larger scales. Interestingly, the two approaches produced quantitatively different but qualitatively same results. This observation indicates that our mesoscopic model cannot quantitatively reproduce charge transport properties of active layers, but is still useful for qualitatively predicting their dependence on mesoscopic features of the morphology within the layers.

In Chapter 4, we employed the mesoscopic model to investigate the knotting properties of polymer melts. In an earlier study, the knotting properties in polymer melts were found to be influenced not only by mesoscopic chain features but also by the excluded volume of beads. We compared the knotting properties of microscopically-resolved polymer melts generated in this
earlier study with that of mesoscopically-equivalent melts generated by our mesoscopic model. In the earlier study, they employed a bead-spring model which accounts for excluded volume and reproduces the general features on both small and large scales. From the comparison, we observed that the influence of excluded volume on the knotting properties can be either significant or weak depending on specific features of melts. When another local feature of melts, the length scale describing the stiffness of chains, e.g., the Kuhn length, is substantially larger than the size of excluded volume, the local feature influencing the knotting properties is not the excluded volume, but the chain stiffness. Otherwise, the knotting properties are highly influenced by the excluded volume. This finding is complementary to the earlier study. Because the WLC model was parameterized to accurately reproduce the chain stiffness of polymer melts, our mesoscopic model can quantitatively reproduce the knotting properties of those polymer melts where the chain stiffness is substantially larger than the size of excluded volume.

These two studies demonstrated that, the accuracy of mesoscopic models reduces as we approach the microscopic scales. Still, some of the microscopic features can be described reasonably well by mesoscopic models. Usually it is easier to reproduce with mesoscopic models some key properties related to chain conformations, e.g., chain stiffness, than the local molecular arrangement. Therefore, mesoscopic models describe better those phenomena and properties that are dominated on small scales by the behavior of chain conformations and not the liquid structure. The case of polymer knots considered in this thesis is an illustrative example.

In any case, to rigorously study multiscale properties, mesoscopic models should be incorporated into hierarchical back-mapping schemes. Then the mesoscopic model delivers an accurate description of the material on large scales, and the underlying microscopic picture is recovered through the insertion of atomistic degrees of freedom. Of course, one requirement for performing hierarchical back-mapping is the appropriate design of mesoscopic models. The mesoscopic models should be designed in a way to accurately reproduce the conformational and structural features that are mandatory for the insertion of finer details. Note that this requirement is not fulfilled by the specific mesoscopic model employed in this thesis. In the future, to simulate multiscale properties of polymeric systems, it is important to develop mesoscopic models, which facilitate the hierarchical back-mapping, especially for complex multi-component systems.
Appendix

Results for dilution 1:2

Figure A.1: Structure factors (black squares) and order parameters (blue open squares) calculated from MC simulations for blends (left panel) and BCPs (right panel) at dilution 1:2. Black solid lines show the RPA prediction: $1/S_{\text{RPA}}(q^*, \lambda \chi_s)$ where $\lambda$ is a renormalization coefficient (see main paper). Black dashed lines indicate the location of RPA spinodals, $\chi_s = 0.085$ (blend) and $\chi_s = 0.232$ (BCP).
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Figure A.2: Contour plots quantifying the probability, $P_s$, to observe a spanning PPV cluster in disordered blends and BCPs with dilution 1:2. Blue and red colors correspond to low and high probabilities, respectively. Panels a and c demonstrate the $P_s$ calculated for various normalized $\tilde{\chi}$ and hopping thresholds $d$ using the continuum-space percolation analysis. The type of the mixture is indicated at each panel. Panels b and d demonstrate the $P_s$ calculated for the same mixtures but using the lattice-based percolation approach. The PPV density threshold used in this analysis is denoted by $\rho_{th}$ (see main paper for details).
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