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1. **References 72**

**1 Burst week: real-world assessments**

The burst week consists of real-world assessments (Chapter 1.1) of physical activity, stress, and sleep using validated wearable devices and of ecological momentary assessments (EMA; Chapter 1.2) using a smartphone application. In addition, participants perform home sampling of stool, urine, saliva, and chemicals during the burst week (Chapter 2.1). Fig 1 presents an overview of the burst week.



Fig 1. Overview of burst week.

* 1. **Real-world assessments**
		1. **Physical activity**

Recordings of physical activity enable assessment of real-world (in)activity as well as control for movement when assessing physiological responses to stress. How much a participant moves can affect how the brain works. Sedentary behavior and physical acitivity characteristics (i.e. sedentary, standing and stepping time, and Metabolic Equivalent of Task (MET) values) are measured using the activPAL4 micro (PAL Technologies Ltd., Glasgow, UK) [1, 2]. Participants attach the waterproof device on the midline, one third of the way down on the right thigh using a breathable hypoallergenic dressing. Participants wear the monitor 24-hours/day over an eight-day period. The monitors are initialized and downloaded using the activPAL software 8.11.1.47 (PAL Technologies Ltd., Glasgow, UK). The raw data is analyzed by a modified version of the script of Winkler *et al*. [3]. Sitting time is defined as any waking behavior characterized by an energy expenditure ≤ 1.5 MET, while in a seated, reclined or lying posture. Light intensity physical activity (LIPA) is defined as standing time combined with stepping time with MET-values < 3. Moderate-to-vigorous physical activity (MVPA) is defined as stepping time with MET-values ≥ 3. The accumulation of sedentary time is defined as short (< five consecutive minutes), medium (5-29 consecutive minutes) and prolonged (≥ 30 consecutive minutes) sedentary bouts.

* + 1. **Stress**

Physiological recordings allow for assessment of autonomic nervous system parameters relevant for stress. Participants wear the Empatica E4 wristband (Empatica Inc., Milan, Italy) [4] for seven days, 23 hours a day, to assess heart rate (variability), skin conductance, and skin temperature.

Participants put the watch on their non-dominant hand. The device must be charged for one hour every day. Participants stop wearing on the morning of their lab visit when they get up.

* + 1. **Sleep**

Physiological recordings of sleep are required because sleep is both symptom and causal factor for health conditions, cognitive function, affect/mood, and stress coping [5]. Participants wear the Z-max sleep band (Hypnodyne, Sofia, Bulgaria) for seven nights. The device measures whole-night sleep EEG via two latero-frontal channels and a fronto-central reference.

Participants place the sleep band in the center of the forehead and slightly above the eyebrows. All parts of the hydrogel electrode patch should be flat against the skin. Participants switch on the sleep band, lie down on their back and follow sleep instructions.

**1.2 Ecological momentary assessments (EMA)**

The questionnaire used for EMA covers mood, social company, online social interactions, context, control items, retrospection, anticipation, and substance use. The questionnaire contains the following mood items: ‘I feel happy/ annoyed/ fearful/ satisfied/ insecure/ lonely/ relaxed/ suspicious/ sad/ stressed/ restless/ fine/ focused/ self-confident’. Participants score all of these items on a 7-point Likert scale. Then, it contains social items: ‘my company consists of partner/ children/ family/ friend(s)/ colleague(s)/ other familiar people/ unfamiliar people/ nobody’ and the degree to which the (absence of) company is appreciated. Also, online social interactions are assessed. Items of the context include: ‘spare time active/ spare time passive/ in contact with people/ listening music/ working or studying/ household or caring/ eating/ traveling/ personal care/ sleeping/ nothing/ something else’, the degree to which the activity is being appreciated and where the activity is taking place. Control items are tiredness, hunger, physical health, and pain. Next, the questionnaire contains items about the degree of pleasure of the most significant event (can be either negative or positive) since the previous questionnaire and the degree of eagerness to the most significant event in the coming two hours. Finally, substance use (medication/ coffee/ sugar containing sodas/ alcohol/ cigarettes/ cannabis/ other drug/ nothing) since the previous questionnaire is assessed.

The questionnaire is sent by a smartphone app. Table 1 presents the details of the implementation of EMA in the HBS.

Table 1. Details of EMA in the HBS.

|  |  |
| --- | --- |
| Number of sampling periods | 3 |
| Sampling period | 6 consecutive days |
| Sampling frequency | 10 |
| Time interval between first and last assessment within a day | 12,5 hours |
| Time of the start of the assessments within a day | 7:00am |
| Time of the end of the assessments within a day | 10pm |
| Questionnaire length, number of items | 38 items |
| Approximate mean duration of the questionnaire | 3 minutes |
| Sampling method | Semi-random |
| Time interval between questionnaires\* | 20-90 minutes |
| Time to answer questionnaire\* | 15 minutes |
| Type of device | Smartphone: Android or IOS |
| Questionnaire sent by | Push notification by sound and/or vibration |
| Scale | 7-point Likert scales and nominal (yes/no) |
| Feedback on compliance\* | Daily by push notification at start of the day |
| Value of incentive | 150 euro for completing the full study, but no specific incentive for EMA |

*\*After the first 98 participants had started, we adapted the time interval between questionnaires (we started with 15-90 minutes) and the time to answer the questionnaires (we started with 10 minutes) and started to give feedback on compliance (we started without feedback).*

1. **Bio-sampling**

Participants perform home sampling of stool, urine, saliva, and chemicals during the burst week (Chapter 2.1). In addition, during the lab visit at the Radboud campus we collect samples of blood, hair, and saliva (Chapter 2.2).

**2.1 Home sampling**

**2.1.1 Stool**

Over 1013 bacteria, viruses and fungi colonize our gastrointestinal tract, of which most of them are found in the colon. They help digest our food, and produce all kinds of essential nutrients and chemicals that affect our body and even our brain [6].

Participants collect fresh stool up to 24 hours before the lab visit. After collecting the sample, participants place the container with stool in a plastic bag with a lock strip in the refrigerator and take it to the lab visit in a safety bag with a cooling element. Participants fill out a stool collection questionnaire about medication use and stool frequency and composition (Bristol stool chart) [7].

The Radboud Biobank [8] handles and stores the stool samples in six aliquots in a freezer at -80 degrees Celsius.

**2.1.2 Urine**

Urine contains waste products, which we excrete via the urinary tract. Urine includes water and salts. The composition of urine can provide information about fluid balance and metabolism, which in turn affects our overall health, including our brain.

Participants collect morning urine, which is the first urine passed on the morning of the lab visit. After collecting the sample, participants place the tube in a plastic bag with a lock strip in the refrigerator and take it to the lab visit in a safety bag with a cooling element.

The Radboud Biobank [8] handles and stores the urine samples in six aliquots in a freezer at -80 degrees Celsius.

**2.1.3 Saliva**

The stress hormone cortisol can be measured in saliva [9]. Participants take two samples at home at the time indicated by the research team. The time is similar to the time of the start of the acute challenge during the lab visit (Chapter 4.4). Thereby, these samples serve as reference as cortisol levels vary throughout the day [10].

Participants put on gloves to avoid touching the cotton swab with bare hands. They place the cotton swab in the mouth, move it back and forth for three minutes, chewing is recommended. After collecting the sample, participants keep the saliva samples at room temperature.

We store the saliva samples in a freezer at -20 degrees Celsius until analysis in batches. After thawing, salivettes are centrifuged at 3,000 rpm for five minutes, which results in a clear supernatant of low viscosity. Salivary concentrations are measured using commercially available chemiluminescence immunoassay with high sensitivity (IBL International, Hamburg, Germany).

**2.1.4 Chemicals**

Silicon bands are used as diffusive sampling devices to collect (semi)volatile organic compounds participants come into contact with [11, 12]. Substances from the environment or from products that they use can affect the functioning of the brain.

Participants receive two silicon bands in glass tubes with plastic screw cap. They wear one band on the wrist of their dominant hand for seven days and nights. The second band is placed at a fixed location in their living room for the entire seven-day period. The band hangs on a nail or hook on the wall or on top of a cupboard or bookshelf. Participants are recommended not to hang the band in front of a window or door or in front of a ventilation opening, in a houseplant or above a heat source (e.g., lamp, stove, burning candle). On the morning of the lab visit, participants return the bands in the tubes.

We store the silicone bands in a freezer at -20 degrees Celsius until analysis. After thawing, we extract the substances of interest for chemical analysis in the laboratory.

**2.2 Bio-sampling at the lab visit**

**2.2.1 Blood**

To assess general health, genetic make-up, as well as markers that may have specific relations to the functioning of the brain, we take fasten blood samples: 89.5 ml at the first lab visit and 83.5 ml at the second and third lab visit as collection for DNA is only required once.

The Radboud Biobank [8] handles the blood samples and stores DNA stock, 3 PAX gene tubes, 24 aliquots plasma EDTA, 6 aliquots serum, 12 aliquots plasma heparin in a freezer at -80 degrees Celsius.

**2.2.2 Hair**

To measure a temporal gradient of total cortisol release, a small bundle of hair is cut [13]. Hair grows on average by one cm per month. Cortisol analysis can be done time reliably for up to three months. This requires a three cm section. No hair sample can be taken if the hair is to short or absent. The further away the hair is from the scalp, the more it is exposed to external factors such as washing (shampoos with alcohol), sunlight, damage, etc. which is likely to affect the measured cortisol concentration.

We cut the three-cm-strand of hair in the middle of the back of the head and as close to the scalp as possible.

We store the hair samples at room temperature until analysis.

**2.2.3 Saliva**

Saliva samples for cortisol are collected before, immediately after and twenty minutes after the acute challenge test (Chapter 4.4) to capture the short-term dynamics of the stress response [9].
The collecting, handling, and storing of samples is similar to the home samples (Chapter 2.1.3).

**3. Lab visit: neuroimaging**

State-of-the-art, high-quality magnetic resonance imaging (MRI) data are collected to enable studies into the structural and functional organization of the healthy human brain, its variation across individuals, and establish links with the non-imaging measures acquired in the study. The imaging measures are acquired during 45-minutes MR sessions and have been selected to integrate well with secondary resources, such as the Human Connectome Project [14], and the UK Biobank brain imaging project [15], as well as local efforts such as the Personalized Parkinson Project [16]. As such, the MR sequences have been tailored to match the sequences of these secondary resources as much as possible. Importantly, the selected imaging measures probe brain structure and function as broadly as possible to enable the widest possible range of research avenues and deliver data with the broadest possible predictive power for mental and physical health. To make this work within the time constraints of 45-minute sessions, we limited the number of repeats of some of the structural MRI acquisitions because they are expected to exhibit little dynamic variation within the one year time period of interest.

The neuroimaging data are acquired with two nearly identical 3T MR scanners: a Siemens Prisma and a Siemens Prismafit. Prior to data collection, participants are randomly assigned to one of these scanners and all MR measurements across all MR sessions (i.e. lab visits) are collected using the assigned equipment. All MR sessions include the following scans: an anatomical MRI scan (T1w 3D MPRAGE); a 10-minute resting-state functional MRI (rfMRI) scan; a 4.5-minute movie functional MRI (mfMRI) scan and approximately two minutes of auxiliary scans (e.g., scout, field map, single-band reference EPIs). In addition to these repeated scans, we acquire in each session either a high-resolution T1w 3D MP2RAGE anatomical scan for quantitative T1 and cortical myelin mapping, a high-resolution multi-echo gradient echo T2\* weighted sequence for the identification and quantification of iron deposition using Quantitative Susceptibility Mapping (QSM), and a diffusion weighted imaging (DWI) scan to enable structural connectivity characterizations and white matter microstructural tissue modelling. In addition to the MR scans, each participant undergoes a fifteen-minute practice session in the mock scanner prior to the first MR session so as to acquaint themselves with the scanner environment and learn how to minimize head movements.

The T1w MPRAGE scans allow for normalization to a template brain, as well as accurate identification of cortical and sub-cortical grey-matter, which is crucial for many anatomical (e.g. voxel-based morphometry, identification of anatomical pathologies) and functional brain imaging studies (e.g. for accurate surface-based registration procedures or to create a model of the cortical sheet that can be inflated to reveal the spatial layout of functional activation patterns that would be difficult to discern). Repeated scans further enable tracking various morphometric and tissue characterizations over time.

The rfMRI data allows for characterizing functional connectivity in the brain as well as for delineating functional brain regions. It relies on measurements of spontaneous fluctuations in brain activity that occur when participants are at rest, and can be applied with the same relative ease as structural MRI. Being a measure of function, it is expected that the rfMRI data will be more sensitive to subtle inter-individual variations in behavior and lifestyle across time. By combining the rfMRI data with the structural MRI measurements it is further possible to obtain individualized delineations of more than 150 distinct functional brain areas [17]. The rfMRI scan involves a version of the multiband accelerated EPI sequence that has also been used in the Human Connectome Project [14] and the UK Biobank brain imaging study [15] and is considered to be the current state-of-the-art in rfMRI data acquisition. In addition to exceptional data quality, its main benefit concerns the high temporal resolution to adequately sample nuisance signal components like cardiac and respiratory responses, which can thereby be identified and removed from the data. Directly after the rfMRI scan, participants fill out a modified version of the Amsterdam Resting-State Questionnaire (ARSQ [18]) to gauge the participant’s resting-state cognition along dimensions of discontinuity of mind, theory of mind, self, planning, sleepiness, comfort, and somatic awareness.

During the mfMRI scan, participants watch and listen to movie clips, which engages a range of neural systems, from low level sensory areas to those involved in more abstract higher-level functions such as language and emotion processing [19]. Three 1.5-minute movie clips—one about climate change, one about immigration, and one about health care—are shown during each 5-minute session in pseudorandomized order determined prior to the first lab visit. During each lab visit, each movie clip is shown once with one of three possible aurally presented narratives: blame framing, threat framing and neutral framing. The mfMRI scans will use the same multiband accelerated imaging protocols as the rfMRI scans.

The T1w 3D MP2RAGE scan [20] complements the more common MPRAGE sequence described above. While the standard MPRAGE scan offers excellent T1-weighted contrast between the brain’s grey matter, white matter, and cerebral spinal fluid in a time-efficient manner, it does not provide the quantitative information needed for, for instance, myelin mapping. Myelin is an insulating, fatty sheet surrounding nerve fibers that acts to speed up signal processing in the brain and the loss of myelin can cause various problems due to the slowing of nerve impulses and ‘short-circuiting’. By including the T1w MP2RAGE scan, it will be possible to study how regional myelination levels are related to the health of functions those neural pathways subserve. In addition, some of the brain’s functional areas can be better defined using myelin maps, adding to the quality of ensuing functional parcellation and functional connectivity analysis.

QSM refers to post-processed susceptibility-weighted MR images, which can be used to map iron deposition in the brain [21]. Iron is vitally important in many aspects of normal brain functions through its role in the synthesis of adenosine triphosphate (ATP) in mitochondria as well as myelin. Excessive iron accumulation, however, leads to neurodegeneration and cognitive decline. Iron deposition in the brain is therefore expected to be an important marker for healthy brain function which can be probed by the inclusion of QSM as one of the MR measures.

Diffusion MRI (dMRI) enables deriving estimates of local tissue microstructure and tracing long range white matter pathways. As for the rfMRI data, the dMRI are collected with state-of-the-art multiband accelerated imaging to substantially reduce the acquisition time without signal-to-noise ratio and resolution trade-offs or a loss in the number of voxel-wise diffusion data points (more diffusion data points yield increased accuracy in estimating white-matter fiber orientations). As in the UK Biobank, this allows for advanced model fitting of microstructural parameters that would not have been possible under the present time constraints with less advanced previous technology [15]. Examples of dMRI modeling outputs are: FA (fractional anisotropy), MD (mean diffusivity), MO (tensor mode), ICVF (intra-cellular volume fraction), ISOVF (isotropic or free water volume fraction) and OD (orientation dispersion index). These measures can then be quantified for individual white matter tracts, which can also be defined using the dMRI data and by themselves additionally offer structural connectivity information.

**4 Lab visit: physiological assessments**

**4.1 Body composition**

Height, weight, waist and hip circumference are measured using standard procedures. Body fat, fat weight, total body water, skeletal muscle mass, body fat mass index, and fat free mass index is determined using multiple-frequency bioelectrical impedance spectroscopy (Multi-Scan 5000, Bodystat Ltd., UK) [22]. After a three-minute rest, participants are measured in supine position with the limbs slightly abducted. Four skin electrodes are attached to the body: two at the dorsal sight of the right hand at the metacarpals and wrist and two at the right foot at the metatarsals and ankle. Bioelectrical impedance is measured by passing a mild electrical current (800uA) across a range of frequencies (5-500Hz).

**4.2 Blood pressure**

Blood pressure is assessed by an automated blood pressure cuff (Dinamap Carescape V100, GE Healthcare, Finland) at the left upper arm in sitting position [23].

* 1. **Physical activity**

The Åstrand-Rhyming test is used as a submaximal cycling test to estimate physical fitness, expressed as estimated maximal oxygen consumption [24]. In short, participants perform a six-minute cycling test, preceded by a two to three-minute warm-up phase. During warming-up, workload is gradually increased to ensure that heart rate maintained at a stable level between 120 and 150 b/min during the fifth and sixth minute of the cycling test. Based on gender, workload, weight, and heart rate at minute five and six maximal oxygen consumption can be estimated. Heart rate is monitored continuously during testing by Ergoline heart rate monitors (Ergoline, Bitz, Germany).

* 1. **Acute challenge**

To capture short-term physiological dynamics, participants undergo an acute challenge, the cold pressor test, in which they are instructed to submerge their hand to the wrist for up to three minutes into cold water (one to four degrees Celsius).

First, non-invasive ultrasound is used to measure carotid artery reactivity (CAR%). Resting and peak carotid artery diameters during cold pressor test are measured and result in CAR% as relative change from baseline [25]. CAR% has strong similarity with coronary artery reactivity and has prognostic value for future cardiovascular events [26, 27]. Second, to systematically capture how the individual’s stress system responds to (and recovers from) an acute challenge, saliva samples for cortisol are collected before, immediately after and twenty minutes after the test to capture the short-term dynamics of the stress response [9]. To ensure a robust stress-induced increase in salivary cortisol, social evaluation is required [9]. Therefore, the participant is told that facial expressions are analyzed by a video recording. Also, heart rate and subjective stress is assessed. Third, to assess subjective pain levels, participants rate their pain using a visual analogue scale [28, 29] immediately after withdrawal of their hand from the water. To assess objective pain levels, pressure pain thresholds are determined before and after the test. The QST-3 device (JNI Biomedical ApS, Larup, Denmark) is used to measure electrical pain thresholds (EPTs) on the non-dominant lower arm [30]. Measurement location is sixteen centimeters and twelve centimeters from the processus syloideus ulnae. Two measurements are performed and thresholds are assessed and expressed in milli-Ampere. The electrical pain tolerance threshold (EPTT) is determined when the current is as high as the participant can tolerate.

1. **Lab visit: cognitive, affective, and behavioral assessments**

The tasks described in this chapter are performed in a cubicle. All visual stimuli are generated with the Psychophysics Toolbox (Brainard, 1997) for MATLAB (MathWorks, Natick, MA) and are displayed on a 24-inch flat-panel display (Benq XL2420T, resolution: 1,920 x 1,080, refresh rate: 60 Hz). Participants view the stimuli from a distance of 53 cm in a dimly lit room. In case additional equipment is used, it is described below.

**5.1 Cognitive assessments**

**5.1.1 Foraging task**

In one class of decision problems, choice options are presented not simultaneously, but serially. For these decision problems, the decision is between sticking with the current option—or to move on, in search for a better one. To assess how people make such decisions, we use the foraging task that was previously described in Constantino *et al*. [31]. This task is introduced to the participants as a tree-harvesting task. Specifically, on each trial of this task, participants are exposed to an apple tree. On every trial of this task, participants can either harvest the tree, or travel to the next tree. If participants choose to harvest, they incur a short harvest time delay (the harvest time) and they earn a number of apples. With every time participants harvest the same tree, the tree returns exponentially less apples. If participants choose to travel to the next tree, they incur a longer delay (the travel time) and a new, replenished tree appears. Throughout the task, participants experience two different foraging environments. One foraging environment is characterized by a long travel time; the other foraging environment is characterized by a short travel time. Participants visit each foraging environment twice, for six minutes per visit, in an ABAB or BABA order. Each foraging environment has a separate, distinct background color, so that participants can easily distinguish them from one another.

Our task is identical to the one described in Constantino *et al*. [31], except for three changes. First, we use different timing parameters (harvest time is three seconds; travel time is nine seconds or four seconds, depending on the foraging environment). Second, we use instructions that (a) are slightly abridged and (b) are translated into Dutch. Third, at the end of the session, we convert apples to a monetary reward at a rate of 0.0025 euro per apple.

**5.1.2 Serial random-dot motion discrimination task**

We use a random dot motion discrimination task [32, 33] to quantify choice history biases during perceptual decision-making. Random dot kinematograms consist of 770 white dots on a black screen, presented within a circular aperture (12° radius). The dot density is 1.7 dots/deg2. The entire population of dots is split into “signal dots” and “noise dots”. The signal dots move either upward or downward with a velocity of 11.5°/s. The noise dots change position randomly from frame to frame. The percentage of signal dots defines the motion coherence. On each trial, three different sequences of dot motion (at the same coherence and direction) are presented in an interleaved fashion, making the effective speed of signal dots 3.83°/s. Signal dots leaving the aperture are redrawn on the opposite side. Across trials, three different levels of motion coherence (10, 30 and 90%) are presented in pseudo-random order. Participants are instructed to fixate their gaze on a central red fixation target (0.3° radius; combination of bulls eye and cross hair [34]) and judge the net motion direction (up vs. down). Random dot kinematograms are presented for 750 milliseconds (ms), followed by a delay of 250 ms, after which two up- and downward pointing arrows appeared left and right of fixation. These arrows indicate the mapping between perceptual choices (“up” vs. “down” motion direction) and motor responses (left vs. right button press). This choice-response mapping is varied randomly from trial to trial, thereby decoupling perceptual choices from motor responses. Participants have three seconds to give a response, and receive auditory feedback about correct (an 880 Hz tone of 150 ms), incorrect (a 200 Hz tone of 150 ms) and timed-out responses (a 200 Hz tone of 300 ms). The next trial starts after a variable inter-trial interval of 0.75 to 1.75 seconds. Participants perform 48 practice trials, after which they complete two main task blocks of 181 trials each. Participants view the stimuli from a distance of 53 cm in a dimly lit room, resting their head on a table-mounted chin rest.

**5.1.3 Reward-driven reach-adaptation task**

We follow the closed loop reinforcement paradigm described in Therrien *et al*. [35] However, our participants are exposed to 40 baseline trials, 270 adaptation trials (Therrien 320 trials) and 50 retention trials (Therrien 100 trials). Furthermore, reward is indicated as a target exploding into fireworks, instead of turning green.

**5.1.4 Paired associate memory task**

To measure episodic memory, we use a two-alternative forced-choice paired associate memory (PAM) task in which unfamiliar faces had to be associated with verbal labels (Figure 2). Facial stimuli with neutral expressions were taken from the modified Facial Expressions for Brain Activation database (https://faces.mpdl.mpg.de/imeji/). The verbal labels are Dutch-language gender-neutral roles (e.g., a profession or hobby), such as “doctor”, “witness”, “judge”, “student” or “swimmer”. The task starts with an encoding phase, followed by a short-term recognition test immediately following the encoding phase and a long-term recognition test after a twenty to thirty-minute delay (filled with other non-memory tasks).

In the encoding phase, participants are instructed to memorize the combination of face and role (intentional encoding). Sixty faces (thirty men) were subsequently presented (2,000 ms each) in the middle of the computer screen with the verbal label presented in lowercase Arial font below the face. For the short-term recognition phase, fifteen of the previously presented faces are shown again, with two verbal labels (i.e., the target label and a distractor that is presented during encoding with a different face) presented at the left and right bottom of the screen (location of target label is randomly assigned). Participants are instructed to indicate the label that was associated with the face during encoding by pressing the left or right arrow key. For the long-term recognition phase, fifteen other previously presented faces are shown, with again the target label and a distractor label (not used as either target or distractor in the short-term recall test) presented at the left and right bottom of the screen. Again, participants have to select the correct labels by pressing the arrow keys. During the recognition tests faces and labels disappear at button press or after five seconds if no button press occurs. Outcome measures are the number of correct responses (hits) in the short and long-term tests (max=15). For measurement two and three, parallel versions were developed with new faces and labels to avoid material-specific learning effects.



Figure 2. Schematic overview of the paired associate memory task.

**5.1.5 Tower of London**

We use a computerized version of the Tower of London task [36, 37] to assess planning ability. Participants are presented with a starting array of three different colored, same-sized balls and are requested to move the balls one-by-one, with as little moves as possible to a predefined goal array. After being familiarized with the task with an example trial, participants complete three trials that vary in the number of minimum moves (6, 7 and 8). If participants need more moves than a certain maximum (30, 35 and 40), the trial is discontinued, and the next trial presented. Dependent measures are mean number of moves and mean number of time.

**5.2 Affective assessments**

**5.2.1 Contextual fear generalization task**

We use a computerized contextual fear conditioning task to assess fear memory development and generalization. The design of the task capitalized on the idea that contexts serve to disambiguate the meaning of central cues. Given the central role contexts play in the interpretation of a wide variety of stimuli surrounding us, it is believed that alterations in contextual processing may pose an important vulnerability for the development of anxiety [38], contributing to exacerbated fear generalization. The paradigm is based on previous studies using a similar design [39, 40]. For the threat condition, presentation of the conditioned stimulus (CS) in one specific context (background picture) predicts the occurrence of the unconditioned stimulus (US; shock). In another context, the same CS is not followed by the US (safe condition). During the unreinforced generalization phase, these two conditions are alternated with presentation of the CS in a new, and thereby ambiguous, context, enabling us to assess generalization across context (generalization condition). Modulation of defensive responses (startle eye-blink) by threat-imminence is assessed during CS presentation relative to inter-trial intervals (ITI). Standard differential conditioning could be assessed by comparing startle reactions during the CS in threat versus safe context.

In detail, a total of three different background images (i.e., contexts) is used, all depicting offices. Assignment of these images to either the threat, safe, or generalization condition is counterbalanced across participants. In the experiment only one CS is used, a picture of a standing man in a casual-chic office suit. Any given trial during the experiment consists of the same build-up, starting with an ITI that takes a variable 10 ± 1 seconds. Then the context appears together with the CS for five seconds and the startle probe (50 ms – white noise - +/- 105dB) is always presented at 4.5 seconds. When applicable, the shock is presented at CS offset. Upon disappearance of the CS the context is visible for its remaining duration.

The procedure consists of several phases. Before the start of the task, electric shocks are set to an unpleasant but not painful level with a standardized work-up procedure which consists of five electrical shocks of variable intensities that are rated on their unpleasantness (adapted from Klumpers *et al*. [41]). Next, participants are instructed that they will see foreground and background pictures, and that their task is to predict when a shock will occur. The task starts out with a probe habituation phase to the startle probes (noise alone, NA), in order to reduce possible initial reactivity of blink responding. In total four startle probes are presented, with an inter-probe interval of nine, eleven, or thirteen seconds. Then, the context habituation phase commenced, which was designed to familiarize participants with all contexts (presented without the CS) and to exclude the possibility that conditioned responses to the generalization context presented later in the test phase could be explained by mere novelty effects. Also, one NA probe is presented. Afterwards, the actual acquisition phase commences. During this phase, a total of twelve threat trials and twelve safe trials is presented. The CS in the threat context is reinforced with shock ten times, the two unreinforced trials are fixed to the third and the seventh trial to keep learning rates comparable across participants. After sixteen trials (i.e., at two thirds of the phase) another break was implemented, followed by the remainder of acquisition. During the ensuing generalization test, again four threat and four safe trails are presented, intermixed with four generalization trials. None of these trials are reinforced. During the generalization trials, the same CS is presented but against a new background context. As such, the interpretation of the CS-context combination in terms of shock reinforcement is ambiguous. The generalization test phase always starts with the generalization trial, followed by a safe and threat trial, in order to obtain a clean primary response on generalization that will be comparable across participants.

Presentation of all the stimuli in the experiment is semi-randomized. For acquisition, safe and threat trials are shuffled in blocks of two and in later phases the safe, threat and generalization trials are shuffled in blocks of three. Consequently, no more than two of the same trials will follow-up on each other. Startle probes are presented during all CS images. A context probe is presented randomly every two trials of each threat type. ITI probes are presented randomly every four trials of each threat type. In summary, every four trials (or six during the test phases) two safe and two threat trials, one context safe probe and one context threat probe, and one ITI probe is presented.

At the end of the task, we assess subjective aversiveness of the shocks and startle probes and verify contingency awareness by asking participants to identify the combination of CS and context that predicted shock during the first part of the experiment. The latter involves a forced choice procedure showing all three contexts. Finally, avoidance tendencies for each of the contexts is assessed by asking participants to indicate whether they will choose to again see each context/cs combination. To stimulate approach/avoidance conflicts and model mixed outcome prospects under which maladaptive avoidance occurs [42, 43], we ask participants whether they will view each picture if they will receive a small (0.10 euro) or larger (0.50 euro) monetary reward.

* + 1. **Emotion regulation task**

To measure the capacity for self-regulation of emotion toward a more positive state, we use an adapted version of the situation-focused reappraisal task [44]. Participants see either a positive, negative, or a neutral picture, which they either have to reappraise or view. To increase a more positive state, participants are instructed to either focus on the positive aspects of the situation or to imagine a (more) positive outcome. Success of emotion regulation is assessed using modification of the eye-blink startle reflex, and using self-report of subjective emotional experience.

The task starts with psychoeducation on emotion regulation and a practice run of the task. Each trial begins with a one-second presentation of a strategy cue (‘reinterpret positively’ or ‘view’) followed by a six-second presentation of a picture. A 100-dB, 50-ms burst of white noise is used as a startle probe. The probe is administered through headphones and is presented randomly between three and five seconds posttrial onset on each trial. Picture offset is followed by a self-assessment manikin scale of four seconds, on which participants indicate how happy they felt while watching the picture on a scale from zero (very happy) to nine (very unhappy) [45]. Each trial ends with the presentation of a black fixation cross (for one second). The task consists of thirty trials: six ‘reappraise’ and six ‘view’ trials for both negative and positive pictures; six ‘view’ trials for neutral pictures.

For the three repeated measurements, we created a different set of pictures based on the EmoPicS [46] and IAPS [45] picture sets. We excluded erotic pictures and pictures containing nonsocial situations. Pictures with high valence (> 6.5) and high arousal are used as positive pictures, pictures with low valence (< 3.5) and high arousal (> 4) are used as negative pictures. Pictures with moderate valence (4.5 – 5.5) and low arousal (< 2.5) are used as neutral pictures. No pictures are used more than once.

The startle response to the probe is measured via electromyography (EMG) of the orbicularis oculi muscle using Ag/AgCl electrodes.

* + 1. **Self-referent encoding task**

A computerized version of the self-referent encoding task (SRET; [47, 48]) is used at each assessment (i.e. three times) to assess memory bias. The SRET consists of an encoding phase and a recall phase. During the encoding phase, twelve positive and twelve negative self-descriptive adjectives are individually presented on a computer screen. An exclamation mark precedes the presentation of the next word. No more than two words of the same valence are presented sequentially. The participants are instructed to press the ‘j’ key (‘ja’ being Dutch for ‘yes’) on the keyboard if the word described them, and the ‘n’ key if the word is not self-descriptive. Per study visit, a unique set of twelve positive and twelve negative words is selected form the in total 72-item word list, hence each participant sees each word only once. The order of presentation (across and within test sessions) differs between participants. After a brief distraction task (the paired associate memory task; Chapter 5.1.4), a free recall phase follows in which participants are asked to type in (within 3 minutes) all words they remember from the encoding phase within three minutes. Guessing is stimulated.

Spelling errors are permitted. A negative memory bias index is calculated by dividing the number of negative words endorsed as self-descriptive and subsequently correctly recalled by the total number of words endorsed and recalled [49].

The SRET is generally used as a one-time measure of memory bias. Due to our longitudinal design, we adapted the SRET for repeated testing. To have enough words available for three test sessions, word sets from different memory bias studies [50-52] were combined. The other adaptation was the overt instructions with regard to the purpose of the task. During the encoding phase, participants are informed that a recall phase will follow. Most studies implement an incidental learning phase, but directed instructions have been previously used with success [51].

* + 1. **Stimulus-response compatibility task**

The stimulus-response compatibility (SRC) task is used to measure an alcohol approach bias. The design of this task is based on a similar task used in previous studies [53, 54]. The task includes two picture categories, i.e., alcohol pictures and soda pictures, displaying human interaction while drinking either alcoholic or soda beverages respectively. Twenty pictures are included for each category. Pictures from both categories are matched on the number of people present, the gender of the people in the picture, as well as the social setting (e.g., dining table, bar, or couch). People displayed on the pictures have the same age range as our participant sample (30-39 years old). Beverages displayed on the picture include different types of beers and wines as well as different types of soda consumptions.

The task starts with sixteen practice trials. Each trial starts with a fixation-cross displayed for 1,000 ms, followed by a 2,000 ms presentation of the picture presented with a manikin randomly positioned above or below the picture. Responses are given by pressing the “up” and “down” keyboard buttons, moving the manikin in that direction. After incorrect responses, a red cross is presented on the screen for 2,000 ms. During the “approach alcohol” block participants are instructed to approach the pictures that depict alcohol and to avoid the pictures depicting soda. During the “avoid alcohol” block the instructions are reversed. All pictures are presented once within a block, resulting in forty trials per block (eigthy trials total). The order of blocks (“approach alcohol” versus “avoid alcohol”) is counterbalanced. For both alcohol and soda pictures, a separate approach bias score is calculated by subtracting the mean reaction time in the avoid block from that in the approach block resulting in a separate alcohol and soda approach bias scores.

**5.3 Behavioral measurements**

**5.3.1 Columbia card task**

We use the hot and cold versions of the Columbia card task (CCT) as described in Figner and Weber [55]. In the CCT, each game round starts with 32 cards shown from the back. On top of the screen, information is presented about the loss amount, the gain amount, and the number of loss cards in the current game round [56]. In addition, the current round score is presented (each new game round starts with a score of zero). In the hot CCT, when a participant clicks on a card, it is turned over, revealing whether it is a gain card or a loss card. Turning over a gain card adds the stated gain amount to the current total score. Turning over a loss card ends the current game round and subtracts the stated loss amount from the current total score. Participants can turn over additional cards until they decide to stop (because it is getting too risky) or until they turn over a loss card. Across the 24 game rounds, the number of loss cards (1 or 3 out of the 32 cards), the gain amount (10 or 30 cents per gain card), and the loss amount (250 or 750) are varied according to a full factorial design with each of the two times two times two combinations presented three times (once in each block eight trials). The cold CCT is identical to the hot CCT, except that participants do not make decisions in a stepwise manner by clicking on one card after the other, but instead, they indicate how many cards they want to turn over in a game round by clicking one of the buttons labeled 0 to 32 on top of the screen. In the cold CCT, no feedback about the outcomes of their decisions is given until all 24 game rounds have been finished. After the CCT, a series of questionnaire items are presented, including questions about how participants made their decisions, and including the need-for-arousal scale [56]. The main variable of interest in the CCT is the number of cards turned over per game round as an indicator of risk taking, and how the risk-taking levels differ as a function of the gain amount, loss amount, and loss probability (i.e., number of loss cards).

**5.3.2 Food auction task**

**Auction.** Participants are asked to bid on 24 experimental food items (six savory processed snacks; six sweet processed snacks; six fruit snacks; six vegetable snacks) using the Becker-DeGroot-Marschak (BDM) willingness to pay (WTP) procedure [57] as implemented by Veling *et al*. [58]. Four filler items are also included. Participants are given two euro and are informed they will be able to purchase one of the food items they have bid on for actual consumption at the end of the experiment. Participants indicate their bids by using a zero to two euro slider at the bottom of the screen. The entirety of the auction was self-paced, and the next item only appears after a successful bid. At the end of the experiment, the computer program picks one filler item auction trial and generates a random bid. If the computer's bid is less than the bid of the participant, then the participant purchases the snack for the computer's bid.

**Food choice.** In the subsequent choice task (adapted from Schonberg *et al*. [59]), participants are presented with two food items left and right of a central fixation cross. They are asked to choose one of the items (by pressing either the U (left) or I (right) keyboard button) within 2,500 ms of stimulus onset. After choice, a yellow frame appears around the item for 1,000 ms as confirmation. The intertrial interval varied from 1 to 1.5 s in steps of 100 ms. Participants are informed that one of the trials will be selected and they will receive the snack they chose on the selected trial for actual consumption. If participants do not respond within the time window a text would appear on the screen prompting them to choose faster. Those trials will be repeated later.

The task consists of 96 trials with experimental items. Participants receive six choices between two items within one of four different categories (savory; sweet; fruit; vegetable). Choice pairs are constructed based on the ranking in the auction (one vs four; two vs five; three vs six) and presented two times with position counterbalanced (total of 24 choice trials; validation trials). Participants receive a total of 72 choices between a food item from one category and similarly ranked food item (auction) of another category (one vs one; two vs two; three vs three; four vs four; five vs five; six vs six; presented two times with position counterbalanced). Trial presentation is random. Two filler choices are added with the filler food items (a fruit vs a sweet snack; a vegetable vs a savory snack) and one of these is randomly selected and the choice a participant made on that trial is rewarded.

1. **Lab visit: sensory tests**

**6.1 Vision**

Firstly, participants perform the Pelli Robson test. In this test the contrast sensitivity is measured by identifying letters on a card. These are black letters printed on a white background. The letters are printed with decreasing contrast. The score equals the number of correctly read letters. The letter series are grouped in a series of three (triplet), with two series per line. Letters in the same series have the same contrast. The score equals the number of correctly read letters. Secondly, participants perform the Early Treatment Diabetic Retinopathy Study (ETDRS), which is a test to measure visual acuity. Thirdly, participants perform the Ishihara charts test. This test indicates whether someone is color blind and to what extent. The test consists of eleven colored pictures. Each picture consists of a circle of dots. The collection of dots form a number that is visible to people with normal color vision and is invisible or difficult to see for people with a red-green color blindness.

**6.2 Hearing**

Participants’ hearing is measured with a hearing check screener device (Draft, Siemens, Germany)

This device is used to quickly and easily test hearing by playing back acoustic signals with a specific volume and in a specific order.

1. **Post-visit online assessments**

**7.1 Decision-making**

In the online decision-making experiments, the participants make allocation decisions in (risky) economic environments. Some tasks consider hypothetical decisions while in other tasks, the participants’ decisions lead to monetary consequences depending on their performance in the tasks. While some tasks are individual decision-making tasks with monetary consequences for the participant only, other tasks also have monetary consequences for other participants. In such tasks, the program randomly matches several participants in pairs or groups. Participants are not matched twice throughout the task (e.g., “Note that the participant who is matched with you in the following task, will not be matched with you in any other part of the experiment”). Prior to each task, a message is displayed that indicates whether a task has a chance to be paid out or not. Only a small fraction of tasks will be chosen for payment which is unknown to the participants (Chapter 7.1.7).

**7.1.1 Trust game**

The trust game has a long history in experimental economics with over 150 publications. The current implementation is in line with Hergueux and Jacquemet [60] who apply the setting to an online environment. Participants A and B receive a monetary endowment *E.* Participant A transfers an amount *X ≤ E* to participant B. This amount is tripled and added to the endowment of participant B. Participant B is not willing to lose money by sending *Y > 0*. However, the social optimum is *X = E* as *2E* can be achieved in addition. Each participant takes the role of A and B in the first and sixth game in a chain of task. Measurement: The amount sent *(X)* measures ‘trust’ while the amount returned measures ‘trustworthiness’ (usually the return ratio *Y / X* or the return of investment *(Y – X) / X*. For the implementation of participant B’s decision, we apply the strategy elicitation method which requests participant B to state the amount to return for every possible amount transferred from participant A. Incentives: Participant A earns *E – X + Y* and participant B earns *E + 3X – Y* with the endowment *E* being five euro.

**7.1.2 Equality equivalence test**

The Equality-equivalence test (EET) is a method for eliciting social preferences in a two-person context (income self vs income other) introduced by Kerschbamer [61] and implemented in an online environment in Kerschbamer and Müller [62]. The measure provides a distinction between nine archetypes of social preferences (spiteful, kick-down, equality averse, envious, selfish, kiss-up, inequality averse, maximin, altruistic). It gives rise to a simple technique that discriminates between the nine archetypes according to core features of preferences rather than properties of specific modeling variants or functional forms. The basic version of the EET exposes participants to two choice lists, one located in the domain of disadvantageous inequality and the other located in the domain of advantageous inequality. The switching points chosen in the choice list construct an index to measure the pro-sociality of the participant separately for each domain. Both scores have in common that a positive (negative) score stands for benevolence (malevolence) and that a higher score means ‘more benevolent’. Kerschbamer explains the measurement and the theoretical background in detail [61]. The online implementation in the HBS follows Kerschbamer and Müller [62].

**7.1.3 Higher-order risk preference task**

In the literature (among other disciplines) on economic or financial decision-making under risk, the focus has generally been on the impact of first order risk attitudes, i.e. whether people are risk averse, risk-neutral, or risk-seeking. However, many decisions also depend on higher-order risk attitudes. This task measures first-order risk preferences (risk aversion), second-order risk preferences (prudence), and third-order risk preferences (temperance). Prudence implies precautionary saving: greater savings in response to an increase in background risk. Temperance implies less risky investment in the presence of greater background risk. Thus, in the presence of future income risk, participants who are prudent and temperate save more, but invest fewer of these savings in risky assets, than those who are neither prudent nor temperate [63].

Measures of prudence and temperance are model-free, in the sense that they do not require auxiliary assumptions about how probabilities enter decisions, such as the expected utility hypothesis. The implementation of the measurement in an online environment is explained in Noussair *et al*. [63]. Participants make lottery choices between two (compound) lotteries. A risk-averse participant typically picks the safe outcome. To measure prudence, participants choose between lottery L in which a zero-mean risk occurs in the high wealth state and lottery R in which a zero-mean risk occurs in the low wealth state. A prudent participant typically picks lottery L over lottery R, accepting additional risk in the state of high wealth. To measure temperance, participants choose between lottery A in which a zero-mean risk occurs in each of two similar wealth states and lottery B in which two zero-mean risks occur in one of two similar wealth states. A temperate participant typically picks lottery A over lottery B to disaggregate the two risks. The participants make fifteen choices in total to measure the three different orders (five choices per order). Each participant’s measure of risk aversion is the number of safe choices (zero to five), each participant’s measure of prudence is the number of prudent choices (zero to five), and each participant’s measure of temperance is the number of temperate choices (zero to five). In this task, we do not apply monetary incentives since Noussair *et al*. [63] found no difference between real and hypothetical decisions.

**7.1.4 Time preferences**

The implementation to measure time preferences (or patience) follows Falk *et al*. [64]. The participants face a series of five interdependent hypothetical binary choices between immediate and delayed financial rewards (termed ‘staircase’ procedure): “Suppose you were given a choice between receiving a payment today or a payment in one year. We will now provide five situations. The payment today is the same in each of these situations. The payment in one year is different in every situation. For each of these situations, we would like to know whether you want the payment today or in one year. Please consider the following: Would you rather receive 100 euro today or $x$ euro in one year?” Falk *et al*. provide the sequence of questions in their appendix [64]. The participant receives a patient score that can range from 1 (impatient) to 32 (very patient). The former says that the participant would prefer 100 euro today than 215 euro in twelve months, while the latter says that the participant would prefer 103 euro in twelve months than 100 euro today. The HBS makes use of the hypothetical setup as immediate payments are not possible for this online experiment.

**7.1.5 Public good game**

The public good game considers a social dilemma situation to measure altruism and conditional reciprocity in a group. The implementation in HBS is in line with Hergueux and Jacquemet [60] who apply the setting to an online environment. Four participants form a group endowed with ten euro *(E)* per person. In one decision (unconditional), each participant decides on how much of the endowment to contribute to a public good *(Ci ≤ E)*. The amount contributed is subsequently multiplied by 1.6 and equally shared among the participants in the group. As the participant can keep the remaining amount, the payment equals 10 - *Ci + 1.6 x ∑jCj* for each participant. This scenario is a social dilemma as each euro contributed yields a return of 0.4 euro while the kept amount yields one euro. Hence, free riding and hoping for others to invest is the selfish solution, even though contributing the entire amount *Ci =* E yields the social optimum. In a second decision (conditional), each participant provides their intended contribution *(Ci(∑j≠iCj)* for each possible average contribution of the three members in the group (ranging from 0 to 5 euro with 0.50 euro increments). One of the two decisions is randomly drawn to be paid out. The unconditional contribution measures the ‘unconditional altruism’, that is, higher contributions relate to a higher willingness to cooperate. The conditional contribution measures ‘conditional altruism’, which quantifies how the participants react to the decisions of others.

**7.1.6 Ambiguity**

Using a matching probability approach, we measure ambiguity aversion via a-sensitivity (ambiguity –generated likelihood insensitivity). A-insensitivity reinforces risk seeking for long shots; as a result, people overweigh extreme events, both favorable and unfavorable. Such individuals are oversensitive to signals affecting the tails of distributions. Similarly, it undervalues preventive measures that reduce uncertainty without eliminating it, while overvaluing the complete elimination of uncertainty.

The implementation of the measurement in an online environment is explained in Dimmock *et al*. [65]. The participants choose between two urns, urn K (Known) and urn U (Unknown). Each urn contains yellow and purple balls. In urn K, the participants learn the probability distribution (e.g., ten yellow and then purple balls). In urn U, the probability distribution is unknown (U, unknown distribution of yellow and purple balls). One color is the winning color, such that drawing the winning color from the chosen urn earns a fixed monetary amount. In the example, the objective probability of drawing the winning color in both urns is 50%. When participants assign a lower subjective probability to draw a yellow ball from urn U than from urn K, they are ambiguity averse. When they assign a similar subjective probability, they are ambiguity neutral. When they assign a higher subjective probability, they are ambiguity seeking. The measurement aims to elicit the subjective probabilities assigned to the urn with unknown probabilities using a bisection procedure. Over a sequence of choices, the probabilities are automatically adjusted for urn K until the participant indicates to be indifferent between urn K and urn U. For example, when a participant is indifferent between making the draw from urn K with 40% chance for the winning color and urn U still with unknown probability, then the participant assigns a 40% winning chance to urn U as well. The more ambiguity averse a participant is, the lower this ‘matching probability’. In a similar procedure, the urns contain ten balls with up to ten different colors. In two different implementations there exists either one or nine winning colors. As a result, we get three matching probabilities for each participant: m(0.5), m(0.1), and m(0.9) with the probabilities 0.5, 0.1, and 0.9 respectively. More detailed information about the implementation can be found in Dimmock *et al*. [65], in particular in the supplementary material.

These measures assign global ambiguity attitude indexes. A fit $m\left(p\right)=c+sp$ measures each participants’ index of insensitivity ($a=1-s$) and index of ambiguity aversion $(b=1-s-2c)$. The first index measures the elevation of a probability weighting function and the latter the curvature of that weighting function. The local ambiguity aversion measures are just $AA\_{p}=p-m(p)$. If $AA\_{p}>0$, the participants are ambiguity averse; if $AA\_{p}< 0$, the participants are ambiguity seeking (often for nine winning color cases).

Dimmock *et al*. [65] conclude that “measuring ambiguity attitudes for nonacademic subjects, hypothetical choice does not work well, unfortunately.”(p.1369). Hence, the participants earn the outcome of the lottery.

**7.1.7 Incentives**

To determine the payment, we group the participants in clusters of eight participants. Within each cluster, we assign an index number 1-8 for each participant to enable matching between participants within the cluster in unique groups and pairs (public good game: first group participants 1-4, second group 5-8; trust game: pairs 1&5, 2&6, 3&7, 4&8; equality equivalence test: pairs 1&6, 2&7, 3&8, 4&5).

**7.2 Narrative reading**

Participants read three literature stories, written by three different authors (Table 2). The stories are all published stories, written by acclaimed authors. Each story is presented in the language it is originally written in (Dutch). Stories are not shortened or otherwise alternated. The topics of the stories are diverse. Each story involves interactions between two characters, and little change of place, as is typical in short literary narratives.

Table 2: Details of published Dutch stories read by the HBS participants.

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | **Title** | **Author** | **Year of publication** | **Number of words** |
| Story 1 | De invaller (‘The substitute’)  | René Appel | 2003 | 745 |
| Story 2 | Motherhood (‘Motherhood’) | Sanneke van Hassel | 2012 | 1467 |
| Story 3 | De tekening (‘The drawing’)  | Thomas Rosenboom | 2006 | 1287 |

Participants are instructed to read each story as they normally would. The instructions mention that they do not have to pay attention to anything in particular. It is also mentioned that participants will receive several questions about their understanding and reading experience, after reading of the story.

Each participant reads each narrative (within-subjects design). Each narrative is read on a different assessment.

After reading each story, participants answer two multiple choice questions (four answer alternatives) about content of the stories. The questions are about literal content (no interpretation questions), and are mainly included to check whether participants have actually read the story. Next, participants choose one to three words (out of fourteen alternatives) that they think best described the topic of the story. This question is used to investigate how similar participants are in detecting topics of a literary narrative. The response options are fourteen nouns or adjectives. They are the same for all three narratives.

Next, participants fill out the Story World Absorption questionnaire (SWAS) [66]. The SWAS is a validated and often used questionnaire for testing absorption (sometimes called immersion) into a narrative world. We use the original version of the questionnaire as published by Kuijpers *et al*. [66]. The questionnaire consists of eighteen items that together measure overall absorption and can be both conceptually as well as psychometrically be divided into four subscales: emotional engagement, mental imagery, transportation, attention.

To measure appreciation (‘liking’) of the narratives, participants answer a single question measuring overall appreciation (‘How much did you like this story?’, 7-point Likert scale), and the Multivarariate Appreciation Questionnaire (MAQ). This questionnaire has been used before by the authors [67, 68] and was inspired by the work of Knoop *et al*. [69]. In the MAQ, participants indicate how much they believe each of fourteen adjectives is applicable to the story. Examples are ‘sad’, ‘interesting’, ‘moving’, ‘captivating’, ‘funny’. Participants indicate on a 5-point Likert scale how much they find the adjective to be applicable to the narrative they just read. A psychometric analysis shows this test to have high internal validity and to capture at least three different aspects of aesthetic appreciation of narratives (Mak *et al*., under review).

Next, participants indicate how much effort they exerted during reading. They scored on a 7-point Likert scale how sloppy / effortful they read the story compared to their normal reading. Finally, we ask if participants read the story before, and if they think they know who the writer is. If so, they are asked to fill in the writer’s name.

After reading the third story (at the final session in which narrative measurement are taken), participants fill out a seven items questionnaire about their reading habits. This questionnaire asks about the frequency of reading (both fiction and non-fiction), as well as for genre preferences. The questionnaire was developed and used before by the authors [67, 70].

* 1. **Solidarity**

In a vignette study, participants are presented with vignettes (e.g., a short text) in which hypothetical situations are described. Participants are asked to imagine the hypothetical situation and to respond to it. Vignettes typically include a number of variables that are of interest for the study (i.e., the theme of the issue described in the vignette, and the identity of the person/group in the vignette). These variables were varied randomly among the vignettes, and the vignettes are distributed randomly among the participants. This enables us to obtain insight into participants’ responses in systematically varied (social) situations [71, 72], as well as to assess whether the responses to these situations are dependent on participant characteristics. To fully capitalize on the longitudinal nature of the study, participants are presented with a set of four vignettes each at four different measurement points. This longitudinal vignette design moreover allows to assess changes in the responses to hypothetical situations within persons over time, as well as the effect of external factors on these within-person changes.

In the vignette study we assess people’s willingness to support other people in society for four different themes: work, medical ethics, preventive medicine, and politics. Within each of these themes, three characteristics are varied: 1) the identity of the other person/group in the vignette, which is either specified as an (ethnic or religious) outgroup or not specified; 2) the culpability of this person/group in the vignette, which is either specified as something the person/group could have done to prevent the situation, or no culpability mentioned; and 3) the kind of support the participant is willing to offer, reflecting the most common types of public support typically called for. The first two characteristics are included as vignette variables, while the third characteristic is incorporated in the answer categories, where four options are given with different levels of investment required: no support (no investment), signing a petition (low investment), donating money (low or high investment, depending on economic position), coming along to a meeting (high investment). This leads to a universe of four vignettes per theme, amounting to a total of sixteen vignettes (four themes × two (yes/no culpability × two (in/outgroup))). Table 3 shows the elaborated vignettes for each of the four themes and the four responses participants were asked to choose from after each vignette. The exact formulation of the two vignette variables and the four response options vary slightly per theme, such as to correspond to the nature of the issue presented in the theme. This, however, does not necessarily affect comparability between themes, given that the core meaning of the three vignette characteristics is preserved.

We present each participant with four vignettes per measurement point, making sure that each specific combination of vignette characteristics is presented only once. Since we have four measurement points, this means that each participant responds to all sixteen vignettes. Table 3 shows an example of the distribution of the vignettes over four measuring points for one participant. As the table shows, randomization is restricted in the sense that each measuring point should include all four vignette themes as well as all four options of the vignette characteristics. This was done to facilitate longitudinal analysis, as it allows to isolate the effect of vignette characteristics on one hand from potential effects of external factors that happen in between measurement points on the other.

Table 3. Example distribution of vignettes for a participant

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | **Measurement point 1** | **Measurement point 2** | **Measurement point 3** | **Measurement point 4** |
| **Vignette characteristics** |  |  |  |  |
| Culpability |  |  |  |  |
| *Yes* | W (no outgroup) | ME (no outgroup) | PM (no outgroup) | P (no outgroup) |
| *No* | ME (with outgroup) | PM (with outgroup) | P (with outgroup) | W (with outgroup) |
| Identity |  |  |  |  |
| *Ingroup* | PV (with ‘yes’) | P (with ‘no’) | W (with ‘no’) | ME (with ‘no’) |
| *Outgroup* | P (with ‘no’) | W (with ‘yes’) | ME (with ‘yes’) | PM (with ‘yes’) |

*Themes: W=work; ME=medical ethics, PM=preventive medicine; and P=politics*

**8. Individual differences in language skills test battery**

The Individual Differences in Language Skills (IDLaS) test battery is a set of 31 behavioral experiments recently developed by Hintz, McQueen, and Meyer (in preparation). IDLaS assesses Dutch individuals’ linguistic knowledge, general cognitive skills, and linguistic processing skills.

The assessment of IDLaS is divided into four sessions of about one hour each (Table 4 for an overview). Sessions can be completed between 6 am and 10 pm (CET), within a period of two weeks from the start of the first session. Participants complete maximally one session per day. As is common practice in individual differences research, the order of tests (see Table 4) and the order of trials within each test is the same for each participant to minimize potential influences of the test procedure on participants’ performance.

The tests were implemented in Frinex (FRamework for INteractive EXperiments, a programming environment developed by the technical group at the Max Planck Institute for Psycholinguistics) and are conducted via the internet. Specifically, each test was implemented as a web application and run in Electron, a platform-independent application simulating Google Chrome on the participant’s computer. The Electron application takes up the computer’s full screen space and ensures that each participant runs the tests in the same browser. For tests involving the playback or recording of sound, participants use headphones and an integrated or external microphone, respectively.

The materials, design, and procedure of the 31 individual tests are described below. In general, picture and text stimuli (font Calabri 17, font color RGB 0, 102, 102 (green/blue) are presented against a white background. Moreover, if not stated otherwise, auditory stimuli and speech recordings have a sampling rate of 44100 Hz, 16-bit resolution. We used the Dutch Subtlex [73] and prevalence [74] databases to retrieve the stimulus words’ frequency (operationalized as Zipfian frequency, ZipfF) and prevalence, respectively.

Note that the order of the test descriptions below was not the order in which they are administered (see Table 4 for an overview). We first describe the test session-initial questions about well-being, and then the audio test procedure. Then, we describe all tests belonging to the ‘Linguistic experience’ domain, followed by descriptions of all tests belonging to the ‘General cognitive skills’ domain and, finally, we describe all ‘Linguistic processing skills’ tests.

The raw data, including accuracy scores, reaction times and speech recordings, obtained from the 31 tests will be made available to interested researchers. Note that speech recordings will need to be transcribed and/or annotated before conducting further analyses. Similarly, data from tests that involve reaction times need to be pre-processed (treatment of extreme values and outliers, Table 4 for an overview). For these tests, we describe a performance indicator that can be obtained after transcription/annotation or pre-processing. For accuracy-based tests, we provide both the raw (i.e., item-level) data as well as participants’ final scores.

**Well-being questions, audio tests**

Participants begin the first test session byfilling out a questionnaire assessing language background and musical training. After completion of the questionnaire, participants respond to three questions assessing how they slept the night before the test day, how their mood is on the test day, and how they would rate their health, each by selecting the appropriate option from a drop-down menu (options: very good, good, average, bad, very bad). Following the questions about their well-being, in sessions two, three and four, participants complete a test assessing whether their microphone and audio settings are set properly, that is, whether playback and recording of speech work. To that end, participants first name four Dutch words. The recordings of these four words are then played back to them in random order and they indicate via mouse click which of the words they heard. This procedure is repeated until the participant reaches 100% accuracy, and participants are asked to adjust settings if necessary.

**Linguistic experience tests**

**8.1 Stairs4Words**

We use Stairs4Words, a newly developed adaptive test, to assess receptive vocabulary size. On each trial of the test, participants see a word or a non-word foil and indicate whether or not they know the item. They are told that ‘knowing a word’ implies having heard or read the word before, and having at least a general idea of its meaning. Participants are informed that some of the stimuli are made-up non-words and that they thus have to carefully consider whether they know a word or not.

The selection of words and non-words was based on prevalence norms (i.e., norms specifying which proportions of a sample knew the words) provided by Keuleers *et al* [74]. The database by Keuleers *et al*. contains prevalence measures for approximately 54,000 Dutch words. These measures approximate to what extent a given word is known to the whole population. The words were sorted by prevalence and then divided into 53 bands of 1,000 words and one band of 582 words. We selected forty words from each band, amounting to an item bank of 2,160 words covering the entire prevalence range (from words known by > 99% of the sample to words known by < 1% of the sample) in 54 bands. Words were selected to have similar prevalence values across males and females, different age groups, and Belgian and Dutch speakers. Plural forms, past tense forms of verbs, first person singular forms of verbs and English loanwords were not selected. We devised two parallel versions of the test that were identical in structure and task but used different words in each band. That is, the forty words selected from each band were evenly distributed across both versions of the test. The resulting lists were sorted by band and the words within a band were sorted by prevalence, starting with the most prevalent word. The order on the two lists was fixed such that when sampling words from a given band for presentation in the test, words are always sampled in the same order for each participant.

The test begins with the presentation of an easy word, sampled from band 20 (representing words known by > 95% of the norming sample), shown in the center of the screen. Participants respond by mouse-clicking on an ‘I know the word’ (right-hand side) or ‘I don’t know the word’ (left-hand side) button, respectively, positioned under the target word. In case of a positive response (‘I know the word’), the next word item is harder than the previous one (it came from the next higher prevalence band). In case of a negative response (I don’t know the word), participants are presented with another word from the same difficulty band. Non-words are interspersed with the existing words at a ratio of 6:2 (two non-words on six existing words). As for the words, non-words are sampled in the same order from the item bank. Two non-word trials are never presented in succession. Non-words require a negative response (I don’t know the word); a correct rejection also moves the participant to a more difficult band.

This process continues until participants make two successive ‘mistakes’: either (a) indicating twice in a row that they do not know an existing word or (b) indicating that they do not know an existing word and indicating they knew a non-existing word. This ‘fast-track’ part of the test is followed by a ‘fine-tuning’ part using a staircase procedure, as is often used in psychometric testing [75]. The crucial difference to the fast-track, not noticeable to the participants, is that in order to move to a more difficult band of items, they need to respond correctly to four items (three words and a foil) in a row. A single error moves them to a lower band.

The test is untimed and ends after an ‘incorrect’ response (no to an existing word or yes to a non-existing word) occurring after two consecutive oscillations between two adjacent bands. The test also ends when all test words from a given band have been used up such that no test word was available for presentation. In the latter case, the number of the band most frequently visited during the fine-tuning part is the end score. In case the test is terminated after two consecutive oscillations between adjacent bands, the lower number of the two bands is the end score. Participants carry out both test versions and receive two scores. Participant’s performance indicator is the average of both scores.

**8.2 Peabody picture vocabulary test**

We use a digitized version of the Dutch Peabody picture vocabulary test (PPVT [76, 77]) as a second test for assessing receptive vocabulary size. On each trial, participants preview four numbered line drawings on their screen and then hear the probe word. They have to indicate which of the four pictures best corresponded to the meaning of the spoken word by clicking on it. Participants can listen to the probe word as often as they want, but have to listen to it at least once before a response is recorded. The test has seventeen blocks, each consisting of twelve items of roughly the same difficulty. The test starts at block thirteen. Based on their performance (four or fewer errors in block thirteen), participants’ next block is either more difficult (block fourteen) or easier (block twelve) than the entry block. The test terminates when more than eight errors are made within a block that was not the starting block or when a participant reaches the last item of the test. The participant’s performance indicator is the difference between the item number of the last test word and the number of errors participants made.

**8.3 Idiom recognition test**

Participants’ knowledge of Dutch idiomatic expressions is tested using an idiom recognition test. On each trial, the participants are presented with a Dutch idiom, such as ‘tussen de regels door lezen’ (to read between the lines) and a set of four candidate meanings. Participants are presented with an idiom at the top of the screen and four meaning candidates are shown underneath in four quadrants of the screen. The position of the target meaning varies across trials. Both the idiom and the four candidate meanings can be listened to (by mouse-clicking on a loudspeaker icon) to account for the possibility that some idioms are predominantly encountered in the spoken modality and to reduce the influence of reading skill on recognition performance. The performance indicator is the proportion of correctly recognized idioms.

**8.4 Spelling test**

We use a recently designedtest to assess language users’ spelling skills. The test consists of a list of sixty Dutch words whose spelling adult language users often find difficult. These concern for example the correct use of diaeresis (i.e., ‘bacteriën’, bacteria), the use of double consonants in plural forms (‘slimmeriken’, wise guys), and use of ei/ij (diphthong [ɛi], i.e. ‘allerlei’, all kinds). Participants are presented with a list of sixty words, in pseudo-random order, divided into three columns of twenty words each. Half of the test words is spelled incorrectly. The ratio of correctly and incorrectly spelled words is not known to the participants. Participants are instructed to use their mouse to click the boxes next to words they think are spelled incorrectly. The participant’s performance indicator is the proportion correctly categorized misspelled words minus the proportion incorrectly selected words that are spelled correctly.

**8.5 Author recognition test**

We includeda digital version of the Dutch author recognition test [78] to measure literary exposure. Participants are presented with a written list of 132 names, divided into three columns of 44 words each. They have to indicate which of the listed persons are authors (e.g., Roald Dahl, Nicci French). Ninety of the listed persons are authors and 42 are non-author foils. Authors and non-authors are listed in pseudo-random order and the ratio of authors/non-authors is not known to participants. The performance indicator is the proportion of correctly identified authors minus the proportion non-authors wrongly selected.

**8.6 Prescriptive grammar test**

To assess participants’ knowledge of Dutch prescriptive grammar, a recently developed grammaticality judgement test [79] is used. Participants hear spoken sentences and indicate for each of them whether they think it is a correct Dutch sentence. The sentences features five grammatical categories (eight trials per category, 50% correct), which adult native speakers of Dutch often find difficult to use correctly: personal pronouns (‘ze’, they vs. ‘hun’, their; ‘ik’, I vs. ‘mij’, me), comparatives (‘als’, as vs. ‘dan’, than), relative pronouns (‘die’, this vs. ‘dat’, that) and participle formation of complex verbs (e.g., ‘stofzuigen’, to vacuum). Stimuli were recorded in a soundproof booth. Average sentence duration is 4,344 ms (*SD* = 653, range = 3056 - 5901).

 Each trial starts with the presentation of a fixation cross, which coincides with the playback of the spoken sentence. The fixation cross remains in view for the duration of the sentence. Each sentence is presented only once. Participants can respond during or after the presentation of the sentence by mouse-clicking on the appropriate button on the screen (labeled ‘correct’, right-hand position and ‘incorrect’, left-hand position). The mouse-click terminates the trial. The inter-trial interval is 500 ms. The performance indicator is the proportion of correct responses

**General cognitive skills tests: Non-verbal processing speed**

*Auditory reaction time (A-RT) tests.*Two tests tapping response speed to auditory stimuli are used [80]. In both cases, the task is to respond as fast as possible to the onset of an auditory stimulus.

**8.7 Auditory simple reaction time test**

In the simple A-RT test, participants see a fixation cross in the center of the screen. After an interval varying between one and three seconds, a sine tone (550 Hz, 400 ms long) is played. Participants are instructed to press the space bar as soon as they hear the tone, which terminates the trial. After one second, the next trial begins. The simple A-RT test consists of twenty test trials, preceded by eight practice trials. Participants’ mean RT may serve as the performance indicator.

**8.8 Auditory choice reaction time test**

In the choice A-RT test,the task is to respond as quickly as possible to each of two auditory stimuli, presented in pseudo-random order, by pressing the associated button. Participants first see a fixation cross in the center of the screen. After an interval varying between one and three seconds, a low or high sine tone (300 and 800 Hz, respectively, both 400 ms long) is played. Participants press the M-key on their keyboard when they hear the high tone, and the Z-key when they hear the low tone. The inter-trial interval is one second. The choice A-RT test consists of forty experimental trials, which are preceded by sixteen practice trials. Average RT, calculated based on correct responses, may serve as the performance indicator.

**8.9 Letter comparison**

The letter comparison test was adapted from a paper-and-pencil task [81, 82]. We use the computerized version by Huettig and Janse [83]. The participants’ task is to decide whether or not two strings of letters are identical. The first test block featurs pairs of three-letter strings (e.g. TZF) and the second block pairs of six-letter strings (e.g. RNHKTG). Letters are presented in a large monospaced font (Courier New, font size 70). The space between the letter strings in a pair is 300 pixels. Participants are asked to indicate as quickly and accurately as possible whether the two letter strings are the same or different by pressing the Z-key (‘different’) or the M-key (‘same’). To start, there are six three-letter practice trials. Each test block consists of twelve trials containing identical strings and twelve trials with different strings. Each trial starts with the presentation of a fixation cross, which stays on the screen for 600 ms. Subsequently, the two letter strings are presented until a response is made. The next trial begins after one second. Response speed, determined by averaging over participants’ correct responses, may serve as performance indicator.

**Visual reaction time tests (V-RT)**

These tests are the visual counterparts of the A-RT tests. Participants are asked to respond as quickly as possible to the onset of a visual stimulus by pressing the correct button on their keyboard. Both V-RT tests are based on tests designed by Deary *et al.* [84].

**8.10 Visual simple reaction time test**

On each trial of the simple V-RT test, participants first see a fixation cross in the center of the screen. After an interval varying between one and three seconds, it is replaced by a line drawing of a triangle (200 x 200 pixels, black contours). Participants are instructed to press the spacebar as soon as the triangle appears. The response terminates the trial. After an inter-trial interval of one second, the next trial begins. The test consists of twenty experimental trials, preceded by eight practice trials. Participants’ average RT may serve as performance indicator.

**8.11 Visual choice reaction time test**

On each trial of the choice V-RT test, participants first see a fixation cross in the center of the screen. After an interval varying between one and three seconds, it is replaced with a line drawing of either a star or a circle (black contours, 200 x 200 pixels). Participants are instructed to press the Z-key as fast as possible upon appearance of a star, and the M-key upon appearance of a circle. The star and circle appears equally often throughout the experiment and in pseudo-random order. The test consists of forty experimental trials, preceded by sixteen practice trials. Participants’ average RT on correct trials may serve as the performance indicator.

**General cognitive skills tests: Working memory**

**8.12 Digit span (forward and backward)**

We use a computerized version of the digit span test [85] to assess auditory working memory. At the beginning of each trial, a fixation cross appears in the center of the screen. After 2,000 ms, the playback of a sequence of spoken digits is initiated while the fixation cross remains in view. Digits are presented at approximately 500 ms intervals. Following auditory playback, a response field appears at the bottom of the screen and participants are requested to type in the digits in the order they are encountered (forward version) or in the reversed order (backward version). The first two trials of each version features a two-digit sequence; these are considered practice trials. When at least one of two consecutive trials of the same length is recalled correctly, the sequence is extended by one digit. The test ends when two consecutive trials for a sequence length are responded to incorrectly or when participants reaches the end of the test (nine digits in the forward version, eight digits in the backward version). Separate performance indicators are obtained for forward and backward versions, operationalized as the sum of correct responses per version [86].

**8.13 Corsi block clicking (forward and backward)**

This test is included to assess visual-spatial short-term memory capacity [87, 88] and forms the counter-part to the auditory digit span test. Participants are presented with nine squares, which are randomly distributed across the screen. Different squares lit up successively at a rate of one square per second. At the end of a sequence, a green frame appears around the display, prompting participants for a response. The participants are instructed to repeat the sequence by clicking on the respective squares, either by forward repetition or backward reproduction. When clicking on the squares, they briefly lit up in black for 200 ms and then turn blank again. After having reproduced the sequence in forward or backward fashion, participants click on a button at the bottom of the screen to proceed to the next trial. They are familiarized with the test by completing two practice trials of two-square sequences. The first experimental trial features a sequence length of three squares. The sequence length is extended by one square when at least one of two consecutive trials is recalled correctly. The test ends when two consecutive trials for a given sequence length are responded to incorrectly or when participants reaches the end of the test (sequence of nine blocks in both versions). The performance indicator is the sum of correct responses on experimental trials in forward and backward versions, respectively.

**General cognitive skills test: Non-verbal intelligence**

**8.14 Raven’s advanced progressive matrices test**

To assess non-verbal intelligence, a computerized version of Ravens’ advanced progressive matrices [89] is used. On each trial, participants indicate which of eight possible shapes completed a matrix of geometric patterns. They select the shape by clicking on it. Participants can skip items by clicking on a button labeled ‘Skip’; these items are shown again at the end of the test. When they do not know the answer to a skipped item, participants can click on an ‘I don't know’ button. There are 36 test items, increasing in difficulty, preceded by six untimed practice items. Participants have twenty minutes to complete the experimental items. Throughout the test, a clock in the right top corner of the screen shows the time remaining. The performance indicator is the proportion of correctly answered experimental items.

**Linguistic processing skills tests: Word production**

**8.15 Picture naming**

To test participants’ word production skills, we include a picture-naming test. In this test, participants are shown photographs of common objects and are asked to name these as quickly as possible [80]. The test materials consists of forty photographs, taken from de Groot *et al*. [90] or retrieved online via a search engine. The object names vary substantially in lexical frequency (*M* ZipfF = 3.85, *SD* = 0.86, range = 2.04-5.39). Prevalence norms indicate that the object names are likely to be known by all participants (*M* prevalence 99.6%, *SD* = 0.4, range 97.7-100). The average number of phonological neighbors (sum of additions, substitutions, deletions of segments) of the object names is 4.03 (*SD* = 4.10, range = 0-18; as retrieved from CLEARPOND [91]). Four additional photographs are used as practice trials. All pictures were scaled to 300 x 300 pixels.

The test begins with the presentation of the four practice items. On each trial, participants first see a fixation cross in the center of the screen, which is shown for 800 ms. Then, the target picture is shown for three seconds. After an inter-trial interval of one second, the next trial begins. Participants’ utterances are recorded. Participants’ average onset latency for correctly named experimental trials may serve as performance indicator.

**8.16 Rapid automatized naming (RAN)**

This test was included to assess speed of word form access during word production. Participants are first familiarized with a set of five line drawings and their names. During this familiarization phase, participants see the line drawings and hear a recording of a native Dutch speaker name each of them. Subsequently, they see the line drawings randomly arranged in an array consisting of five rows of six objects; each object is thus repeated six times throughout the array. At the beginning of the trial, a fixation cross is shown in the left upper corner of the screen, at the position of the first object of the array. The fixation cross disappears after two seconds and the object array is shown. Participants name all objects row-by-row, from left to right. They are instructed to name them as quickly as possible, while making as few mistakes as possible. Upon completion, they click on a button at the bottom of the screen to advance to the next run.

We use a version of the RAN developed for Dutch at the Max Planck Institute for Psycholinguistics. The test features four sets of five line drawings whose names orthogonally varied in word frequency, and neighborhood density, thereby comprising an easy set (high frequency: *M* ZipfF = 4.94, high density: *M* = 25, set 1), a hard set (low frequency: *M* ZipfF = 3.5, low density: *M* = 8, set 4) and two intermediate sets (high frequency: *M* ZipfF = 4.95, low density: *M* = 10, set 2; low frequency: *M* ZipfF = 3.55, high density: *M* = 23, set 3). Each set is named twice, featuring different configurations of the line drawings.

The performance indicator may be operationalized as the ratio between correctly produced object names and the speech duration within a run, yielding eight scores (one for each run), which can be combined or analyzed separately. Runs with substantial amounts of errors (e.g., one of the objects consistently named incorrectly, not completing the run, task misunderstandings) should be excluded.

**8.17 Verbal fluency**

We included a digitized version of the verbal fluency test used in an earlier study with Dutch participants [92]. In the first part of this test, participants are presented with two semantic categories (‘animals’ and ‘food & drinks’), one at a time. They are told they will have one minute to name as many words belonging to the categories as they can. The second part of the test was similar, however, participants are now presented with a letter (‘M’ and ‘S’) and have to produce as many unique words as possible beginning with that letter. Each trial starts with a timer counting down from three to zero indicating the start of the recording. Then, the category or letter is presented. A timer is shown on the screen counting down from sixty to zero. After one minute, the next trial starts automatically. Participants click on a button on the screen to bring up the next category/letter. The average number of unique words produces in one minute for categories and letters, respectively, may serve as performance indicators (i.e., two performance indicators per participant; see Shao *et al.* [92] for scoring details).

**8.18 Antonym production**

As an additional test of lexical access ability, focusing on the activation of semantic representations, an open-ended, untimed antonym production test was included. This test is an adapted version of the test recently developed by Mainz *et al*. [93]. Participants are provided with a word cue and are instructed to produce its antonym (e.g., cue: hot, antonym: cold). The test consists of 28 trials (3 practice and 25 experimental trials). Before each trial, participants see a fixation cross for 500 ms, after which the cue word wis presented (in written form *and* once in spoken form). Participants provide a spoken response and their answer is recorded. They click on a button on the screen to advance to the next trial. The cue words vary in word frequency (*M* ZipfF = 3.74, *SD* = 0.75, range = 1.70 - 5.00) and prevalence (*M* = 0.98, *SD* = 0.04, range = 0.85 - 1.00) and thus in how easily an antonym can be retrieved. Accuracy, operationalized as the proportion of correct antonyms produced, may serve as the performance indicator.

**8.19 Maximal speech rate**

To assess their maximal speech rate, participants are asked to recite the months of the year as quickly as possible with good pronunciation. Participants perform two runs. The average speech duration of both runs may serve as the dependent variable. In case only one of the two runs was correct, the speech duration of the correct run should be analyzed further.

**Linguistic processing skills tests: Sentence production**

**8.20 Phrase generation**

In this recently developed phrase generation test, participants produce object descriptions of varying complexity. All displays refer to a small set of objects, which minimize between-item variability due to differences in ease of lexical access.

We selected sixteen photographs of common every-day objects from the De Groot *et al. [90]* database to be used in the test. Their names are high in word frequency (*M* ZipfF = 4.57, SD = 0.44, range = 3.85 - 5.23) and prevalence (M = 1.00, SD = 0.00, range = 0.99 – 1.00). All object names are monosyllabic. Half of the words have common gender and half are neuter. The objects are repeated in different combinations across four blocks of the test. Additionally, we select two color adjectives (‘blauw’, blue, ‘geel’, yellow) and two numerals (‘twee’, two, ‘drie’, three) for the generation of complex noun phrases. Adjectives and numerals are chosen to be easy, as well as perceptually and phonologically distinct.

Before the first block, participants are familiarized with the sixteen objects and their names. Four of the objects are used as practice items, the other twelve objects are used as experimental items.

Each of the four blocks consists of twelve trials. At the beginning of each trial, participants see a fixation cross in the center of the screen for 500 ms, which is subsequently replaced with the to-be-named object(s). The start of the recording of participants’ speech coincides with the presentation of the visual stimulus. Participants are instructed to name the object(s) presented on the screen as quickly as possible and then press the spacebar. On pushing the spacebar, the screen goes blank while the recording continues for one second. This interval is included to account for cases where participants press the spacebar before they finish speaking.

 In the first block, participants name single objects (e.g. ‘hond’, dog). In the second block, participants are presented with two objects that are placed next to each other, and are asked to name both objects using the conjunction ‘en’ (and, e.g., ‘aap en neus’, ‘monkey and nose’). In the third block, the visual stimulus is either a colored in object, requiring the use of a color adjective, (e.g., ‘blauwe hond’, blue dog) or consists of multiple objects of the same kind, requiring participants to produce plural forms (e.g., ‘twee honden’, two dogs). Finally, in the fourth block, participants have to name colored-in plural objects (e.g., ‘twee blauwe honden’, two blue dogs). Speech onsets for correctly produced utterances my serve as performance indicators.

**8.21 Sentence generation (structured)**

This test was included to assess individual differences in the time course of sentence formulation [94]. Participants describe photographs generating transitive and intransitive sentences. The task consists of eighty items: forty experimental (transitive sentences; twenty active, twenty passive) and forty filler items (intransitive sentences), presented in pseudorandom order. Experimental items are interspersed with filler items to reduce the likelihood of self-priming of a given syntactic structure [95]. The pictures for the task were taken from Menenti *et al*. [94] and consisted of eighty photographs in which one or two actors carry out transitive or intransitive actions. Transitive events feature one male and one female character, eliciting active sentences such as ‘The man kisses the woman’ (Dutch: ‘De man kust de vrouw’) or passive sentences such as ‘The woman is being kissed by the man’ (Dutch: ‘De vrouw wordt door de man gekust’). Intransitive actions feature either a male or a female character (e.g., ‘The woman eats’, Dutch: ‘De vrouw eet’). Using Adobe Photoshop©, the actors (agent and patient) carrying out a transitive event were colored in in yellow and blue, respectively; the actor (agent) carrying out an intransitive event was colored in in yellow. The actors’ color-coding in the transitive event pictures as well as their position in the photographs (left or right) are counterbalanced.

Each trial starts with the playback of an active or passive transitive or intransitive prime sentence spoken by a male native speaker of Dutch (mean length = 2113, SD = 261, range = 1670-2669). The prime sentence has the same structure as the target sentence of that trial, but uses a different verb. Moreover, on half of the trials, agent and patient sex is different in prime and target sentences to ensure that participants look at the photograph to derive agent and patient roles. Next, a screen appears for 500 ms featuring either a transitive or an intransitive verb. Verbs have a mean Zipfian word frequency of 4.01 (SD = 1.15, range = 1.85-5.78) and a mean word prevalence of 0.99 (SD = 0.22, range = 0.89-1.00). The recording of participants’ speech starts with the presentation of the photograph. Participants are instructed to describe the photograph using the verb they just saw and to press the spacebar when done speaking. They are instructed to mention the yellow character in the photograph first. Depending on the color of the agent and patient in a given event, either an active or a passive sentence has to be produced. After pressing the space bar, the screen goes blank, while the recording continues for 500 ms.

Participants carry out three practice trials before the experimental trials. Speech onset latencies for correctly produced sentences and speech duration may serve as performance indicators.

**8.22 Sentence generation (unstructured)**

A second sentence production test was included. However, in contrast to test 21, here, participants generate spontaneous, unstructured sentences. On each trial, participants are presented with a picture of an event and are asked to describe the event in a single sentence, naming all characters taking part in the event. The test consists of 120 trials, 60 of which are target items and 60 are filler items. The latter are randomly interspersed with the target items to avoid self-priming of a given syntactic structure [95]. Target items depict transitive events whereas filler items depict intransitive events. Both target and filler items feature events with human and non-human agents/patients.

The picture selection was based on the results of an earlier study by Konopka *et al.* [96]. In that study, 38 native Dutch speakers produced transitive and intransitive sentences cued by cartoon-like pictures. We re-analyzed the data by Konopka *et al.* [96] and obtained the proportion of active and passive responses for each item in that study (240 items in total). For the present study, we selected thirty pictures that have elicited active sentences and thirty pictures that have elicited passive sentences (proportion of passive responses varies from item to item and was on average 45%, SD = 24, range 6 - 95).

The trial structure is as follows: Participants are presented with the to-be-described picture (500 x 500 pixels) in the center of the screen. Coinciding with the picture presentation, a recording of participants’ speech is started. They describe the picture and advance to the next trial by mouse-clicking on a button underneath the picture or they are timed out after ten seconds. On clicking the button, the screen goes blank while the recording continues for one second. No more than two pictures assumed to either elicit active or passive responses, respectively, are placed in sequence. Left/right placement of agent and patient is counterbalanced across all trials. Experimental trials are preceded by three practice trials (one intransitive sentence and two transitive sentences). After each practice trial, an example answer is provided. The proportion of produced active and passive sentences, onset latency for grammatically correct sentences, speech duration or the proportion of disfluencies may serve as performance indicators.

**8.23 Spontaneous speech**

In this test, participants are asked to talk freely about three topics: (1) their activities during the last weekend, or any other weekend of their choice, (2) a book or a movie they have recently enjoyed and (3) their dream holidays. These topics were chosen as they are expected to elicit natural speech in the past, present, future and conditional tenses. Such tasks have been used widely in the neuropsychological and aging literature and allow for the analysis of various properties of spontaneous speech including speech rate, fluency (frequency and duration of silent and filled pauses), type-token ratio of words, average word frequency, utterance length, syntactic and conceptual richness. Moreover, in a recent pilot study, we showed that measures extracted from spontaneous speech correlated positively with participants’ receptive vocabulary size [97].

Participants are presented with the questions (one at a time) and are given time to conceptualize what they want to say. When ready, they click on a button to start the recording. After one minute, the recording stops automatically, and participants are presented with the next question.

**Linguistic processing skills tests: Word comprehension**

**8.24 Non-word monitoring in noise in non-word lists**

This task assesses participants’ ability to extract phonological information from noisy input and map it onto stored mental representations. The task involves monitoring spoken lists of non-words for the occurrence of targets that matches an auditory cue. The cue, a monosyllabic non-word, is provided at the beginning of each trial and varies from trial to trial. While the cue is presented in the clear, the subsequent lists of three to six non-words are presented in stationary speech-shaped background noise. On the first trial, the signal-to-noise ratio (SNR) is set to -10 dB (i.e. more portions of noise than speech) and decreases from trial to trial in steps of two until -24 dB. Each SNR is presented six times (i.e., six rounds of going from SNR -10 dB to SNR -24 dB).

The task consists of 48 trials (see below for examples): sixteen are target-absent trials, where the cue non-word does not appear in the list; sixteen are target-present trials; and sixteen are ‘target-present plus foil trials’. On these trials, the target is preceded by a non-word foil that overlap with the target in phonological onset (on average two phonemes). We included these trials to ensure that participants listen carefully until the end of each non-word. We use different recordings of the same non-word for cue and target presentations to avoid response strategies based on low-level perceptual matching. Non-word cues are on average 768 ms long (*SD* = 130, range = 460 - 1139); targets are on average 802 ms long (*SD* = 134, range = 576 - 1049). The target word position within the list varies from trial to trial; it never occurs in list-initial or list-final position.

*Examples of trials*

1. Target present: Cue non-word: **broon**. List: nijmsaard – wulen – pluif – **broon –** swi
2. Target + foil: Cue non-word: **broog**. List: dauk – broopkimp – **broog** – knekgel
3. Target absent: Cue non-word: **praan**. List: veg – gebog – siekoed – fonguin

Non-word cues and distractors were created on the basis of existing Dutch words using the non-word generator Wuggy [98]. The generated non-words match the number of letters and the number of phonemes in the original word. Audio recordings of the stimuli were made in a soundproof booth. Speech-shaped noise was added to each individual file using Praat software [99]. To that end, the original recordings were down-sampled to sixteen kHz to match the sampling frequency of the noise. Two-hundred ms of ramping noise precede the speech onsets, providing a head start for the listeners to get used to the noise. Noise was added over the entire file. Peak intensity in all (clear and noise-added) files was set to 65 dB.

The trial structure is as follows: Participants press the spacebar on the screen to start the trial; a fixation cross is displayed in the center of the screen and after 200 ms the spoken cue is presented. After an interval of one second, the list is presented, with 500 ms of silence between non-words. The fixation cross remains visible throughout the playback. Participants are instructed to press the spacebar as soon as they recognize the cue within the list. Pressing the button terminates the trial. Button presses are counted as correct responses when they occur within the playback period of the target word or non-word, or 500 ms after its offset. Before the first experimental trial, participants complete six practice trials. The performance indicator is the proportion of correct responses to target-present trials minus the proportion of false alarms on target-absent trials.

**8.25 Rhyme judgment**

Similar to the non-word monitoring task, the rhyme judgment test assesses phonological mapping abilities. On each trial, participants are presented with two monosyllabic non-words and are asked to judge as fast as possible whether they rhyme. Rhyme overlap is defined as an overlap in the vowel and the following consonant(s). The test consists of 40 experimental trials: 24 of which are ‘rhyming trials’ (e.g., ‘noost’-‘woost’) and require a yes-response. Eight are ‘non-rhyming trials’ (e.g., ‘beus’-‘fuug’) and require a no-response. Another eight trials are ‘non-rhyming foils’, which features non-word pairs sharing the vowel but not the following consonants (e.g., ‘bruip’, ‘fluik’). These trials were included to ensure that participants listen carefully until the end of the second non-word [100]; they also require a no-response. Rhyming and non-rhyming trials are presented in a pseudo-random order. Prior to the experimental trials, participants complete four practice trials (two rhyming, one non-rhyming and one non-rhyming foil, in random order). The non-words used in the test are based on existing Dutch words and were generated using Wuggy [98]. Recordings of the non-words were made in a sound-shielded booth. Length of first and second non-words in the three trial types are as follows: Rhyming items: first word average = 670 ms, *SD* = 86, range = 470-810; second word average = 621 ms, *SD* = 74, range = 521-770; Non-rhyming items: first word average = 653 ms, *SD* = 58, range = 547-720; second word average = 562, *SD* = 64, range = 461-638; Non-rhyming foils: first word average = 588 ms, *SD* = 88, range = 443-701; second word average = 550 ms, *SD* = 62, range = 449-649.

The trial structure is as follows: A fixation cross appeares in the center of the screen for 500 ms. Then, the first non-word is played back. Five-hundred ms after the offset of the first non-word, the second non-word is played back. Participants are instructed to indicate as fast as possible whether the non-words rhyme by pressing a key on the keyboard (M-key for ‘rhyme’, Z-key for ‘no rhyme’). Their response and its latency, measured from the onset of the second non-word, are recorded. The button press terminates the trial. The inter-trial interval is 2,000 ms. Participants’ average RT, based on correct responses to rhyming trials, may serve as performance indicator.

**8.26 Auditory lexical decision**

This test was included to measure lexical access speed. Participants are instructed to listen to the recording of a word or non-word and judge whether it exists in the Dutch language [80]. To that end, sixty Dutch words were selected from the Subtlex database. The words vary substantially in word frequency (*M* ZipfF = 3.65, *SD* = 0.85, range = 2.04-5.66), but are highly prevalent and thus well known to all participants (*M* prevalence = 99.6, *SD* = 0.5, range = 97.3-100). The average number of phonological neighbours (as retrieved from Marian *et al*. [91] defined as deletions, additions, and substitutions) was 2.8 (*SD* = 3, range = 0-12). For each word, a matched non-word was created using Wuggy ([98]; applying the same constraints as for the non-word monitoring and the rhyme judgement task). One additional word and two non-words are used as practice trials. Recordings were made in a sound-attenuated booth. The average stimulus length is 746 ms (*SD* = 93, range = 568 – 967) for words and 808 ms (*SD* = 119, range = 540 – 1164) for non-words.

The test begins with the presentation of the practice items, followed by the experimental items, both presented in a pseudo-random order. At the beginning of each trial, a fixation cross is shown in the center of the screen for 300 ms. Then the stimulus is presented. Participants are instructed to listen carefully to each stimulus and decide as quickly as possibly whether or not it is an existing Dutch word. They press the M-key on the keyboard to give a ‘word’ response and the Z-key to give a ‘not a word’ response. The response terminates the trial. After one second, the next trial begins. The response latency is the time interval between the spoken word onset and the button press. The average response latency on correct responses to words may serve as performance indicator.

**8.27 Semantic categorization**

We included a semantic categorization test to tap semantic access during spoken word recognition. There are two test blocks. At the beginning of a block participants are presented with a semantic category, ‘professions’ for block one and ‘means of transportation’ for block two. On each of the following trials, they hear a word and have to judge whether or not it is a member of that category. We selected professions and means of transportation categories as they feature enough easy-to-recognize members. Each test block consists of 32 trials, 20 category members and 12 distractors. Each part is preceded by four practice trials (two category members, two distractors). Targets and distractors were matched on word frequency (professions: *M* ZipfF = 3.56, *SD* = .37, range = 2.81-4.07; means of transportation *M* ZipfF = 3.27, *SD* = .51, range = 2.15-4.12). All words used in the test are highly prevalent (known to 99-100% of all people). Recordings were made in a sound-shielded booth. The recordings of words have the following durations: Professions: *M* = 850 ms (*SD* = 137, range = 579 – 1104), Distractors: *M* = 775 ms (*SD* = 125, range = 602 – 1001); Means of transportation: *M*: 745 ms (*SD* = 167, range = 510 – 1055), distractors: *M* = 733 ms (*SD* = 193, range = 448 – 1079).

The trial structure is as follows: Participants are first presented with a fixation cross for 500 ms after which they hear the spoken word. They are instructed to indicate as fast as possible whether the word belonges to the category provided beforehand by pushing the associated key on the keyboard (M-key for ‘yes, this word belongs to the category’ and Z-key for ‘no, this word does not belong to the category’). The inter-trial interval is 2,000 ms. Response latency is measured from the onset of the spoken word. Participants’ average RT, based on correct responses to semantic category members, may serve as the performance indicator.

**Linguistic processing skills tests: Sentence comprehension**

**8.28 Word monitoring in noise in sentences**

This sentence comprehension test is similar to the word-level counterpart (20. Non-word monitoring in noise in non-word lists). However, rather than monitoring for non-words in lists, participants monitor sentences for words that are predictable or non-predictable from the sentence context.

The test consists of three practice and sixty experimental trials. On each trial, participants hear a word cue presented in the clear, followed by a sentence presented in stationary speech-shaped background noise. As in the non-word monitoring task, the SNR decreases from trial to trial in steps of two, starting at an SNR of -12 dB until -20 dB. Each SNR is repeated twelve times (i.e., twelve rounds of going from SNR -12 to -20). Forty of the sixty trials are target-present items, where the cue is part of the sentence. These trials require a button press. The remaining twenty trials are target-absent items and do not require a button press.

The sentences were selected from the materials previously used by Piai *et al.* [101]. One to seven words were added to the ends of these sentences such that the target word is never the final word in the sentence. In half of the target-present items, the cue word can be predicted based on the sentence context (mean cloze probability = 1, SD = 0.02, range 0.93-1.00 [101]). Similarly, half of the target-absent trials are predictive of a particular word, which is, however, not the cue word. Target-present and target-absent trials occur equally often in each SNR. Predictable and non-predictable trials are presented in a pseudo-random order. Recordings were made from a native Dutch speaker in a sound-shielded booth. To avoid voice familiarity effects when listening in noise, we recorded a different speaker than the one who had produced the stimuli for test 20. Non-word monitoring in noise in non-word lists. Cue words are on average 676 ms long (SD = 96, range = 399 - 850); sentences are on average 4460 ms long (SD = 595, range = 3201 - 5586). On target-present trials, cue words occur after on average 2538 ms (SD = 358, range = 1854 - 3346) and are on average 353 ms (SD = 6, range = 234 - 466) long in the running speech. Speech-shaped noise was added to recordings using Praat (Boersma, 2001). The noise was added over the entire recording.

The trial structure is as follows: Participants press the spacebar to start the trial. A fixation cross appears on the screen and the cue word is played back (in the clear). After a 500 ms interval, the sentence is played back (in speech-shaped background noise). Participants are instructed to press the spacebar when detecting the cue word in the sentence. Upon pressing spacebar, the fixation cross disappears, but the sentence presentation continues until the end of the sentence. Button presses are coded as correct when they occur within the period spanning 300 ms prior to target word onset in the unfolding sentence, during its unfolding, or 500 ms thereafter. The difference between the proportion of correct responses to target-present trials and the proportion of incorrect responses on target-absent trials (false alarms) is calculated for the predictable and the non-predictable condition separately. The performance indicator is operationalized as the ‘predictability benefit’ (i.e., the difference between the correct-incorrect differences in the predictable vs. the non-predictable conditions).

**8.29 Gender cue activation during sentence comprehension**

This test assesses whether and to what degree listeners exploit grammatical gender cues for predicting upcoming target words in an unfolding sentence. The first part of the test is a gender judgment task, where participants are presented with 84 common objects [102], one at a time and are instructed to indicate the grammatical gender of the object names (42 ‘de’, common-gender nouns, 42 ‘het’, neuter-gender nouns) by pressing the associated key on the keyboard (Z-key for ‘de’, M-key for ‘het’). This part is included to tap participants’ accuracy in judging a word’s grammatical gender and to increase their sensitivity toward this type of word knowledge. The mean Zipfian word frequency of the object names is 4.05 (*SD* = 0.66, range = 2.36 – 5.66). Prevalence of the object names is high (*M* = 1.00, *SD* = 0.00 range = 0.98 – 1.00). Objects with neuter and common gender (‘het’ and ‘de’ items) are presented in pseudo-random order. The participant’s button press terminates the trial.

The second part of the test was inspired by a study by Huettig and Janse [83]. The same objects as in the first part are used. The second part consists of two practice trials and forty experimental trials. Each trial features two objects which differ in grammatical gender (i.e., one het-word, neuter gender and one de-word, common gender). Participants are first presented with a fixation cross for 800 ms in the center of the screen, followed by the presentation of the two objects. Then, they hear the recording of a question asking on which side of the screen (left or right) one of the two objects is located (e.g., ‘Waar is het weergegeven paard?’, Where is the displayed horse?). Crucially, on half of the trials, the definite article is used (de/het, the); on the other half, the indefinite article is used (‘een’, a; e.g. ‘Waar is een weergegeven boek?’, Where is a displayed book?). Trials featuring the definite article constitutes the predictable condition as participants can anticipate, based on the definite article’s grammatical gender, which object will be referred to. Trials featuring the indefinite article constitute the non-predictable condition, as based on the indefinite article, it cannot be anticipated which object is referred to (the indefinite article in Dutch is not marked for gender). The presentation of the spoken sentence is timed such that on each trial participants have three seconds to preview the two objects before the onset of the gender cue in the spoken sentences (i.e., sufficient time to retrieve this type of word information from the displayed objects [83]). The definite articles (predictable condition) are on average 295 ms long (*SD* = 46, range = 227 – 355); the indefinite articles (non-predictable condition) are 315 ms long (*SD* = 18, range = 286 – 341). The target words in the predictable condition are on average 583 ms long (*SD* = 133, range 383-971); in the non-predictable condition they are on average 583 ms long (*SD* = 119, range = 370 – 788). The predictive window (i.e., the interval between determiner onset and target word onset on the 20 predictable trials) is on average 2221 ms long (*SD* = 98, range = 2032 – 2455).

Participants are instructed to press the appropriate button as soon as they know which object is referred to (Z-key for left-hand object, M-key for right-hand object). The button press terminates the trial. The inter-trial interval is 200 ms. The target object appears equally often on the left and right side of the screen. Predictable and non-predictable trials are presented in a pseudo-random order. Response latencies are calculated as the difference between the onset of the target word in the spoken sentences and participants’ button press. A negative value thus reflects a button press before target word onset. The average RT, based on correct responses in the predictable condition, may serve as performance indicator.

**8.30 Verb semantics activation during sentence comprehension**

Using a similar paradigm as for test 29. Gender cue activation during sentence comprehension, this test assesses participants’ ability to use verb-specific selectional restrictions during unfolding spoken sentences [103, 104]. On each trial, participants first see a fixation cross in the center of the screen for 800 ms, which is replaced with pictures of two common objects (e.g., an apple and a table; *M* Zipfian object-name frequency = 4.13, *SD* = 0.64, range = 2.70 – 5.52; *M* object-name prevalence = 1.00, *SD* = 0.01, range = 0.97 – 1.00 [102]). Next, they hear a spoken sentence describing a transitive action carried out by a fictional character (e.g. ‘De man schilt op dit moment een appel.’, The man is peeling at this moment an apple). In the predictable condition, participants can predict, based on the verb semantics, which of the objects is referred to before target word onset as only one fulfills its selectional restrictions (e.g., an apple can be peeled, a table cannot). In the non-predictable condition, this is not the case.

The verbs in the predictable condition are on average 598 ms long (*SD* = 132, range = 406 – 875); verbs in the non-predictable condition are on average 641 ms long (*SD* = 153, range = 403 – 1037). Target words in the predictable condition are on average 471 ms long (*SD* = 96, range = 363 – 731) and 525 ms long (*SD* = 145, range = 313 – 931) in the non-predictable condition. The predictive window (i.e. the interval between verb onset and target word onset on the predictable experimental trials) is on average 2598 ms long (*SD* = 218, range = 2131 – 2922).

The participants’ task is to press the appropriate button (Z-key for left-hand object on screen, M-key for right-hand object on screen) as soon as they know which object is referred to. Their button press terminates the trial. The inter-trial interval is 200 ms. The test consists of forty experimental trials, twenty of which are predictable and twenty are non-predictable. Experimental trials are preceded by two (one predictable, one non-predictable) practice trials. The onset of the spoken sentence is timed such that participants have three seconds to preview the two objects prior to the onset of the verb in the spoken sentence. Response latencies are calculated as the difference between the onset of the target word in the spoken sentence and the participant’s button press. A negative value thus reflects a button press before target word onset. The average RT, based on correct responses in the predictable condition, may serve as the performance indicator.

**8.31 Self-paced reading**

We included a self-paced reading test to assess individual differences in comprehending sentences varying in syntactic complexity.Participants read Dutch sentences, presented to them in a word-by-word fashion. The test comprises forty experimental items and three practice items. The sentences are a subset of the materials used by Schoffelen *et al*. [105]. Thirty of the forty experimental items contain a relative clause. The sentences are between nine and fifteen words long and featured substantial variation in syntactic complexity, as assessed using left-branching and right-branching complexity metrics. Specifically, we determined for each word in a sentence the number of simultaneously open left- and right-branching dependencies at that particular point in the sentence and summed these values to obtain one left-branching and one right-branching complexity value per sentence. The average left-branching complexity in the forty sentences is 20 (*SD* = 7, range = 8 – 39); the average right-branching complexity is 13 (*SD* = 4, range = 7 – 21).

The participants are instructed to read the sentences silently. They are asked to read at a quick pace while still being able to understand the contents of the sentence. The trial structure is as follows: A fixation cross appears in the center of the screen. After 1,000 ms, the fixation cross is replaced with the first word of the sentence. Participants read the word and press the spacebar to advance to the next word, which also appears in the center of the screen and replaces the first word. The process continues until the end of the sentence. Participants press the Enter key to start the next trial. The start of each sentence is indicated with a capital letter. The sentences do not contain punctuation or a full stop at the end.

To ensure that participants read the sentences carefully, 20% of the sentences are followed by a yes/no comprehension question. Questions either focus on the words occurring in the sentence (e.g., “Was the word “dentist” mentioned in the sentence?”), or on the semantic contents of the sentence (e.g., “Did the table collapse?”). Half of the questions require a yes-response.

Reading times for each word in a sentence are recorded and summed to obtain one RT per sentence. Accuracy to the comprehension questions may be used to filter participants who did not carry out the test seriously. Total reading time per sentence, corrected for sentence length and the words’ frequency, may serve as performance indicator.

Table 4: Overview of tests blocked by session. The order of tests within a session reflects the order in which the tests were administered. The test numbers refer to the order of test descriptions in text. Performance indicators marked with a \* require transcription and/or annotation of speech recordings or pre-processing of reaction times before further analysis.

|  |  |  |  |
| --- | --- | --- | --- |
| **Session** | **Test** | **Performance indicator** | **Duration** |
| 1 | 0. Questionnaire | / | 3 |
| 14. Raven’s advanced progressive matrices  | Accuracy | 25 |
| 5. Author recognition test | Proportion of correct responses to authors – proportion of incorrect responses to foils | 5 |
| 13. Corsi block clicking (forward & backward) | Sum of correct trials (separate for forward and backward runs) | 7 |
| 1. Stairs4Words | Prevalence band | 7 |
| 12. Digit span (forward & backward) | Sum of correct trials (separate for forward and backward runs) | 7 |
| 4. Spelling test | Proportion of correct responses to correctly-spelled words – proportion of incorrect responses to incorrectly-speed words | 5 |
| 2 | 15. Picture naming | Mean onset latency\* | 7 |
| 24. Non-word monitoring in noise in non-word lists | Proportion of correct responses to target-present trials – proportion of false alarms on target-absent trials | 10 |
| 26. Auditory lexical decision | Mean RT words\* | 7 |
| 30. Verb semantics activation during sentence comprehension | Mean RT predictable condition\* | 7 |
| 25. Rhyme judgment | Mean RT rhyming trials\* | 5 |
| 9. Letter comparison | Mean RT\* | 5 |
| 10. Visual simple reaction time test | Mean RT\* | 3 |
| 11. Visual choice reaction time test | Mean RT\* | 4 |
| 27. Semantic categorization | Mean RT category members\* | 5 |
| 3 | 20. Phrase generation | Mean onset latency\* | 10 |
| 21. Sentence generation (structured) | Mean onset latency\* | 12 |
| 28. Word monitoring in noise in sentences | Difference between false-alarm corrected accuracy scores in predictable and non-predictable conditions | 10 |
| 31. Self-paced reading | Summed reading time per sentence\* | 5 |
| 29. Gender cue activation during sentence comprehension | Mean RT predictable condition\* | 10 |
| 7. Auditory simple reaction time test | Mean RT\* | 3 |
| 8. Auditory choice reaction time test | Mean RT\* | 4 |
| 4 | 22. Sentence generation (unstructured) | Proportion active/passive structures; mean onset latency\* | 10 |
| 17. Verbal fluency | Average number of produced words (separate for semantic categories and letters)\* | 5 |
| 16. Rapid automatized naming | Number of produced words per second\* | 7 |
| 18. Antonym production | Accuracy\* | 5 |
| 19. Maximal speech rate | Average speech duration\* | 2 |
| 23. Spontaneous speech | /\* | 3 |
| 6. Prescriptive grammar test | Accuracy | 10 |
| 2. Peabody picture vocabulary test | Raw score (last item – no. errors) | 10 |
| 3. Idiom recognition | Accuracy | 3 |
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