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Abstract

The Poisson-Boltzmann equation (PBE) is a fundamental implicit solvent con-
tinnum model for calculating the electrostatic potential of large ionic solvated
biomolecules. However, its numerical solution encounters severe challenges arising
from its strong singularity and nonlinearity. In [I], 2], the effect of strong singularities
was eliminated by applying the range-separated (RS) canonical tensor format [3|, 4] to
construct a solution decomposition scheme for the PBE. The RS tensor format allows
to derive a smooth approximation to the Dirac delta distribution in order to obtain a
regularized PBE (RPBE) model. However, solving the RPBE is still computationally
demanding due to its high dimension N, where N is always in the millions. In
this study, we propose to apply the reduced basis method (RBM) and the (discrete)
empirical interpolation method ((D)EIM) to the RPBE in order to construct a reduced
order model (ROM) of low dimension N < N, whose solution accurately approximates
the nonlinear RPBE. The long-range potential can be obtained by lifting the ROM
solution back to the N-space while the short-range potential is directly precomputed
analytically, thanks to the RS tensor format. The sum of both provides the total
electrostatic potential. The main computational benefit is the avoidance of computing
the numerical approximation of the singular electrostatic potential. We demonstrate
in the numerical experiments, the accuracy and efficacy of the reduced basis (RB)
approximation to the nonlinear RPBE (NRPBE) solution and the corresponding
computational savings over the classical nonlinear PBE (NPBE) as well as over the
RBM being applied to the classical NPBE.
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1 Introduction

The Poisson-Boltzmann equation (PBE) is a second order nonlinear elliptic partial differential
equation (PDE) which is ubiquitous in the modeling of biochemical processes [5], [6] 7, 8]. It
is used to calculate the electrostatic potential throughout the biomolecular system consisting
of the biomolecule and the surrounding ionic or salt solution. More information about the
significance of the electrostatic interactions and the related PBE post-processing, for instance,
the electrostatic forces and energies, can be found in [9, 10} 11]. Figure illustrates the two
dimensional (2D) view of the biomolecular system consisting of a low dielectric molecular
region (£2,,,) encapsulated by an ionic solution of high dielectric in €.

The analytical solution to the PBE for biomolecules with complex geometries, strong
nonlinearities, and highly singular charge density distributions is not available [12, 13]. To
this end, numerical methods, for example, the finite difference method (FDM) [14, 15], the
finite element method (FEM) [14] 16], the boundary element method (BEM) [I7, [18], are
widely used to solve the PBE. Interested readers are referred to [§] for a thorough review of
the aforementioned techniques for solving the PBE. However, the numerical solution to the
PBE faces various challenges. The most severe are: the strong singularities, caused by the
Dirac delta distribution sources; the strong nonlinearity, caused by the exponential nonlinear
terms; the unbounded domain, due to the slow polynomial decay in the form of 1/]|z| as
|Z|]| — oo; and imposing the correct jump or interface conditions to the rather irregular
molecular domain, T" [19, 20, 21].

In [I, 2], the strong singularities are circumvented by using the range-separated (RS)
canonical tensor format, which was introduced and analyzed in [3]. Consequently, a nonlinear
regularized PBE (NRPBE) model is determined, which only solves for smooth long-range
electrostatic potential. The jump conditions are annihilated due to the accurate splitting of
the long- and short-range components of the total electrostatic potential using the RS tensor
format. Nevertheless, the computational cost of solving the regularized nonlinear PBE is
still high due to its high dimension N~ O(10°). In this work, we apply the reduced basis
method (RBM), in order to construct an accurate reduced order model (ROM) of much lower
dimension, i.e., of O(10) for the NRPBE. The simulations for varying parameter values, in
this case, the varying ionic strength, can be computed much faster by using the parametrized
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Figure 1.1: 2D representation of a biomolecular system.



ROM and hence the Brownian dynamics simulations can be significantly accelerated.

The RBM can also be directly applied to the classical NPBE without any regularization.
We demonstrate that applying the RBM to the NRPBE gives rise to more robust and efficient
solution to the problem as compared to applying the RBM to the classical NPBE.

It is worth noting that the RBM has been applied to a simplified variant of the classical
nonlinear PBE in [22] in 1 and 2 dimensions wherein smooth exponential functions were
used as the source terms. In this work, we apply the RBM to the 3-dimensional NRPBE for
biomolecular simulation of large (complex) solvated biomolecules, for example, a protein in
an ionic solutions, whose electrostatic potential u(z) is characterized by the slow polynomial
decay in 1/]|z||, i.e., u(oco) = 0, hence large domains have to be considered for accurate ap-
proximation of boundary conditions, resulting in high dimension of @ (10°) for the discretized
system [2]. Furthermore, we consider Dirichlet boundary conditions which are nonaffine in
parameter, thereby requiring the application of (D)EIM in order to reduce the complexity of
the boundary conditions, and in turn, to further reduce the ROM complexity [23] 24, 25].

The main contributions of this paper include: we have applied a more efficient numerical
method for solving the NRPBE, which is based on first linearization via the Taylor series
truncation of the nonlinear term, followed by discretization. This approach avoids the com-
putation of the Jacobian of a huge matrix and also converges much faster than the standard
Newton iteration; we have successfully applied the RBM and (D)EIM in order to reduce
the dimension and complexity of the NRPBE; numerical comparison of RBM applied to the
NRPBE and the classical NPBE shows that the former is more efficient and accurate.

The remainder of the paper is structured as follows. Section |3|briefly reviews the approach
of regularizing the PBE model by the RS canonical tensor format as proposed in [I], 2]. In
Section the RBM framework and its application to both the regularized PBE (RPBE)
and the classical PBE is introduced. Finally, Section 5| presents the numerical experiments
to illustrate the computational advantages of the RBM for the RPBE over the classical PBE.
Comparisons with the solutions obtained by the standard FDM-based PBE solvers for the
classical PBE are also presented.

2 Mathematical model of the PBE

The nonlinear PBE for a symmetric 1:1 salt is given by
N,
— V- (e(Z)Vu(z)) + £*(Z) sinh(u(z)) = > ¢:6(z — z;), QeER’, (2.1)
i=1

subject to

1 Nm, d—ai)

u(@) = —>_ e
A = e(1+ kag)d

i=

on the boundary 02, d= |z -z, z=(z,y,2), (2.2)

where ¢; = 4me?z;/kpT, z is the partial charge of each atom, u(Z) represents the dimen-
sionless potential, kgT', kg, T, and e, are the thermal energy, the Boltzmann constant, the
absolute temperature, and the electron charge, respectively. The Debye-Hiickel screening
parameter, k? = 8mN4e2I/1000¢,x5T, describes ion concentration and accessibility, €, is



the solvent dielectric coefficient, a; is the atomic radius, and N,, is the sum of the partial
charges in the biomolecule. The sum of Dirac delta distributions represent the highly singular
molecular charge density.

The dielectric coefficient €(z) and kappa function are piecewise constant functions given
by

=2 if z€Q if € Q
(@) =" S 5 I S (2.3)
€, = 7854 if x € Q) €K

where €, and €1, are the regions occupied by the protein molecule and by the ionic solution,
respectively, as shown in Figure . See [20], [12), 27] for discussions regarding the PBE theory
and the importance of in biomolecular modeling.

The PBE in (2.1)) can be linearized for small electrostatic potentials by retaining the first
term of the Taylor series expansion of the nonlinear function sinh(u(z)) [28]. The LPBE is
thus given by

_ V- (e(7)Vu(@)) + B2(@)u(z) = thié(a: — 7). (2.4)

The LPBE is much easier to solve and very accurate for lowly charged biomolecules, for
example, proteins. However, for highly charged biomolecules, such as nucleic acids, it is not
as accurate as the nonlinear variant due to the magnitude of the electric field at the interface
between the solute and the solvent, T [29, [I].

3 Regularization of the PBE by the RS tensor format

The numerical approximation of the PBE is hindered by the highly singular sources described
by a sum of Dirac delta distributions. This is because, for every singular charge z; in (2.1)),
there corresponds degenerate behaviour in the electrostatic potential u(z;) at each atomic
position z; in €2,,. To circumvent this drawback, various researchers have developed solution
decomposition approaches for the PBE [19} 2], 20, [30]. A common feature of these approaches
is that they circumvent the building of numerical approximations corresponding to the Dirac
delta distributions by solving a regularized PBE model for the smooth long-range electrostatic
potential. This is enhanced by the fact that analytical expansions by the Newton kernel are
possible in the solute sub-region €2,,.

In principle, the solution decomposition techniques for the PBE involve coupling of two
equations for the electrostatic potential in the solute and solvent regions, through the inter-
face, T' |20, [30]. Due to the absence of ions within the molecular region §2,,, it is modeled by
the Poisson equation,

Nm
—V - (6nVu) = qid(Z — ;) in Q. (3.1)
i=1

On the other hand, no atoms are present in the solvent region {2, hence the charge density
is purely modeled by the Boltzmann distribution, leading to

— V- (e,Vu) + &*sinh(u) =0 in Q. (3.2)



Therefore, the two equations and are coupled together via the jump (interface)
boundary conditions

[ulp =0, and [e;:FL =0, (3.3)
where I' := 0Q,, = 09, N Q,, and [f] = %1_{% (f(z +tnr) — f(x —tnr)). Here, we denote nr
as the unit outward normal direction of the interface I'.

In [I, 2], the authors employ the RS canonical tensor format, developed and analyzed in
[3], to construct the solution decomposition of the PBE. This is realized by approximating
the singular sources with a smooth function derived from the long-range component of the
Newton potential sum. The resultant regularized PBE solves for the long-range electrostatic
potential, which is then added to the short-range component that is precomputed from the RS
tensor splitting of the Newton kernel. The regularized PBE (RPBE) model has demonstrated
to be much more accurate than the classical PBE model in [1, 2]. We highlight the core
ingredients for obtaining the RPBE in Section [3.1]

3.1 Canonical tensor representation of the Newton kernel

Definition 3.1 The Newton potential of an integrable function (or a Radon measure) f with
compact support in R3 is defined as the convolution

u(@) =T * f(@) = [ T(z —5)f()dy. (3.4

where the Newton kernel I'y = 1/||z||, has a mathematical singularity at the origin, and
y € R3 [31]. The Newton potential u(T) satisfies the Poisson equation

— Au=f, (3.5)
where f in this case is the source term of the system as defined in .

Consider the single particle Newton potential (or the Newton kernel) 1/||z|, 7 € R3,
which is a fundamental solution to the Poisson equation. It is well known that determining
a weighted sum of interaction potentials (or Newton kernels), Py(Z) in a large N,,-particle
system, with the particle locations at Z; € R3, i = 1,..., N,,, i.e.,

N

Py@ =Y — 8z zeQ=[-bop, (3.6)

— —
i=1 eml|T — T4

is quite computationally demanding. The Newton kernel exhibits a slow polynomial decay in
1/]|z|| as ||z]] — oco. Obviously, it has a singularity at z = (0,0, 0), making its accurate grid
representation difficult. The RS tensor format [3] can be exploited to construct an efficient
grid-based technique for the calculation of Py (Z) in multiparticle systems.

Remark 1 Notice that the Newton potential Py (z) in (3.6) is a special case of for a

non-compact function
1 Nm

fz) = = Z q:0(T — ;). (3.7)

m =1
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To obtain the canonical tensor representation of the Newton kernel, we follow the proce-
dure in [3], whereby we first consider the computational domain Q = [—b, b]*, and introduce
the uniform (n®%) [[] rectangular Cartesian grid 2, with mesh size h = 2b/n (n even). Let
{4;} be a set of tensor-product piecewise constant basis functions, 1;(z) = [T;_, wl(f) (Zy), for
the 3-tuple index i = (iy,s,13), iy € I, = {1,...,n}, £ =1, 2, 3. The goal is to discretize the
Newton kernel by its projection onto {1;} as follows

_ [ D) g (3.8)

P = [p;] = [p(t1,42,13)] € Rn®3, Di - ,
R || 7|

where p; is obtained from the vectors of the canonical tensor representation of the Newton
kernel.

Next, determine the Laplace-Gauss transform representation of 1/||z||, and then apply the
exponentially convergent sinc-quadrature approximation to obtain the separable expansion

1 _ 2 232 ol NS TT et
W:ﬁﬂwe dt = > ape W70 = 3" qp ] e, (3.9)
k=—M k=—M /=1

where the quadrature points and weights in (3.9)) are given by
tr = kby, ap =2by/V/m,  with by = Colog(M)/M, Cy= 3. (3.10)

The mode three tensor P, can be approximated by the R-term (R = 2M + 1) canonical
tensor representation

M
P~Pr= Y pleop?epy ecR™, (3.11)
k=—M

where pgf) € R™ are obtained by substituting 1) into 1 and “ ® ” || denotes the outer
(or tensor) product of vectors. For more details, see [3, 2]. Upon splitting the reference
canonical tensor representation P by the procedure presented in [3], we obtain the following

decomposition
Pr=Pg, +Pg,,

where
Pr=Y plep?op, Pr=>3 pep?opl. (3.12)
ke, kek;
Here, K; := {klk = 0,1,...,R;} and K := {klk = R, + 1,..., M} are the sets of indices
for the long- and short-range canonical vectors. The cross-sectional view of the respective
localized and global vector components of the Newton potential in (3.12)) on the z-axis is
illustrated in Figure (3.1}
The aforementioned results are only valid for a single particle potential (or the Newton

kernel, 1/[|z]|). In the case of a potential sum generated by a multiparticle system, for
example, in (3.6), the two components in (3.12) are treated independently due to their

In®3 = n x n x n is a tensor representation of the 3D Cartesian grid.
2The outer product of two vectors, i.e., z ® y = zy” is a rank-one matrix, that of three vectors, i.e.,
T ®y ® z is a rank-one tensor, and so forth.
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Figure 3.1: Canonical vectors for n = 1024, R = 20, and R; = 12.

(b) Short-range vectors.

differences as far as their effective supports are concerned [3]. The following is an overview
of the RS canonical tensor representation of Py (Z) in (3.6)).

We first consider the tensor representation of only the long-range component Pg, € R’
which can be constructed by a direct sum of shift-and-windowing transforms, W;, of the
reference tensor Pg, € R>27%2" from a large (2n)®® domain onto the original n®* domain.
See [32, 3] for detailed information.

Non N N
P = zWi(Pr)=> zWi(Y b’ @by ®by). (3.13)
=1 =1 kE/Cl

Remark 2 Note that P; comprises of a collection of Pg, at each atomic postion in the entire
protein, which have been shifted and windowed by the transform W; of the reference tensor
Pp, € R Clearly, Pr, consists of Pg, in a (2n)® domain.

The reference tensor P R, is mapped onto its sub-tensor of smaller size n®3, by first shifting
the center of P g, to the grid-point x;, and then windowing (restricting) the result onto the
computational grid €2,. The particle charges are denoted by z;. The canonical rank of the
tensor sum Py, of rank RN,,, was proven in [3] to depend only logarithmically on the number
of particles NV, involved in the summation.

Remark 3 It is worth noting that for large biomolecules, the rank RN,, and the n®® Carte-
stan grid can be very large due to large N,,. In such cases, the canonical-to-Tucker (C2T)
and the Tucker-to-canonical (T2C) transforms can be applied in order to obtain a low rank
canonical tensor representation which accurately approrimates the original tensor. The C2T
transform employs the reduced higher order singular value decomposition (RHOSVD) to ac-
complish the rank reduction process [35)].

On the other hand, the short-range part of the total electrostatic potential is represented
by a single small size tensor Py € R"®, known as the cumulated canonical tensors (CCT)
[3]. The CCT comprises of localized subtensors whose effective supports are nonintersecting

N
P.=Y U, U eRY, n,<n, (3.14)
=1

where diam(suppU;) < 20;. Here, o; is the atomic radius of each atom in the biomolecule.

7



Remark 4 Notice that for biomolecules whose atoms have varying radii, we adjust the com-
putation of the short- and long-range range electrostatic potential accordingly by assigning the
corresponding vectors from Figure to atomic clusters of similar radii [2].

3.2 Construction of the nonlinear RPBE (NRPBE)

We now have sufficient information to facilitate the construction of the NRPBE based on
the simple splitting of the Dirac delta distribution [4]. To fix the idea, from Remark [I] the
weighted sum of interaction potentials in a large N,,-particle system as in is also the
analytical solution to the Poisson equation (PE), i.e.,

Nm
— enAPN(Z) =) ¢;6( —F;) in R (3.15)
i=1

Consider the RS tensor splitting of the multiparticle Newton potential into a sum of

long-range tensors P; in and a CCT tensor Py in (3.14), i.e.,
Py(z) = Ps(z) + Pi(2). (3.16)
Applying the discretized Laplacian operator to each component of Py(Z), we obtain,
5= —AAP,, and f':=—AAP,, (3.17)

where Ap is the 3D finite difference Laplacian matrix defined on the uniform rectangular
grid as
A=A QLR+ QA RI3+ 1} ® [, ® As, (3.18)

where —A, = h; *tridiag{1, —2,1} € R™*™ ¢ = 1,2,3, denotes the discrete univariate
Laplacian and I, ¢ = 1,2,3, is the identity matrix in each dimension. See [1} 2l 4] for more
details.

The nonlinear regularized PBE (NRPBE) can now be derived as follows. First, the
unknown solution (or target electrostatic potential) u to the PBE can be decomposed
as u = u® + u", where u® is the known singular function (or short-range component) and !
is the unknown long-range component to be determined. Therefore, the PBE can be
rewritten as

—V - (eV(u® +u")) + & sinh(u® + ") = f*+ ' in Rg’} (3.19)

u=g, on 0,

where the right-hand side of is replaced by f*+ f' due to (3.15) and (3.17) and g is the
Dirichlet boundary conditions defined in ([2.2)).

It was proved and demonstrated in [I] that the function f* and the corresponding short-
range potential u® are localized within the molecular region 2, and vanishes on the interface
I'. Moreover, in the PBE , the function k is piecewise constant as defined in , and
k =0 1in €),,. Therefore, we can rewrite the Boltzmann distribution term in (3.19) as

7*sinh(u® +u") = K*sinh(u"), because u® =0 in €. (3.20)



Consequently, following the splitting of the Dirac-delta distributions in ([3.19)), the short-
range component of the potential satisfies the Poisson equation, i.e.,

=V (e, VU°) = f° in Q. (3.21)

Subtracting (3.21)) from (3.19) and using (3.20)), we obtain the nonlinear regularized PBE
(NRPBE) as follows

— V- (eVu"(z)) + /2% (z) sinh(u"(z)) = f', in Q, (3.22)

subject to the Dirichlet boundary conditions in (2.2)). The total solution to the NRPBE is
therefore, obtained by u(z) = u*(z) + u"(z).

4 Numerical approach to solving the NRPBE

4.1 Iterative solution of the NRPBE

Let us consider a physical domain 0 C R3 with boundary 952, and a parameter domain P C R
which represents the variation in ionic strength I = 1/2 Z;y:i"lm cjzjz, which is a function of
the ionic concentration ¢;, of the salt solution. It resides in k*> = 8me2I/1000ekgT. One
standard way of solving the NRPBE in ([3.22) is that it is first discretized in space to obtain
a nonlinear system in matrix-vector form

Aujr(p) = 0" (1), peP, (4.1)

where A(uj (1)) € RVN 0(p) € RN, u =TI € P, and uj(¢) is the discretized solution
vector.

Then system can be solved using several existing techniques. For example, non-
linear relaxation methods have been implemented in the Delphi software [34], the nonlinear
conjugate gradient (CG) method has been implemented in University of Houston Brownian
Dynamics (UHBD) software [35], the nonlinear multigrid (MG) method [36] and the inexact
Newton method are available in the adaptive Poisson-Boltzmann solver (APBS) software
137.

In this study, we apply a different approach of solving [21) 38, 22]. In particular,
an iterative approach is first applied to the continuous NRPBE in 7 where at the
(n—+1)st iteration step, the NRPBE is approximated by a linear equation via the Taylor series
truncation. The expansion point of the Taylor series is the continuous solution (u"(u))™ at
the nth iteration step.

Consider (u"(1))™ as the approximate solution at the nth iterative step, then the nonlinear
term sinh((u"(u))"™!) at the (n + 1)st step is approximated by its truncated Taylor series
expansion as follows

sinh((u" (1)) & sinh((u" (11))") + (" ()" = (@ (1)") cosh((u(1))")- (4.2)
Substituting the approximation into (3.22)), we obtain

=V (e(@)V(u' ()" + K (2) cosh((u" ())") (" ()" = —F*(2) sinh((w" (1))")
+ i&%(z) cosh((u" (1)) (u" (1))" + 0" (n). (4.3)



The equation in (4.3)) is linear, and can then be numerically solved by first applying spatial
discretization. In this regard, we first define

W

W
cosh Quj(p) =w=1| .|, (4.4)

WA
where © is the elementwise operation on a vector.
Then, we construct the corresponding diagonal matrix from (4.4)) of the form
B = diag(wy, wa, ..., wy).

Finally, we obtain the following iterative linear system

Ay (e ()" 4 pAg B (u (1)) = —pAy sinh O (ul (1)) + Ao B™ (uy(1))" + b + ba(pe),

(4.5)
where A, is the Laplacian matrix and A, is a diagonal matrix containing the net %2 function
(i.e., K%/u). Note that the diagonal matrix B™ changes at each iteration step, therefore, it
cannot be precomputed. The vectors b} and by(u) are the regularized approximation of the
Dirac delta distributions and the nonaffine (in parameter) Dirichlet boundary conditions,

respectively.
Let
A() = Ar + pAL B (1) (4.6)
and
F' : right-hand side of (4.5)), (4.7)
we obtain
Ay (1)) (upr ()™ = F(uy (1)), n=0,1,.... (4.8)

Then, at each iteration, system is a linear system w.r.t. (ul)"*', which can be
solved by any linear system solver of choice. In this study, we employ the aggregation-based
algebraic multigrid method (AGMG) H [39]. Algorithm [1| summarizes the detailed iterative
approach for solving . This approach of first linearization, then discretization is shown
to be more efficient than the standard way of first discretization and then linearization, via,
for example, the Newton iteration. The advantage of the proposed approach is that it avoids
computing the Jacobian of a huge matrix. It is observed that it converges faster than the
standard Newton approach.

4.2 The reduced basis method for the NRPBE

The Reduced Basis Method (RBM) is an example of popular projection-based parametrized
model order reduction (PMOR) techniques in which the parameter dependence of the PDE
solution is exploited by snapshots (high-fidelity solutions) determined over the parameter

3AGMG implements an aggregation-based algebraic multigrid method, which solves algebraic systems
of linear equations, and is expected to be efficient for large systems arising from the discretization of scalar
second order elliptic PDEs [39].
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Algorithm 1 Iterative solver for the NRPBE

Input: Initialize the potential (u}/(1))°, e.g., (u}(1))® = 0 and the tolerance 6° = 1.
Output: The converged NRPBE solution (u}(1))" at 6™ < tol.
1: while 6™ > tol do
2: Solve the linear system for (uj(u))" ™ using AGMG.
30 O [(uRe ()" = (e ()" 2
(i ()" <= (uipe ()"
5: end while

e

domain [40]. Their core objective is to construct a parametric reduced order model (ROM)
of low dimension, which accurately approximates the original full order model (FOM) or high-
fidelity model of high dimension over varying parameter values [41, 42, 43]. Other PMOR
techniques include proper orthogonal decomposition (POD) [44] and multi-moment matching
techniques [45], among others [41].

The RBM leverages an offline/online procedure to ensure an accurate approximation of
the high-fidelity solution at extremely low computational costs. It is widely applicable in
real-time context such as sensitivity analysis, multi-model simulation, as well as many-query
scenarios, e.g., uncertainty quantification and optimal control. For a thorough review of
PMOR techniques, see [41].

It is prohibitively expensive to solve the N' x A system in for an accurate approx-
imation of uj (1) because the dimension N ranges between O(10°) and O(10%) for typical
biomolecules of interest. Therefore, we exploit the RBM to significantly reduce the computa-
tional costs by projecting (via Galerkin) the FOM onto a low dimensional subspace (the
reduced basis space) which preserves the parametric properties and important system con-
figurations of the FOM. The resultant ROM, of greatly reduced dimension N < N, provides
an accurate surrogate approximation of (uj (1))", n=0,1,....

RBM is based on the assumption that the solution manifold M*

MY = {uj () - p € P, (4.9)

is of low dimension. The reduced basis space, which is the space spanned by the snapshots
ujr(p), corresponding to a set of parameter samples, is hierarchically constructed from the
solution manifold , using the greedy procedure summarized in Algorithm . The RB
space

range(V') = span{uy (p1), ..., un ()},  pa, ..., € P, (4.10)

is nested (hierarchical) in the sense that the previous basis set is a subset of the next until
convergence, i.e.,
range(V;) C range(V,) C - -+ C range(Vy), (4.11)

where N < N is the dimension of the ROM.
The residual in Algorithm |2 is derived from (4.8) and the ROM solution (uj(p))" =
Vi (ufy (@)™ lifted into the high-fidelity space of dimension N i.e.,

rv (T (1)) = F(((1))") — AC@" (1)") @ ()" (4.12)
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Algorithm 2 Greedy algorithm

Input: Training set = := {u, ..., } C P, tolerance eo =1, and potential (u’y(u))°.
Output: RB basis represented by V' and the ROM in

: Choose u € = arbitrarily.

Solve for wj,(p*) using Algorithm

e ) N

Orthonormalize V;.

while max An(p) > e do

Comp:lte u’y(p) from ([(4.13)) using Algorithm [4] and calculate Ay (p) = ||rn (W (12))]]2

in (4.12), Vu € Z.

p* = argmax Ay (p).
pneE=

: Solve (3.22) for u)y(u*)
9: VN+1 — [VN u}"\/(,u*)]
10: Orthonormalize the columns of V.
11: N+ N +1.

12: end while

=

The ROM for the system (4.8)), is therefore, formulated as follows. Given any p € P, and
an initial guess (u’y (1)) € RY, the RB approximation (u}(u))"*!, at the future iteration
step n + 1 satisfies the equation

An((uly (1)) (uy ()" = Fx((uy(n))"), n=0,1,..., (4.13)

where (uy (1)) is the zero initial guess in this study and Ay and Fy are defined explicitly
as

Ay = Al (u?v(,u))"ﬂ + MA\Q(BVN)R(U{’]‘V(M))H—"_I’

and
Fy := —pAysinh O (i ()" + pAs(BViy)" (uly (1)" + by + Vigba(p),
where B = diag(wy, Wy, . .., W) and
w1
Wy
cosh QU (pu) =w=1| . |. (4.14)
Wy

The resuting ROM is given by

-~

Ay (uy ()™ + pAa(BVy)" (uly ()" = —pAs sinh O(@ (1))
+ Ay (BVy)" (uy ()" + by + Vi ba(p), (4.15)

where (ufy(1))"*! is the unknown solution to the ROM.
The reduced matrices A; := VLA Vy and Ay := VI Ay and the reduced vector by, = V,Ib7
(see (4.5))) are determined via projection with the RB basis Vy and can be precomputed in
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the offline phase of the greedy algorithm. However, the matrix (BVy)" and vector by ()
are updated and or changed at each iteration and for varying parameter values, respectively,
hence, they cannot be precomputed. This leads to a partial offline-online decomposition
scenario, whereby Galerkin projections to some terms have to be computed in the online
phase.

Note that ViIby(u) in is computed by first evaluating a long vector by(j), then
projecting it onto the low dimensional space N using V. This is time consuming when by (1)
needs to be evaluated many times for many values of x. In Section [4.2.1] we propose to apply
DEIM to further reduce the computational complexity of Vb5 (). Details can be found in
[27], where DEIM was applied to PBE problem.

4.2.1 Computational complexity of the regularized reduced order model

It is well known that another key assumption of the RBM, besides the low dimensionality
of the solution manifold, is the parameter affine property, which ensures the efficiency of the
offline-online decomposition by eliminating the dependency of the ROM on the dimension N
of the truth high-fidelity FOM [40]. However, note that on the one hand, is actually
parameter nonaffine with respect to the Yukawa-type boundary conditions, represented by F'
in . On the other hand, the matrix A, requires updates at each iteration, hence Galerkin
projections are unavoidable in the online phase.

In this study, we apply DEIM to the parametric nonaffine boundary conditions, the term
ba(1). The main idea of DEIM is to significantly reduce the computational complexity of the
nonaffine function by interpolation, whereby only a few entries are computed [23]. Before
invoking DEIM, snapshots of the nonaffine function bs(x) must be computed for a set of
parameter 4 in the training set = = {1, ..., } C P and the snapshot matrix,

G = [ba(s11), - - -, ba(p)] € RN, (4.16)

is constructed.
Then, the singular value decomposition (SVD) of G is computed,

G =UssW’, (4.17)

where Ug € RVX S € R>* and W € R, Note that the matrices Ug and W are orthogonal,
ie., (Ug)'Ug = WIW = I, I, € R and ¥ = diag(oy,...,0), with oy > ... > 07 > 0.
Figure shows the decay of singular values of ¥ for the protein fasciculin 1. We truncate
the singular values being smaller than 10~ and retain r = 3 singular values.

DEIM seeks to approximate the function be(r) with the linear combination of the basis
vectors Ug = [uf, ..., uf] € RVX" ie.

ba(p) = Uge(p), (4.18)

where ¢(u) € R” is the corresponding coefficient vector, which is determined under the
assumption that Ugc(p) interpolates bo(i) at r selected interpolation points, then,

Plhy(p) = PTUgc(p), (4.19)
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Figure 4.1: Decay of singular values of 3 in (4.17).

where P is an index matrix given by

P=ley,...,ep] € RN (4.20)
which consists of unit vectors eg,, i = 1,...,r. Here, the indices p;, are the DEIM in-
terpolation points which are selected iteratively with the greedy iteration as presented in

Algorithm 3}
Suppose that PTUg € R™" is nonsingular, then () can be determined from the overde-

termined system (4.19) by

c(p) = (P"Ug) ™ P ba(p). (4.21)
Therefore, the function by(p) in (14) can be approximated as
bo(p) ~= Ugc(p) = Ug(PTUG) " P by(p). (4.22)

The ROM in (4.15)) with DEIM approximation becomes

~

A (e ()™ + Ay (BVN)™ (upy ()" = —p Ay sinh O (@p(0))" + pAa(BVa)" (uly ()"
+ b (1) + Vi Ua(PTUq) " PThy(p).  (4.23)

The interpolant VI Ug(PTUg) ' PTby(1) can be computed a lot cheaper than Vb, (u)
because VI Uq(PTUg)™! can be precomputed independently of the parameter . Only those
entries in by(u) that correspond to the interpolation indices p;,i = 1,...,r, r < N, ie,
PTby(u) can be computed instead of the entire A/ entries in by(u). This saves significant
computational efforts when bs(u) needs to be repeatedly computed for different values of p.

Note that at each iteration, only a small ROM in is solved. With its small size
N < N, the system can be solved using a direct solver rather than the iterative solver
(AGMG), which is applied to to the FOM in (4.3). The iterative approach of obtaining
an approximate solution Vi (uf (1))"* to using the ROM is summarized in
Algorithm [4]
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Algorithm 3 DEIM algorithm [23] [46]

Input: POD basis {uf'}7_, for G in equation (4.17)).
Output: DEIM basis Ug and indices @ = [p1, ..., o7 € R".

1: o = argjeg%)jv}]uﬂ, where u§ = (uf, ..., ufy)T.

2 Ug = [U?L P = [em]v o= [@1]

3: fori = 2 to rdo

4: Solve (PTUg)a = PTu§ for a, where a = (ay, ..., a; 1)T.
5: ri = uf — Uga.

6: ©i = argjegéicjv}mﬂ, where 7; = (ri1, ..., riv) L.

7 UgeﬂhuﬂJN—H%@Lﬁelgm

8: end for

Algorithm 4 Iterative solver for the regularized ROM in (4.23)

Input: Initialize the potential (u’ (1)), e.g., (uf(1))® = 0, tolerance tol > 0, and ¢° = 1.
Output: The converged ROM solution (ujy(p))™ at 6™ < tol.

1: Precompute Aj, by in (4.23) and Ug and ¢ in Algorithm .

2: while 6™ > tol do

3: Assemble the ROM in using the precomputed quantities in Step 1.

4 Solve the regularized ROM for (uly(u))™t.

5. 0" [ (uy ()" = (uly (1)) ]2

6 (ui ()" < (uy(p)"

7: end while

Remark 5 The total electrostatic potential is obtained by lifting the reduced order long-range
surrogate solution into the high-fidelity space N and adding to the parameter independent
analytically precomputed short-range component P in , i.e.,

u(p) = Py + W), (4.24)

where W (1) = Vyuly(1).

4.3 The reduced basis method for the classical NPBE

In this section, we apply RBM to the classical nonlinear PBE (NPBE), and compare this
version in Section [5| with the suggested approach from Section [£.2 We begin by considering
the FOM of the classical NPBE in (2.1)) after discretization in space, i.e.,

AWM () = f(p), peP, (4.25)

where f(u) includes both the singular sources from the right-hand side of (2.1)) and the
parameter non-affine Dirichlet boundary conditions from (22.2]). The corresponding classical
ROM is defined as

-~ o~

Alun(p) = (1), (4.26)
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where A(uy(1)) = VEA(Vyun (i) and f = VI f. Here, Viy can be constructed using the
greedy algorithm in Algorithm [2| by replacing the snapshots in Step 3 and Step 9 with the

solutions to (4.25)).

Note that the FOM of the classical NPBE is solved iteratively in a similar way like the
NRPBE using Algorithm (1} The corresponding iterative form of (4.25)) is given by

Ay (™ ()" p A By (N (1)) = —p Ay sinh ©(u (1) +pAs By (uM ()" + f (1), (4.27)

where all the quantities except By, f and the solution (uV(p))"*! are equivalent to those in
the NRPBE (4.5)). Here Bs is defined as

B2 = diag(vl,UQ, . ,UN),

and is constructed from
U1

v
cosh OuN (p) = v = 2. (4.28)
UN

The ROM of (4.27) is straightforward, i.e., given any p € P, and an initial potential
distribution (ux(u))?, the RB approximation (uy(p))"™, at the subsequent iteration steps
n + 1 satisfies

~

Ay (un ()™ + pnAs(Bo V)" (un (1)) = —pAs sinh (@ ()"
+ Ay (BaVn )" (un ()" + f(), (4.29)

where (@Y ()" = Vi (un ()" and By = diag(@y, Ty, . . ., Uxr) is constructed from
01
N Uz
coshOQuU™ (u) =v=1| .. (4.30)
UN

The process of iteratively solving (4.29) is similar to that of (4.13), which is provided in
Algorithm [4

5 Numerical results

Consider n®3 3D uniform Cartesian grids, in a cubic domain [a, b]?, for computing the re-
duced basis approximation of the NRPBE on a modest PC which possesses the following
specifications: Intel (R) Core (TM) i7 — 4790 CPU @ 3.60GHz with 8GB RAM. In this
study, the NRPBE is discretized by the finite difference method (FDM) to obtain the FOM
and the numerical computations are implemented in MATLAB, version R2017b.

In the numerical tests, the molecular charge density function (singular source term) for
the classical NPBE and the regularized Dirac density function for the NRPBE are obtained
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from PQR [] files which are generated from the following biomolecules with varying sizes that
depend on the number of atoms:

(a) The acetazolamide molecule consisting of 18 atoms, which is used as a ligand in the hu-
man carbonic anhydrase (hca) protein-ligand complex for the calculation of the binding
energy [48, [49].

(b) fasciculin 1, an anti-acetylcholinesterase toxin from green mamba snake venom [50]
consisting of 1228 atoms.

(c) A 180-residue cytokine solution NMR structure of a murine-human chimera of leukemia
inhibitory factor (LIF) [51] consisting of 2809 atoms.

Remark 6 Since the solution of the PBE has a slow polynomial decay in 1/||z||, it is
paramount that large domains, approzimately 3-times the size of the biomolecule be used in or-
der to accurately approximate the boundary conditions [12]. In this regard, we use domains of
lengths (324)3, (604)? and (65A4)2, respectively, for the aforementioned biomolecules. Here,
A denotes the angstrom unit of length.

To begin with, we demonstrate the solution components of the full order model (FOM)
of the NRPBE via the RS tensor format for the protein fasciculin 1 in case (b), in a uniform
Cartesian grid of 129%% and a 60A domain length. Figure shows the short- and long-
range components of the target electrostatic potential, which are computed analytically from
the CCT tensor , and numerically via the NRPBE in , respectively, and the
corresponding total electrostatic potential.

The behaviour in the scaling among the three electrostatic potentials in Figure shows
that the total potential on the right-hand side inherits the largest potential value of 0.5 from
the short-range component (top left), while the smallest value of O(107°) is obtained from
the long-range component (bottom left) towards the boundary of the domain.

Remark 7 The main computational advantage of applying the RBM technique to the
NRPBE is that the RB approzimation is only applied to the smooth long-range component of
the potential, see Figure (bottom left), thereby avoiding the singularities inherent in the
short-range component that are known to cause numerical difficulties. Hence the resultant
RB approzimation is expected to be of higher accuracy.

5.1 Reduced basis results for the NRPBE

Here, we determine the accuracy and computational efficacy of the RBM approximating the
high-fidelity solution to the NRPBE for biomolecular modeling. We set the solute and solvent
dielectric coefficients as €, = 2, and €, = 78.54, respectively, and employ the parameter
values from the training set = € P = [0.05,0.15] with a sample size of [ = 11, greedy
tolerance tol = 10710 for Algorithm [2| to generate the projection matrix Vy. Furthermore

1A PQR (or Position, charge (Q), and Radius) file is a protein data bank (PDB) file with the temperature
and occupancy columns replaced by columns containing the per-atom charge (Q) and radius (R) using the
pdb2pqr software. PQR files are used in several computational biology packages, including APBS [47].
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Figure 5.1: The long-range (bottom left), short-range (top left), and total electrostatic potentials
(right) for fasciculin 1.

. Error at iteration 1 Error at iteration 2 . .
Biomolecule AT () | True error | AT=(z) | True error ROM dimension N

Case (a) 5.0573e-06 | 1.2719e-08 | 3.0339e-12 | 3.0395e-15 2

Case (b) 1.0685e-05 | 8.9228e-08 | 3.6895e-12 | 2.0232¢-14 2

Case (c) 3.2610e-05 | 1.4510e-07 | 2.0573e-11 | 3.2015e-14 2

Table 5.1: The comparison between the maximal error estimator AY**() and the true error for the
NRPBE during the greedy iteration at the current RB dimension ¢ = 1,..., N for the biomolecules in
cases (a) to (c).

the residual in is used as an error estimator for the ROM in the greedy algorithm in
Algorithm

First, we consider the NRPBE system generated by all the three cases (a), (b) and (c),
in uniform Cartesian grids of 97 for case (a) and 129%3 for cases (b) and (c), respectively.
We show in Table the decay of the maximal error estimator, defined as

AN () = max ||rn (Uy; 1) |2,
HeEP

and the true error ||u}y,(p) —ufy (1)||2, during the greedy algorithm at the current RB dimension
1=1,..., N for all of these cases.

Note that the ROM provides highly accurate approximations, close to machine precision
(O(1071)) for the NRPBE as demonstrated by the true error in the second iteration. This
is due to the smoothness of the long-range electrostatic potential, which enhances rapid and
accurate model reduction process and facilitates, in general, low-rank approximation.
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Figure 5.2: Comparison between the error estimator and the true error for the NRPBE for the cases
(a) to (c) for the final ROM at 100 random (varying) parameter values p € P.
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Figure 5.3: The comparison between the maximal error estimator AY**(x) and the true error for the
classical NPBE during the greedy iteration at the current RB dimension i = 1,..., IV for the biomolecules
in cases (a) to (c).

Next, we validate the final ROM at 100 random p € P in Figure 5.2 It is clear that the
true error of the ROM is still below the tolerance for all 100 p € P.

5.2 Comparison of the RB approximation accuracy between the
NRPBE and the NPBE

In this section, we demonstrate via the RB approximation, that the NRPBE model is more
accurate and computationally efficient than the classical NPBE. In a similar style as in
Section [5.1) we consider the biomolecules in cases (a) to (c) with the corresponding domain
lengths and grid dimensions. We demonstrate the accuracy of the RB approximation for
the classical NPBE model in order to compare it with the NRPBE model. We begin by
demonstrating in Figure [5.3] the comparison of the error decay between the maximal error
estimator AY**(u) and the true error for the classical NPBE during the greedy iteration at
the current RB dimension ¢ = 1,..., N for the biomolecules in cases (a) to (c).
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Figure 5.4: Comparison between the error estimator and the true error for the classical NPBE for the
cases (a) to (c) for the final ROM at 100 random (varying) parameter values u € P.

We notice that the RBM constructs a small ROM (i.e., N = 2) of high accuracy (O(10712))
for the NRPBE in Table because of the regularized nature of the model, the RBM applied
to the classical NPBE, nevertheless, generates a ROM of dimension N = 6 at the accuracy
of O(107%) for most biomolecules in Figure [27, 52]. This is because in the latter case,
the short-range component of the electrostatic potential impedes the reduction process due
to the sharp cusps or singularities which are hard to capture in the ROM. Furthermore, case
(a) has a slightly smaller ROM dimension due to its small number of atoms as compared to
the rest, hence its small number of solution singularities (cusps) to be captured in the ROM.

The accuracy of the RB approximation of the classical NPBE in Figure is much lower
than that of the NRPBE in Figure due to the inaccurate approximation of the short-
range component inherent in the former. This demonstrates the efficacy of the regularization
scheme based on the RS tensor technique. The oscillations in the error in Figure [5.4] also
justifies the irregularity of the singular solution, which impedes the model reduction process.

5.2.1 Runtimes and Computational Speed-ups

We compare the computational runtime of computing both the classical and regularized
NPBE models as well as that of the corresponding ROM (using the RBM) in Table
The respective PBE models were applied to the protein fasciculin 1. Given a fixed value of
the parameter p, Table compares the runtimes for solving the FOM (using the FDM),
constructing the ROM (using the RBM), and solving the ROM (using direct methods), for the
classical LPBE and NPBE with those of the regularized LRPBE and NRPBE, respectively.
It is clear that the RBM spends more time in the offline phase of the greedy algorithm to
compute snapshots for the classical NPBE than on the NRPBE model, see Figure [5.3| and
Table [5.1} This is mainly because of the presence of rapid singularities in the PBE solution,
which provides an onerous task in the construction of the ROM.

Consequently, Table [5.3] shows that solving the FOM for the NRPBE by the classical
numerical techniques (in this case, the FDM) is sufficient and computationally efficient only
for a single parameter value. However, for many varying parameter values, the RBM is
more efficient because it constructs only a small ROM once, which can then be solved fast to
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Runtime (seconds) for the PBE and the RPBE
LPBE NPBE | LRPBE NRPBE
FOM | 17.68 34.40 22.83 28.30
RBM | 107.98 238.78 90.04 76.38
ROM | 2.22e-02 | 2.40e-02 | 2.10e-03 6.59e-03

Table 5.2: Runtimes for the FOM, RBM and ROM for the linear
and nonlinear variants of both the classical and the regularized PBE

models.
Runtime (seconds) and speed-up using the FDM and the RBM
No. of parameters | FOM for NRPBE | RBM for NRPBE | Speed-up
1 28.30 76.38 0.37
10 ~ 283.00 ~ 76.44 3.70
100 ~ 2830.00 ~ 77.04 36.73
1000 ~ 28300.00 ~ 82.97 341.09

Table 5.3: Comparison of the runtimes and speed-ups between the FOM and the RBM for the NRPBE
in a multiparameter context.

obtain the solutions at any values of the parameter. For instance, for 1000 different parameter
values, the ROM runtime is ~ 6.59 x 10~ 3sec, leading to a total runtime of ~ 82.97sec to solve
the NRPBE using the RBM technique instead of ~ 28300sec by the FDM solver. Note that
the runtimes for the 1000 varying parameter values for the FOM are mere approximations
based on that of the single parameter value, since simulating the FOM for so many times is
impractical.

6 Conclusions

In this study, we review the salient properties of the RS canonical tensor format as a regu-
larization scheme for the nonlinear PBE (NPBE) for calculating the electrostatic potential
within and around biomolecules as proposed in [I, 2]. Among these properties is the grid-
based RS tensor splitting of the Dirac delta distribution into the smooth and singular source
term components. The NPBE is then discretized with the smooth approximation of the
Dirac delta distribution, yielding a regularized FOM that is devoid of the singularities in the
resultant solution. The RBM leverages this property by constructing a regularized ROM at
extremely low computational costs as compared to that of the classical variant. This avoids
constructing a ROM which comprises of the highly singular component of the electrostatic
potential, thereby reducing the errors in the numerical approximation. The total poten-
tial is obtained by adding the regularized component (solution of the ROM), which is lifted
(by projection) to the high-fidelity space, A/, to the directly precomputed canonical tensor
representation of the short-range component of the Newton kernel.
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