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We construct the first complete exceptional field theory that is based on an infinite-
dimensional symmetry group. Eg exceptional field theory provides a unified description of
eleven-dimensional and type 11B supergravity covariant under the a [nelKac—-Moody symme-
try of two-dimensional maximal supergravity. We present two equivalent formulations of the
dynamics, which both rely on a pseudo-Lagrangian supplemented by a twisted self-duality
equation. One formulation involves a minimal set of fields and gauge symmetries, which
uniquely determine the entire dynamics. The other formulation extends eg by half of the
Virasoro algebra and makes direct contact with the integrable structure of two-dimensional
supergravity. Our results apply directly to other a CnelKac-Moody groups, such as the
Geroch group of general relativity.
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1 Introduction

This paper completes the work started in [1], constructing the exceptional field theory for the
Kac—Moody group Eg. Exceptional field theories (ExFT) are the duality covariant formulations
of maximal supergravity built on the exceptional hidden symmetry groups E,, that arise in di-
mensional reduction of eleven-dimensional (or type I11B) supergravity [2-5]. E, EXFT is based
on a split of the coordinates of eleven-dimensional supergravity into D external and n =11—-D
internal coordinates. The latter are embedded into an extended space-time with coordinates
transforming in a representation of the exceptional group E,. The original physical coordinates
are recovered as the solution of an E,, covariant section constraint that constrains the coordinate
dependence of all fields and gauge parameters. On the extended space-time, the original geomet-
ric di Ledmorphisms and gauge symmetries are unified into generalised di Ledmorphisms [6-18]
which provide the central symmetry structure organising and defining the theories.

Exceptional field theories have been constructed for all finite-dimensional duality groups, i.e.
for n =< 8, and D = 3 external dimensions [19-26]. The resulting actions are modelled after
the structure of D-dimensional maximal (gauged) supergravities, with all fields living on the full
extended space-time (subject to the section contraint) and the non-abelian gauge structure of D-
dimensional supergravity replaced by the infinite-dimensional algebraic structure of generalised
di Ledmorphisms. In particular, the scalar fields parametrise the coset space E /K (En) and
couple via a (gauged) sigma-model on this space, where K(Ep) is the maximal compact subgroup
of En.

For n = 9, the group Eg is the infinite-dimensional a Cnelgroup that appears as the global
symmetry of maximal two-dimensional supergravity [27, 28], generalising the Geroch group in
the reduction of four-dimensional Einstein gravity [29-32]. The a LnelLie algebra eg of Eg is
by definition the sum of the centrally extended loop algebra € over eg and a one-dimensional
derivation algebra.! The study of the internal sector of EXFT based on this a [nelalgebra was
initiated in [17] with the construction of generalised diledmorphisms acting on fields whose
internal coordinates YM transform in the basic lowest weight representation R(Ag)—1 of Eg,
and a section constraint of the generic form

YMNLGom [ =0 (1.1)

where Y MNp 4 is the Eg invariant tensor (3.3). In Eg EXFT, all fields live on the full extended
space-time with two external coordinates x* and internal coordinates Y M, subject to the section
constraint (1.1).

1We denote the derivation of eg by d and it is related to the Virasoro generator Lo by d = Lo + h in a module
of weight h Q.



In a first paper [1], we have constructed the internal part of the action of Eq EXFT, usually
referred to as the potential, as a scalar field Lagrangian invariant under generalised di [edmor-
phisms. More precisely, this is the truncation of EXFT obtained after dropping all dependence
on the two external coordinates x* and truncating the gauge fields. The goal of this paper is to
extend this construction to the full Eg exceptional field theory.

With respect to its lower-rank cousins, Eg EXFT comes with a number of additional technical
challenges. First of all, the a Cnelnature of the duality group requires all bosonic objects to
appear in infinite-dimensional representations. This is reflected by the scalar fields parametrising
the infinite-dimensional coset space

L] ]
B IR/ [RL,

K(Eo) ’

(1.2)

where Egldenotes the centrally extended loop group over Eg, and the factor RJ,_’O [R]_, is
obtained by exponentiating the Virasoro generators Lo and L—1.

Secondly, while the EXFT field content in generic dimensions is largely based on D-dimen-
sional maximal supergravity as imposed by the tensor hierarchy [33-35], closure of the gauge
algebra in general requires the introduction of additional p-forms of rank p = D — 2. These
additional fields are covariantly constrained by algebraic conditions analogous to the section
contraint (1.1). For su Lciehtly large D, the constrained fields may not be visible at the level
of the Lagrangian, but starting from D < 4, they become an inevitable part of the dynamical
equations of exceptional field theory. In particular, for D = 2, such constrained fields appear
in all sectors of the theory. Indeed, the results of [1] show that the construction of an invariant
scalar potential requires the coupling of an additional scalar field xm obeying the algebraic
constraints

YMNpoxm ol =0=YMNpoxm O, (1.3)
analogous to (1.1). Similarly, the gauge fields

combine vectors Ah" transforming in the basic lowest weight (coordinate) representation R(/\g)—1
of Eg with vector fields B“'V' N constrained in their last index analogously to (1.3). The set of vec-
tor fields (1.4) reflects the structure of gauge parameters of Eg generalised di Ledmorphisms [17].

Thirdly, as known from the lower-rank exceptional field theories, their construction in an
even number of external dimensions D is typically hampered by the fact that in D-dimensional
supergravity only a subgroup of the duality group Ej, is realised o [=Shell while the full duality
group is only realised on the equations of motion. The most straightforward construction of the
ExXFT dynamical field equations thus draws on a manifestly duality invariant pseudo-Lagrangian
which must be supplemented by a set of first order (self-)duality equations, in the spirit of the
so-called democratic formulation of supergravity theories [36]. In two-dimensional maximal
supergravity, the Lagrangian only depends on the 128 propagating scalar fields parametrising
Eg/Spin(16), the dilaton p associated to L, and the conformal factor o of the external metric,



associated to the central charge K. The infinitely many fields parametrising the coset space (1.2)
are defined on-shell by virtue of an infinite set of duality relations typically formulated in terms of
a linear system [30-32,28] and its expansion in terms of a spectral parameter. In order to reflect
these structures, Eg EXFT will be based on a manifestly duality invariant pseudo-Lagrangian
which features all the scalar fields parametrising (1.2), together with duality equations relating
them to the physical ones. However, the spectral parameter of the linear system introduced
in [31,32] depends on the D = 2 space-time coordinates, a property that is a priori incompatible
with the definition of fields in Eg lowest weight modules like A{Y' in EXFT. This was not yet
an issue in the construction of the EXFT scalar potential [1] which corresponds to a truncation
of the theory in which all duality equations are consistently projected out. It will, however,
be relevant in the construction of the full dynamics, and one of the main achievements of this
paper will be to show that the EXFT duality equations reproduce the Breitenlohner—-Maison
linear system.

From the above discussion and the algebra of generalised di Ledmorphisms, one might expect
that the fields of Eg EXFT comprise the coset scalar fields in (1.2), the unimodular metric
Ouv. the constrained field Xp and the vector fields (1.4). We will indeed define a minimal
formulation of the theory featuring these fields (in the gauge in which the scalar fields lie in
Eo/K(Eg), i.e. with the L_; scalar p = 0), as well as a single additional one-form field x,.
However, the relation of the Eg EXFT duality equation to the Breitenlohner—Maison linear
system cannot be unraveled in this minimal formulation. This can be resolved by adopting
a formulation of the Breitenlohner—Maison linear system that circumvents the problem of the
space-time dependent spectral parameter through the introduction of scalar fields in the negative
Virasoro group [37, 38], enlarging the scalar target coset space (1.2) to

Eg T vir™

K(Eg) ' (1.9)

where Vir™ is the group associated to the algebra vir~ = [, |n < 0LJWe shall define a Virasoro-

extended formulation of Eg EXFT, in which the algebra of generalised di Cedmorphisms is based

on EglCVIr~. The set of vector fields is enlarged accordingly, with one vector field B{"My

associated to each negative Virasoro generator L_,. The truncation of the Virasoro-extended

formulation of EXFT to D = 2 supergravity (via the trivial solution of the section constraint)

will be shown to reproduce the Breitenlohner—Maison linear system in the formulation of [37,38].
The scalar fields in (1.5) are parametrised by the coset representative

~ L — _ e A A _
V=TV =p Lo g=@1l—1g=02b—2 .\ gV1ATS) gYoaTS; |, = 0K (1.6)

upon introducing an additional infinite tower of scalar fields @, associated with the negative
half of the Virasoro algebra. The fields p and ¢, combine into the I'-factor in (1.6) whose
presence replaces the space-time dependent spectral parameter of the standard linear system on
(1.2) [31,32]. The Eg-valued matrix V in (1.6) carries the propagating scalar fields of D = 2
maximal supergravity while the negative mode generators T4, of the loop algebra are associated
with the infinite tower of dual potentials defined by the linear system.



The first-order duality relations encoding the EXFT scalar field dynamics are most compactly
formulated in terms of the covariant currents

1
Ju = MTIDUM = J3,4T%= (IR TA +JumLlm) +Juk K. (1.7)
m [Z]

obtained from the generalised metric M = V'V, and explicitly expanded in terms of the gen-
erators of F_t;—bnd the full Virasoro algebra. As standard in EXFT, the covariant derivative D,
employs the vector fields (1.4) (and a tower of Virasoro descendants Bﬁ”"\" n of the constrained
vectors) to gauge the action of Virasoro-extended Eg generalised diledmorphisms. Its explicit
connection is defined in (4.6) in the main text. From (1.7), one may define a tower of shifted
currents (s |:|I-—13 O ,
u = So m(FIrH)F + XK, (1.8)

where the operators Sp, shift the mode number of the Eglloop generators and the Virasoro
generators by m units and project out the component along the central charge K, while I is
the Vir™ part of the coset representative (1.6). Covariance of the shifted currents (1.8) under
rigid EgJCVir™ requires the introduction of a tower of new (external) one-forms Xlum as their
K components.? This is in complete analogy to the appearance of the constrained scalar field
Xm (1.3) in the shifted current along internal derivatives which was introduced in [1] to define
the EXFT scalar potential. As a key result of this paper, we obtain the ExXFT scalar twisted
self-duality equation in the form

o= JO (1.9)

where [denotes Hodge duality with respect to the unimodular two-dimensional metric in confor-
mal gauge Qv = Nuv- Upon dropping internal derivatives and gauge fields, the duality equation
(1.9) reduces to a linear system for the field equations of D = 2 supergravity. The standard form
of the linear system [31, 32] is recovered after integrating the vir~ part of the duality equation
in order to obtain polynomial expressions for the additional scalar fields @, in (1.6) in terms of
the fields p and p @4 parametrising the R[O [R] _, factor in (1.2).

Next, we construct in this paper a pseudo-Lagrangian which together with (1.9) determines
the full dynamics of Eg EXFT. According to the general structure of gauged supergravity in D =
2 dimensions [39], and more generally to the structure of two-dimensional gauged sigma models
with WZW terms [40], the full Virasoro-extended Eg EXFT pseudo-Lagrangian is expected
to extend the potential term of [1] by a topological term coupling the currents of the coset
space (1.5) to the gauge fields, as well as by a suitably gauged version of the linear system of
duality equations. The pseudo-Lagrangian consists accordingly of the potential term of [1] and
a topological term written as a top-form:

B 1 4 T __1
P Liop = DX{ — 50%Ja LI =35 (n° = )P C(Bns1 +Pnoa)
n=2
1
* Po DOln = Xin) * Xina PV o+ P M (1.10)
n=1

2The superscript v is not an index, but rather a label related to the I' conjugation in (1.8), see Section 4.



The various ingredients are defined and detailed in Section 4. In particular, the covariant
derivative of X] = X, ;dx* is defined in (4.58). The second term in (1.10) is the gauged WZW-
like term and carries the algebra cocycle w®® corresponding to the central charge component of
the commutator

0,435 = —[3,, J\(,l)]HK. (1.11)

The currents Py, = %(Dul'l'_l)_n for n = 1 are defined as the vir~ components of the Maurer—
Cartan form from (1.6). The field xK,,’l in (1.10) is related by the field redefinition (4.76) to the
field xp appearing the potential in [1]. Finally, the last three terms in (1.10) are proportional
to the non-abelian field strengths

Fw = (Fl.G0MN),  k N7, (1.12)

of the gauge fields (1.4) (and their Virasoro-extensions). Their precise expressions are given
in (4.42) and (4.45) below. Remarkably, the full EXFT pseudo-Lagrangian, after gauge-fixing
¢n — 0 for the vir~ scalar fields at n = 2, is simply given by the combination

Lext = Ltop — IV, (1.13)

of the topological term (1.10) with the potential V constructed in [1]. In their most explicit
form, these two terms are given in (4.81) and (4.82) below. In particular, this pseudo-Lagrangian
does not carry a traditional kinetic term for the scalar fields.

In order to make contact with the lower-rank exceptional field theories and to match the
field equations with those of eleven-dimensional (and type 11B) supergravity, it turns out to
be convenient to pass eventually from the Virasoro-extended to the minimal formulation of Eg
ExXFT in which not only the vir~ scalar fields @, are gauge fixed to zero, but also the infinite
tower of constrained and auxiliary one-forms {Bﬁ”)MN,xL,n} featuring in (1.10) is integrated
out in favour of the original gauge fields (1.4) and a single auxiliary one-form x,,. Although
we shall prove that the minimal and Virasoro-extended formulations of the theory describe the
same dynamics, these two formulations diled in structure and will be discussed separately. In
particular, the current J in the minimal formulation is valued in the Lie algebra of the group
E;—'E(B“LLO [R] _,) which is not closed under Hermitian conjugation unlike the current (1.7).
In this formulation, we relax the conformal gauge and consider an arbitrary unimodular metric
Ouv. thereby allowing for the definition of external di Lledmorphisms. To distinguish the currents

in the two formulations we will use a di[erent notation, with the minimal formulation current
1
m[Z]
In particular, J,k depends explicitly on the unimodular metric g, see (5.34), and J,—1 =

BH'V' m. The duality equation takes the form of a twisted self-duality
J=p ' N S:13) +xK)'M, (1.15)

associated to an Eg invariant symmetric bilinear form. The resulting pseudo-Lagrangian, now
written as a density, takes the form

1 A~ -1 A~
Lmin=L1+Lo+ Zp €”V€0pgK)\DugoKDvgp)\ + pTMMNaM gvvon Ow —V, (1.16)



where L, is a topological term similar in structure to (1.10), whereas L; depends explicitly
on the metric Jyv and plays the role of a kinetic term. They are defined below in (5.45) and
(5.46) and their variation with respect to BHMN is the contraction of the duality equation
(1.15) with BBH'\" N. The pseudo-Lagrangian (1.16) is a sum of terms separately invariant under
internal di Ledmorphisms, whose relative coe Lciehts are determined by external di Ledmorphism
invariance, as is usually the case in EXFT. The invariance of the system of equations under
external diledmorphisms, including the duality equation (1.15), requires us to consider the
additional equation

FM = priteMymNPaz (1.17)

in its entirety while it only appears as an Euler-Lagrange equation contracted with the con-
strained variation dxXm. The shifted internal current J,, , is defined in (5.47) as in [1].

Upon partially solving the section constraint (1.1), most of the components of the duality
equation (1.15) simply determine the non-vanishing components of the vector field BHMN. All
the solutions to the constraint (1.1) can be mapped under Eg to a form compatible with the
parabolic gauge (1.6), such that the fields only depend on the D = 3 external coordinates and the
248 internal coordinates of Eg EXFT. Using this solution and integrating out the unconstrained
components of B,My one obtains that the pseudo-Lagrangian (1.16) becomes equivalent to the
one of Eg EXFT [22]. This proves that the dynamics of the theory reproduces the one of eleven-
dimensional supergravity or type IIB supergravity depending on the choice of solution to the
section constraint, confirming the dynamical content of the pseudo-Lagrangian (1.16).

The rest of this paper is organised as follows: In Section 2, we review the algebraic struc-
tures and how they appear in two-dimensional ungauged supergravity through a (Virasoro-
extended) linear system. Section 3 describes the structure of Eg generalised di Ledmorphisms
and the associated gauge fields, including their Virasoro-extensions. In Section 4, we construct
the Virasoro-extended Eg EXFT by first determining a gauge-invariant topological term. The
Virasoro-extended topological term can be gauge-fixed and combined with the potential term.
The minimal formulation is presented in Section 5 where the gauge-fixing is used to reduce the
formulation of Eg EXFT to a finite set of fields. In this formulation, we moreover study external
di Ledmorphisms and show consistency with Eg EXFT. Because the two formulations of Eqg EXFT
are dilerknt in structure, we have exposed them in a way that can be read independently, so
that in particular Section 4 is not a prerequisite to Section 5 from 5.2 onwards. The equivalence
of the two formulations is proved in Section 5.1. In Section 6, we discuss possible applications
and generalisations of our results. Several appendices contain additional technical details.

2 Preliminaries on D = 2 supergravity and algebraic structures

In this section, we fix our notation for Eg and its extension by Virasoro generators. We also
review the so-called linear system [29-32, 28] of the bosonic part of D = 2 maximal supergravity
and how the a Lnekymmetry arises. In Section 2.3, we discuss a less well-known extension [37,38]
of the linear system that also features the Virasoro algebra.



2.1 Eg, its Lie algebra and Virasoro extension

The split real a [nelKac-Moody algebra eg has the basis T2, K and d with non-trivial commu-
tation relations

O, .0 o, 0
Ta T =BcTS,, +mn"Bon _nK,  d,TA =-mTA. (2.1)

The element K is central in the Lie algebra and the indices A,B,C =1,..., 248 parametrise the
adjoint of the underlying exceptional eg Lie algebra where eg is realised as a subalgebra by only
considering the elements T and has the Killing form n*B. The mode number index m A
arises from the loop algebra construction of a [nelLie algebras [41,42]. The element d is called
the derivation. We shall also encounter the centrally extended loop algebra

8 = A, KO (2.2)

that diLerk from eg by the omission of the derivation d.

Lowest weight representations, denoted by R(A)y, are determined by giving a weight A of &
and a conformal weight h. The latter corresponds to the eigenvalue under d while A summarises
the eigenvalues under the Cartan subalgebra of g, that consists of the Cartan subalgebra of eg
and K. The most relevant instance for us is the so-called basic representation R(/\g)n that is
constructed in Fock space notation from an eg-invariant ground state |0

THO0EE0, K|OCE (0L d|oE hjod (2.3)

The lowest weight condition means that T/|0C3= 0 for n > 0 and the module is the unique
irreducible quotient obtained by acting with T2 for n <0 on the ground state.

The Kac-Moody group associated with eg will be denoted by Eg and we refer to Appendix F
for a discussion of some of the subtleties arising when defining this infinite-dimensional group.
The subgroup that is generated by only T4 and K is the centrally extended loop group and
denoted by Egin this paper.

The Sugawara construction [43,42] provides an infinite set of additional Virasoro generators
Lm (m ) acting on any lowest weight module R(A\),. These generators satisfy the Virasoro
algebra

(L, Lo] = (M = MLian + —am(m? = 1m,-nK (2.4)

where the Virasoro central charge is determined by A. For the basic representation we have
cvir = 8. The commutation relations with the € generators in this representation are
] AL A —
Lm, TS =—nThen, [Lm,KI=0, (2.5)
and we see that the action of Ly agrees with that of d and they can be related in the lowest
weight representation as d = Ly + h.
Denoting the Virasoro algebra by vir = M, |m CACIwe can form the extended algebra

€ hvir, (2.6)



where the symbol h indicates a semi-direct sum of Lie algebras since the Virasoro algebra acts
on &g according to (2.5). We shall denote the generators of & h vir collectively as T, so that
this index runs over € and vir. For any fixed m [Z we define an gg-invariant bilinear form by

1
NMmapT® CTH = nBTA TR, —Lm [KFK [L},. (2.7)
nCZ
For m = 0, this form coincides with the standard non-degenerate bilinear form eg when identi-
fying Lo with d. In this case we simply write Ngg = Noop-
We shall also use the so-called shift operators S, for m [Z that are defined on € h vir by

Sm(K)=0, Sm(Ln) =Lm+n, Sm(TH) =T, (2.8)
which implies that
N(n+m) O(BTO( CTh = Nn CXBTG ESH](TB) — Lp+m K1 (2.9)

The shift operators are not invariant under € and their properties are discussed in more detail
in [1] and in Appendix B. Therefore, when we define a shifted object we may want to introduce
its K completion, such that the completed expression transforms as an algebra-valued object.
This will be explained in Section 4. Notice that the definition for Sy dilers from that in [1].
There, we defined Sq(K) = K while in this paper we find it convenient to use So(K) = 0.

Finally, we define the Hermitian conjugates of the generators of €g h vir in the basic repre-
sentation R(Ag)n by

Li=L",, K=K, TAT=nasTE,. (2.10)

Writing the Kac-Moody group as Eg, this defines a unitary subgroup K(Eg) consisting of the
elements k that satisfy kk' = k'k = 1 when acting on R(Ag)n. Under Hermitian conjugation
the shift operators transform as

Sm(X") = I%'_m(X)E! X [&4 hvir. (2.11)

2.2 D = 2 supergravity and the linear system

In this section we review how the infinite-dimensional algebras presented above appear as
symmetries of two-dimensional supergravity [29-32,28]. The entire discussion applies to two-
dimensional gravity coupled to a dilaton and scalars in a non-linear sigma model on a coset
space G/H based on a simple Lie group G. This includes the dimensional reduction to two
dimensions of pure D = 4 General Relativity, with G/H = SL(2)/SO(2), as well as reduc-
tions of many supergravity theories. For definiteness, we will take G/H = Eg/Spin(16) as it
appears in maximal supergravity, but all the results are easily generalised to the other cases.
We thus begin with (ungauged) maximal supergravity in three dimensions, whose bosonic field
content comprises a metric and scalar fields parametrising the symmetric space Eg/Spin(16).
Dimensionally reducing to two dimensions, the metric decomposes as®

ds2) = e?°g,,, dx*dx’ + p?(dd + wy,dxH)? (2.12)

3Notice that there is no notion of Einstein frame in two-dimensional gravity. The metric we present is thus
just the dimensional split of the three-dimensional Einstein frame metric.



where Gy, is the two-dimensional unimodular metric with det§ = —1, e29 s the conformal factor,
¢ is the Kaluza—Klein coordinate, and all fields only depend on the two-dimensional space-time
coordinates x*. The vector field wy is non-dynamical and we set it to zero in this section. The
field p is a scalar in two dimensions and referred to as the dilaton. The Eg/Spin(16) scalar fields
are encoded in a coset representative Y (x) which transforms as

V() - hx)V ()3, § B, h(x) CShin(16). (2.13)

The equations of motion are phrased in terms of the coset and Spin(16) components of the
Maurer—Cartan form

WV i=pP+Q, P=F)", 0=—-O)". (2.14)

The symbol T denotes transposition in eg, i.e. the anti-involution that singles out the maximal
compact subalgebra so(16) and it agrees with restriction of the Hermitian conjugation defined
in (2.10) to T The scalar field p is free:

ddp=0, (2.15)

where [denotes Hodge duality with respect to the unimodular metric §yy.* The equations of
motion for the Eg scalars are
d(pVIPV)=0 (2.16)

and finally the conformal factor is entirely specified by the Virasoro constraint which is most
easily written in conformal gauge Gy = nuv and light-cone coordinates x* such that n+— =
N-+ =1and n++ =0:

02002p — 50202p — 7pNas PLPE =0. (247)
There is also a second-order equation for o, which is implied by the other ones
0+0_0 + %nABPf PB=0. (2.18)
Equation (2.15) implies that we can define a dual scalar field § such that

Combining this relation with (2.16) we can construct infinitely many scalar fields dual to the
currents P. The first of these duality relations reads

dy, =2p V1 AV, (2.20)

and the whole tower is best encoded into a linear system which we now describe in the form
given in [32,28].

4We use conventions such that [Tl= dx° Cdx*. For one-forms we have ([@)y = Guve’Pwp with €% = 1 = —&o1.

10



We introduce a (constant) spectral parameter w [Cland define an Eg valued function \7(w)
with the requirement that it reduces to V as w — oo:°

V(w) (B, Jim Vw) =V . (2.21)
Then, equations (2.15) and (2.16) imply integrability of the linear system®

25 (2.22)

-~ ~_ o 1+'Y20
dv (w)V tw) =Q - P—
W)V —(w) =Q 1= T 1=p

In order to reproduce the p factor in (2.16), y must be a space-time dependent function of p and
p and satisfy

2
% = itzz “dp+ - EVYZ 0~ldp, (2.23)
which is solved by
1 — L 1
Ye =5 sw)—px (sw)—p2—-p , VIV (2.24)

Here, s(w) is an integration constant through which y depends on the spectral parameter. The
simplest choice compatible with the asymptotics described below is

s(w) =w, (2.25)

which we will use in the remainder of this section. More general choices are possible and we will
make use of this fact later.” Because of the square root, the function y then defines a double
covering of the w plane. The two sheets correspond to two solutions of (2.22) that are analytic
continuations of each other and are captured by writing

~ -
Vw) =V y(w) . (2.26)

. : I Ry N 1 |
It is then straightforward to see that if V y(w) satisfies (2.22), so does V =T 1/y(w) , where
V=T = (V™1 We then have that the monodromy matrix

M(w) =VTI?/ V5w
(W) V y(w) (2.27)

is symmetric, single-valued in w and constant, i.e. independent of the space-time coordinates
xH as a consequence of (2.22). The monodromy matrix entirely specifies a solution of the linear
system. It can be acted upon by constant elements of the loop group over Eg, nhamely Eg-valued
functions of the spectral parameter:

MWw) - g'w)Mw)gw),  g(w) [Es. (2.28)

5Dependence on the space-time coordinates x* is understood.
5The negative signs in (2.22) may appear unusual compared to the expression in [32]. The explanation is that

the y parameter we use here corresponds to 1/t there.
"The meaning of the symbols § and W here is changed with respect to [32]. Also notice that [32] is in Euclidean
signature, which causes some further sign flips with respect to our discussion here.
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Tt'ﬁ de@es the global Egkymmetry of the model. For cog1patibi|ity with (2.21), we require
V y(w) to ﬁ eﬁndable as a series in y and reduce to V as y — oo. Then, the right Eg!
action on V y(w) must be compensated on the left by a local transformation that preserves its
regularity properties:

] (I 0] (I ] (I O 1
V oy(w), X - hy(w), x V y(w), x g(w), h y(w), x =h™T I/y(w), x . (2.29)

where we have denoted explicitly which objects are space-time dependent (and vy itself is space-
time dependent through p and p). The compensating transformation belongs to one K(Eg) =
K (Etg) subgroup of Eg-hnd leaves the monodromy matrix invariant. It is defined in terms of a
field-dependent anti-involution which acts by inversion of y(w) and dilerk from the Hermitian
conjugation we introduced in (2.10) which, in the spectral parameter representation, aﬁs b)tl
inversion of w. This distinction will become relevant in the next section. We see that V y(w)
is a coset representative for EgAK (Eg). The conformal factor e® also transforms under Eg!
compatibly with (2.17), in terms of a group cocycle that defines the central extension of Eg]

An infinite tower of dual fields and the associated duality equations generalising (2.20) are
obtained by expanding (2.22) around w — oo with?®

Vv I%&W) L eNATA ¥eaTA gYanTA, . (2.30)

Where we have defined
TA=wmTA (2.31)

with T a basis of generators for eg. We then see that the generators T2 with m < 0 correspond
to shifts of the dual Y, potentials that do not aledt the physical fields in V. Positive loop level
generators T/ with m > 0, instead, correspond to hidden symmetries that mix V with the dual
potentials.

There are three more global symmetry generators manifest in the linear system: a rescaling
of p combined with appropriate rescalings of the Y, fields, captured by the action of the Ly

generator
0

Lo =—-w—, 2.32
0 3w (2.32)
a shift of p corresponding to the choice of integration constant in (2.19) combined with a redef-
inition of the Y, fields captured by the Virasoro generator
0
Lg=—— 2.33

1= (2.33)
and finally a constant shift of o corresponding to the choice of integration constant in (2.17),
corresponding to K. Notice that the generators Lo, L—; do not commute with the loop algebra

but normalise it.

8We provide more details on the definitions of Kac-Moody groups associated to a give Kac-Moody algebra in
Appendix F.
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2.3 Extended coset and twisted self-duality

In order to make contact with exceptional field theory, it is desirable to rewrite the linear
system in a form that is manifestly covariant under all the global symmetries described above
and independent of the K(Eg) gauge. Such a form should also incorporate the duality equation
between p and p on the same footing as the ones for the Y., fields. Furthermore, we will
need to write our coset representatives and currents in a lowest weight representation of Eo.
The natural definition of the maximal unitary subgroup K(Eg) will then be in terms of the
Hermitian conjugation (2.10) — corresponding here to the inversion w — 1/w combined with
Eg transposition, rather than the field-dependent involution defined in (2.29). These issues are
addressed by extending the group theoretical structures found so far and rephrasing the linear
system as a twisted self-duality constraint on an enlarged set of dual fields.

This approach follows [37,38] with several adaptations. It is based on the similarity between
(2.23) and (2.22) and the association of p and p with the Virasoro generators Lo and L—;. The
basic idea is to regard y(w) as a diledmorphism on the w plane. Infinitesimally, such changes
of variables are generated by the Virasoro elements

L = —wm“aiw . (2.34)
There are some issues with such an interpretation, because the naive exponentiation of the
Virasoro algebra does not form a group [44]. This is reflected for instance in the fact that (2.24)
with s = w defines a double covering of the w plane and hence while y~%(w) is well defined, the
double inverse is not unique. To circumvent these issues, we shall focus only on the behaviour
of fields and group elements around w — +oco. We shall consider redefinitions of the spectral
parameter that preserve the asymptotics at +oo, namely we consider only transformations of
the form

1

w o fw)=f_qw+fo+Ffwt+ w2+ .. (2.35)

with real coe [cieht and with f—_; > 0. It is not necessary for the power series to converge
(i.e., we accept formal power series). Group multiplication is given by composition of two such
transformations, and the coe Lciehts of the inverse of (2.35) are finite expressions, uniquely
determined order by order in terms of the f;. There is a one-to-one correspondence between
(2.35) and (formal) products of exponentials of the non-positive part of the Virasoro algebra:

1 L_

_f1 __fo
Flw=fw), Fl=..¢ 1" 2¢ @i (f_)Lo, (2.36)

where each exponent is a rational function of finitely many f;, whose explicit expression we will
not need. We shall denote vir~ the algebra generated by L, with m < 0 and by Vir~ the group
we just described. The function (2.24) belongs to this set when expanded around w — -+oo, S0
that we can write close to w — +oo

= D Lasw) 25 p pp
Bs(w)—pi (sw)—p)2—p = 0 _F_ZS(W)_ZS(W)Z_'—.”

(2.37)
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where we now also allow the integration constant s(w) to take a more general form than just
s(w) = w, compatibly with the regularity properties of V (w) stated above, so that

1 2

S(W) =S_qW +Sg+SiW -+ Sw -+ ... (2.38)

with s_; > 0.° Namely, s(w) is itself a (constant) element of Vir~.
The key point of this reformulation is to regard y(w) as an arbitrary space-time-dependent
element of Vir—, which we shall write as

r1=... g¥l-sgPel-2ghl-1plo y(w) = M lw = W_®_ 9 _ 93

P p pw pw2

where ¢m(X), m > 0 are infinitely many scalar fields generalising the dual potential p(x). The
natural action of Vir~ elements on V (w) can be used, in particular, to rephrase (2.26) as

(2.39)

- I
Vw) =V yw) =r"vwr, (2.40)

where expansion at w — +oco is understood and we must now regard y(w) as the arbitrary series
(2.39) rather than the expression that appears in the linear system. We therefore see that we
may define an extended coset representative which includes the Vir~ group element above:

O O
V=TV y(w) =VWr. (2.41)

We can then combine this expression with the transformation property of V I%(IW) Eiln (2.29) to
deduce how V transforms under the loop group. One finds that the compensating transformation
in (2.29) is brought to the left of V after conjugation by I" and therefore it depends on w directly,
rather than through y(w):

] [ T L1, [
V=TIV y(w) - hw)Vgw), h(w) =h""(1/w) = h™*(w) . (2.42)
The compensating element h(w) belongs again to a K(Eg) subgroup of the loop group but now,
crucially, it is defined by a field-independent involution that acts by inversion of w rather than
v. Indeed this is the spectral parameter representation of the Hermitian conjugation (2.10)
that we were seeking. The extended coset representative also transforms under rigid Vir~
transformations such as (2.36):

- - L B
V=TV y(w) - IV yW) F=TFV y f(w) . (2.43)

In this case no compensating transformations are required. We conclude that we have found an
extended set of fields parameterising the coset space

Es I vir™

KED (2.44)

where K(Eyg) is defined in terms of the field independent Hermitian conjugation (2.10). This
allows us to define the coset representative V in arbitrary representations of EgJ At this point

°In the linear system, the choice of S(w) amounts to a redefinition of the Ym fields with m = 2.
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we remind the reader that in the spectral parameter representation K is represented trivially.
The field associated to the central charge is 6 and we will include it in V later when we work in
a faithful representation of the algebra.

We can now introduce the twisted self-duality constraint equivalent to (2.22) and (2.23). We
introduce the Hermitian and anti-Hermitian parts of the Maurer—Cartan form

dvv Hw) = P (w) + Qw), PT(/w) =P(w), QT(1/w)=-Q(Ww). (2.45)

Notice that while dvV~! &4 hvir~, P and Q take values also along the positive part of vir.
The twisted self-duality constraint takes the form*©

[ S
[Pl(w) =S; P(w) =wP(w). (2.46)

Under the symmetries of the extended coset space, P (w) only transforms by conjugation with the
local K(Eyg) transformation defined in (2.42). The shift operator does not commute with K(Ey),
but one can see that the commutator is again proportional to (2.46) and hence the twisted self-
duality constraint is invariant. In Lorentzian signature 2P (w) = P (w). The right-hand side of
(2.46) does not apparently square to P, but taking into account (2.11) and Hermiticity of P it
can be easily shown to define a Z, action. On the other hand, (2.46) also implies a cascade of
duality relations O O
dMpw)=Sm P(w) , m CA. (2.47)

We now show that (2.46) is equivalent to the linear system in the triangular K(Eg) gauge
of (2.21) and (2.30). Let us first focus on the loop components of the extended Maurer—-Cartan
form. We define the components of P (w):

1 1
P(w) = PITA + PmLm, (2.48)
m [Z]1 m [Z]

where PRT{,A =P is the eg coset element and does not depend on w. Equation (2.47) implies

PR = mipg (2.49)
which in turn gives
] ] .~ L1 o 1+ W_2 o 2W_l o
dvv—! ﬁ =rdvwitwr?!=q9Q+ P+ [Pl 2.50
W) loop W) Q 1—w2 1-—w—2 ( )

where it is understood that the denominators are expanded in a geometric series for [w| > 1.
Because P and Q are w independent, we see that by conjugating this expression with M1, (2.22)
is reproduced in a geometric expansion for |y(w)| > 1. We now only have to show that the vir

OWe stress that we have so far defined P (w) in the spectral parameter representation so that P (w)|x = 0 by
construction. The twisted self-duality constraint introduced here must be modified when written in a faithful
representation of &g h vir to take into account the central charge sector. This will be done in Section 4.
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components of (2.46) restrict the a priori arbitrary y(w) to solve (2.23). Following the same
steps as above we find for the vir components of the Maurer—Cartan form

1 F 1 Cy—1 [
dit™t=—pldp Log+2 L —p !t 2 L
=-p p 0 —2n p mb —2n+1 (2-51)
n=1 n=1
4, 1+w2 9 _ 2wt 9
=p dp +p " [dp (2.52)

wW— - w—.
1—w2 9w 1—w2 9w

Observing that dEI'I_lwmz dy(w) = —I~3drr—1w, we see that it is su [cieht to apply the
expression above to w, multiply by ! from the left and substitute (2.19) to reproduce (2.23),
which concludes our proof. This relation can also be reinterpeted as defining duality equations
for all the ¢, fields. Expanding dI'T~1 in the first few orders and using twisted self-duality we
find

de, =2 [dp, dg, = d(p?), dgs — @1dg, = 2p® [dp, e (2.53)

We see that ¢4 is the same as p up to a factor of 2 and in fact, contrary to the loop case where
all dual potentials are non-locally related to each other, the whole tower of duality relations
can be integrated to algebraic expressions in p and p (or ¢@1) exclusively, so that the only truly
non-local relation is (2.19):

@1 =2p—2sp, @2 = p? —2s1, 03 = 2p°(P —so) — 252, - (2.54)

The integration constants s; are those appearing in (2.38) and we have set s—_; = 1/2 using the
rigid Lo symmetry included in (2.43), as was already implied by the parameterisation (2.39).
We stress that there is no solution of twisted self-duality such that the vir~ scalar fields vanish
unless dp = 0.
We conclude this section by rewriting (2.46) in terms of the K(Eg) invariant and Eg [\ir™
covariant current
J=2vipv. (2.55)

Dressing (2.46) with V, we find

LI(w) = y(w)I (W) = S{(I(W)). (2.56)

The operators S/, act as multiplication by y(w)™. Their definition in a lowest weight represen-
tation will be presented in Section 4 and Appendix B.

3 Gauge structure of Eg exceptional field theory

In this section, we exhibit the Eq EXFT gauge structures, beginning with a review of Eg gen-
eralised diledmorphisms and defining a Dorfman structure for Eg. In Section 3.2 we then
introduce a minimal set of vector fields that are needed to covariantise external derivatives, and
we define their field strengths. We also define a natural set of transformation properties for
these fields in terms of the Dorfman product. However, some modifications to these structures
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will be required in order to construct the dynamical theory. As a necessary step to introduce the
Virasoro-extended formulation of the theory, in Section 3.3 we extend the definition of gener-
alised di Ledmorphisms so that they gauge the larger algebra g hvir~. The vector field contents
and their transformations are extended as well. In Section 5, when considering the minimal
formulation of Eg exceptional field theory, we will amend the (non-extended) gauge transforma-
tions of the vector fields and of their field strengths by a diLerknt choice of trivial parameters
compared to this section, and also introduce extra terms dependent on the external metric Gy, .

3.1 Generalised di [edmorphisms and Dorfman structure

The internal space of Eq exceptional field theory has coordinates Y M transforming according to
the R(/\g)—1 and the generalised Lie derivative was introduced in [17]. It has a gauge parameter
AM that lies in the R(Ag)—1 representation of Eq and an ancillary parameter =My lying in the
representation R(A\p)o [R4/\g)—1. Due to the Fock space structure of the R(Ag) representation
introduced in (2.3) we write the parameter AM as a ket vector |ACand the ancillary parameter
>M\ as an operator X in this space that also changes the d weight. The two notations are
related by expanding out the ket vector in a basis and writing |ACE AM|epm [ The coordinates
Y M arise in this way and the derivatives [@] = [€M|dy transform in the conjugate representation
R(Ao)-1.
The generalised Lie derivative acting on a vector |V [Cbelonging to R(Ag)—1 is given by

LasylV CF @Y [ADV (3 nag BA|T APV [F @AADY (F N—16gTr(TOS) TPV (3.0)

Here, [d] is the derivative with respect to the internal coordinates written as a bra vector and
the subscript indicates which object the derivative is acting on. Thus, the first term in (3.1) is
the transport term, the second the rotation term and the third a weight term. The final term
realises the ancillary transformations. In index notation, (3.1) reads

Liasy)VM = ANONVM —anAMYN + Y MNL 5 APV Q — 1 g TP oE % TEMGVN | (3.2)
where the Y tensor defining the section constraint in (1.1) is defined as
YMNE o =880 — 8885 —Nog T MoTPNp . (3.3)

More generally, the action of the generalised Lie derivative on a generic field ®, with respect to
the pair of parameters A = (JALLX), takes the form

LA® = [@|ALG + [A]g 3%, (3.4)
where we defined the linear combination [ -1, for any pair of parameters
[Nla = Nag [OATPIAL N—1ap Tr(TPE), (35)

and where 8 denotes an infinitesimal rigid eg h L_; variation. We insist that this includes the
variation with respect to d and not Ly. For a vector |V [n the R(/A\g)—1 representation, as in
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(3.1), the weight term that appears then follows from the infinitesimal scaling associated with
the action d|V (& (Lo — 1)|V [

Covariance of the generalised Lie derivative under rigid eg h L_; transformations requires
the combination [Al, to be a projection onto the adjoint representation. This implies that the
parameters |ALCand = must transform separately as

X 8%AE —XoT YA Xo|ALD

Xad%Z = =X[TY, =] — XoZ + X_1|AOBR|, (3.6)
where here by definition
| I |
XoT®=Xolo+ XK+  XATR+X_qL_;. (3.7)
nCZ

The last term in (3.6) indicates that the parameters |ACAnd X transform together in an inde-
composable representation under L_;. In the following, the ‘doubled notation’ A = (JALE) will
be consistently used for other indecomposable pairs of fields.

As is usual in EXFT, the algebra of generalised Lie derivatives closes only when an appropriate
(strong) section constraint is fulfilled. The section constraint (1.1) is written explicitly in terms
of eg generators [17]

Nap 04| T [Tb|TP + (4] [I8b| — [@b| [Toh| =0, (3.8)

where [d} | and [dh| denote two partial derivatives acting on any objects in the theory. It moreover
implies that

_ Ta TR =0, forallk CN",
— N—kop G| T [CIdb| —
Ne1ap [Oh|T® CIb|TP + @[T CIk|TP =0. (3.9)

The ancillary parameter X is also section constrained [17], in the same way as happens for
Eg [22,45]. This can be expressed by writing it out in bases as = = =My |ey I&N | = |= [,
where we have introduced a suggestive notation involving the bra vector [s|.'* The constrained
nature of Z corresponds to replacing either [dy| or [db| in (3.8) by it. The constraint on X also
ensures that the trace operation in (3.1) is well-defined even though we are acting on an infinite-
dimensional space. As an operator Z has finite rank.
Any solution of the section constraint can be brought to the following form by an Eg trans-
formation:
[@] = [@] d¢ + DT, 0a , (3.10)

where da must satisfy the section constraint of Eg exceptional field theory [22].
The generalised Lie derivative closes according to

[LAl’ L/\Z] = L[/\l,/\z]E ’ (311)

1%} is not factorised, but the notation |X M| helps to describe the section constraint for X.
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with A1 = (JA1GX1) and A, = (JA2[2>), and where the the exceptional Lie bracket is given by

A1, Nole = (IN20212) (3.12)

with [17]
101 ]
[A12 CF 3 La,0ylN2F L, o)A,

1
12 = Lin,0%2 ~ 5N-1ap THT *Z) TP, (3.13)
1 LI L1
= 2o BTN PN 1B, [T AL TP AL LB, | = (1 = 2),

The action of the generalised Lie derivative on a pair of parameters is given by
1 1] 1 1
LaAe = La A Ling,oyZ2 = Ne1apTH(TOZ1) TPE, — S5TP = Tr(Zy) 1Az 08, |
1

L, [A2 0] @, | A1 Bl — Nog [@, [T E AL TIPS, + S| Ay T8, | -
—Ne1ap THTOZ) TP, — Tr(Z )N 08, | , (3.14)

where the term Tr(Z1)|/A2 L8}, | is due to the indecomposable structure of the pair A under L—;
transformations. In the second step of (3.14) we have used the section constraint to simplify a
few terms.

In order to bring out the covariance properties of the gauge fields and field strengths in the
next section, it is convenient to introduce a generalised Dorfman structure [46]. This is defined
via the following (non-commutative and non-associative) product which involves exclusively

pairs of parameters
1

MeoNa = LaNs, La,Zo+Nyop @, [TOAL PN OB, |
1

+ Nap TH(T =) TP AL B, | — [A2 0Bk, |21 . (3.15)

A key property of the Dorfman product, which is not satisfied by the generalised Lie derivative,
is that it obeys the Leibniz property
C1 1 1 C1 1

Ne NooeN3 = NNy eNg+Noe N3 . (316)
This relation can be proved by showing that the Dorfman product closes according to the anti-
symmetric Dorfman bracket [Ay, Ao]p = % (A1 2 N\o — Ny 2 /A7), and that the symmetric bracket
{N\1,\2} = % (A1 o N\p + Ny 2 Aq) is trivial (with respect to o itself). These properties respectively
correspond to the projections of (3.16) onto its antisymmetric and symmetric parts in A; and
N2, and are discussed in more detail in Appendix A. Let us simply note here that, on the first
entry of a pair of parameters, they imply that under the generalised Lie derivative

Liarolo = LingAsle Lininy =0, (3.17)

where the E-bracket was defined in (3.13).
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3.2 Covariant derivatives and field strengths

Using the Dorfman structure we can conveniently deduce the form and properties of the covariant
field strengths associated to a pair of ‘vector fields’

Au =AY, B,MN) = (ALLB). (3.18)

The first component |A, [l the usual vector field in two external dimensions, and it gauges the
|AL=dli Cedmorphisms. It is thus valued in the basic representation of Eg and it carries weight —1
under d. Its second component partner By, is associated to >-di Ledmorphisms and is therefore
constrained on its lower index and carries weight +1. This means the two components of A,
behave as their respective parameters under an infinitesimal eg h L_; variation (3.6) and, in
particular, also transform in an indecomposable representation under L_;.

We define a covariant derivative as

As usual, its covariance under generalised diledmorphisms is ensured if, acting on any vector
VM one has

ADVM = LAD, VM, (3.20)
where A = (JALR). Using (3.11), we find that this can be achieved by the transformation

ONAL = 0N\ —[Ay, N[e  + trivial parameters
=0\ — Ay A + trivial parameters
=0 N+ N-Ay + trivial parameters, (3.21)

in terms of the E-bracket (3.13) and the Dorfman product (3.15). We have given three equivalent
ways of writing the transformation and they di [erdby trivial parameters according to (3.17). This
is consistent since the transformation of A, is only defined up to trivial parameters, as A, only
appears as the parameter of a generalised Lie derivative in (3.20).

In exceptional field theory, one typically chooses to work with the second transformation
in (3.21) (without trivial parameters), which can be written in more compact form as

OnAL = DA, (3.22)
in terms of the Dorfman covariant derivative

However, for the purpose of Section 5, we will consider in this paper the third version of the
transformation in (3.21) (without trivial parameters). For the components of A, we then get
explicitly

SAIALCE A LAJAL D (3.24)
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and

+ N1 op (O[T AATP AL T8 | + Nep Tr(TOZ)TPIA, T8 | — |AL 85 |2, (3.25)

that we have written without displaying internal space indices. We also recall that the second
term contains a term of the form Tr(Z)|A, 18| which is due to the indecomposable structure
of the pair of gauge fields A,,.

Using the covariant derivative (3.19) or its Dorfman version (3.23), we can introduce a pair
of field strengths

Fu = (. Gu'N) = (IFw CByw) (3.26)
by
[Du, Dv] = _LFHV ’ [Du, Dv] = _F“V °, (327)

where the former expression is implied by the latter. Note that these relations only define the
field strengths up to trivial parameters. Under rigid eg h L_; transformations the pair of field
strengths behaves as the pairs of gauge parameters and gauge fields, namely is transforms in
an indecomposable representation like in (3.6). As is customary in exceptional field theory,
covariance of the field strengths under generalised di ledmorphisms requires us to introduce
higher (external) forms which enter in their expressions as trivial parameters. Once again, for
the purpose of Section 5, we can choose to write

Fuv = 26[uAv] - [Au,Av]E + LG, (3.28)

where C,,, denotes the set of two-forms defined in (A.24), while [C}}, is the Dorfman doublet
of associated trivial parameter using (A.11). The parts of the field strength components that
are independent of the two-forms will be denoted by |Fy, Cand Gy,. In form notation, their
expressions follow from (3.13) and thus read*?

|F C=d|ALF @A |ATIAL ingg [Ba|TY|ADPIATS- S @ |ADAT)
G =dB — [BR|AB + neg [Aa|TY|AMPB + B|ATDA| + %n_laBTr(TO‘B)TBB
— 1010 BT AP IATIBA| — 301 op BT *|ATDP|ATL |, (3.29)

The explicit dependence on two-forms in (3.28) as well as their transformations under generalised
di Ledmorphisms are given in detail in Appendix A, and are tuned to cancel the non-covariant
variations of (3.29). This ultimately ensures that the field strengths transform covariantly as

SAF=A-oF. (3.30)

2We use the notation |JATFo distinguish the vector field that is not derived by the bra [@a], so that [@la| [
|ACTJATIneans in components dmAN AP,
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We stress that these are not the final transformation properties for the field strengths of Eg ex-
ceptional field theory, for several reasons. In the extended formulation of Section 4, an extended
o product is necessary to capture the gauge transformations of a larger set of vector fields. This
is explained in the next subsection. In the minimal formulation of Section 5, the transformation
properties of both the B field and its field strength G are modified by extra terms involving the
external unimodular metric Gy,. Furthermore, both formulations of Eg exceptional field the-
ory imply an Euler-Lagrange equation for |F Cthat appears with a projection. This projected
equation is gauge-invariant by construction. If one wants to extend the duality equation to
be unprojected and gauge-invariant, the gauge transformation of F must be modified by triv-
ial parameters. This applies to both formulations, and we shall see explicitly in the minimal
formulation in Section 5 that external di Ledrmorphism invariance requires the inclusion of the
unprojected duality equation.

We finish this section by presenting a set of Bianchi identities. Using (3.27) to formally
evaluate the action of three antisymmetrised Dorfman covariant derivative on a generic pair
V = (|V V) leads to the relation D(F - V) = F = DV, which means that

(DF) =V =0. (3.31)

On the first component of V this relation reduces to Lpg|V (3= 0, and implies the following two
identities
[@IDF[F0, [DFlq =0, (3.32)

where the projection in the second equation was defined in (3.5).

3.3 Extended gauge structure

The extension of the group theoretical structure discussed in Section 2.3 in the context of two-
dimensional supergravity suggests the existence of an extended gauge structure for exceptional
field theory. In this section, we show that one can indeed consistently enlarge the algebra that
is gauged by generalised diledmorphisms to g h vir~. Many of the identities and results of
the previous section still hold in this extended setting and we will allow ourselves to be more
schematic.

We start by considering an extension of the generalised Lie derivative (3.4) in which the
rotation term now involves an infinitesimal € h vir~ variation. The set of gauge parameters is
thus also enlarged, and now consists of

A = (IACIZ®) k CN™. (3.33)
On a vector |V Cthat lies in R(/A\g)-1, we have
LalV CZF By |AQV [ [Alg0%|V [

1
= @Y AV (3 nog BRI TEATPIV (3 GAADY (F neyap TH(TOZ)TPIV I (3.34)

k=1
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where the parameter =@ corresponds to X in the previous section, and where we have defined
[Alq as the natural extension of the projection (3.5) onto g h vir™

1
N =nag BATPIAGT  Nekap TR(TPZ®). (3.35)
k=1

We recall that the weight term in (3.34) is due to the fact that 0% includes a variation with
respect to d and not L. Acting on a generic field, we use (3.4) together with (3.35).

In order for the projection [Aly to transform in the adjoint, the set of gauge parameters must
transform under rigid 8 h vir™ variations as

X 0NAE —Xo T YA Xo|ALD

X892 = =X [T, =®] + (2p — K)X_pZ®™P) + kK Xy |ATBR |, (3.36)
O=p<k

for all k CN*, where
1 1
XaT®= X plp+ XK+  XATR. (3.37)
p=0 n[Z]
The parameters Z® thus carry weight k under d. Note that, similarly to the unextended case, the
gauge parameters A = (JALX®) transform in an indecomposable representation under L, for
all p > 0. Let us also point out that a further extension of generalised di Ledmorphisms to include
gaugings of the full Virasoro algebra would not be compatible with the section constraints.
The set of constraints (3.8) and (3.9) are indeed invariant under vir~ transformations, but
not under any of the transformations generated Ly with k > 0, for instance an infinitesimal
L, transformation applied to (3.8) maps ngg to N1qp, but the symmetrisation in (3.9) is not
reproduced.
The generalised Lie derivative (3.34) still closes as in (3.11), but according to an extended
E-bracket [A1, A2]e = (|A126EY5) which reads explicitly

101 L1
[A12CF 3 Lias,0y)l A2 Lin, 0l AL,
K — k) _ 1 asP\TBRs k) _ 1 _ (P)\ s (k—p)
p=1 O<p<k

1
- Zéknmg [, | T A2 CTB|AL CF [, | T O|AL TP IA AW, | — (1 < 2).

The proof of closure only relies on the use of the section constraints (3.8) and (3.9) which
were already necessary for consistency of the unextended gauge algebra, and is presented in
Appendix A. Note that > is still correctly on section.

The gauge parameters ~® are highly degenerate. The only new gauge transformations
introduced by ~® with k = 2 are those generated by L_yx with k > 1, associated to Tr(Z®)
and acting as shifts on the dual potentials @y introduced in Section 2.3. The gg transformations
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generated by X® can all be reabsorbed into Z® up to trivial parameters. To see this, we take
the = components of (3.35) and apply (2.9) to write

) -] L1
Nekap TH(TOZ®)TP = Nap TFIECT NS (TP) = TrEWL_ K . (3.39)
k=1 k=1
By rigid Eg covariance we can assume that the Z® solve the section constraint as in (3.10).
Substituting into the above expression and focussing on the gauging of loop generators, one finds
that =™ gauges some eg generators T4\, a larger set of T2, generators, and all T4, for n = 2.
Higher ~® then gauge the same algebra shifted by 1 — k along the negative loop levels. Hence,
each Z® for k = 2 gauges a loop subalgebra of the one gauged by ~®. The only new generators
gauged by >® for k = 2 are then L_y, associated with Tr(Z®). Rigid Eg covariance of [Alg
then guarantees that this conclusion holds for any other solution of the section contraint.
In order to simplify the definition and transformation properties of the vector fields and their
field strengtrllsz,lwe introduce a - product naturally extending (3.15)

ANy = LaAg, Lo Z50 + 8511 ap @, [T AL TP AL B, | + N Tr(T O =) TP |A, (B, |

1 51
— N85, |=° — (k — 1) Tr(Z{) A 08, | — =@, |A,0 . (3.40)

This expression satisfies (3.17), meaning that it is equivalent to the extended E-bracket (3.38)
up to the addition of trivial parameters. However, this extended o product does not satisfy
the Leibniz identity (3.16). More precisely, it fails to satisfy it by a trivial parameter. We can
nevertheless use it to define the transformation properties of the vector fields and their field
strengths in direct analogy with Section 3.2. We then introduce additional constrained gauge
fields B, and their field strengths GV, associated to the new generalised di [edmorphisms
generated by L_. Our notations are thus naturally extended as follows

Au = (|Au Bﬁk)% Fuv = (“:pv EGS;))’ (3.41)

with k [CN™. Under rigid 8 h vir~ variations these sets of gauge fields and field strengths
form indecomposable pairs and transform as the set of parameters A = (JALE®) in (3.36).
The extended gauge connection still transforms according to (3.21) and the field strengths are
defined according to the first expression in (3.27) which we reproduce here:

[Dy, D] = —LE,, - (3.42)

The second expression in (3.27) now only holds up to a trivial parameter. The extended field
strengths contain a trivial combination of two-form fields as discussed in the previous section,
but now including the novel extended trivial parameters described in Appendix A.4. Then,
combining (3.11) with (3.42) we find that the transformation property (3.30) still holds in the
extended setting, with any trivial parameter that may arise on the right-hand side absorbed into
the two-form transformation.’® Finally, the Bianchi identities (3.32) still hold in the extended

13 As stressed after (3.30) and discussed in Section 5, invariance under external diffeomorphisms requires to
introduce an unprojected duality equation for |F [Svhich in turn requires to amend (3.30) by a trivial parameter.
We will not discuss external diffeomorphisms in the extended formulation, so (3.30) will suffice in this setting.
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setting, as they can be also deduced by formally evaluating the action of three D diLerkntials
on a covariant field.

4 Virasoro-extended Eg exceptional field theory

We are now equipped to introduce the field content of Eg exceptional field theory and build a
pseudo-Lagrangian to determine its dynamics. The approach we follow in this section is based on
the formalism introduced in Section 2.3. In particular, the twisted self-duality constraint will be
the natural covariantisation of (2.46) and (2.56). This makes the connection to two-dimensional
supergravity and to the linear system straightforward, and has the further advantage that scalar
field currents covariant under generalised di Ledmorphisms can be naturally defined in terms of a
gauge connection A transforming according to (3.21) and (3.40). We will however only develop
this formalism in the conformal gauge Gy = nu. We refer to this approach as ‘extended’
because of the presence of the vir~ scalar fields ¢n, their associated symmetries and gauge fields
B®™. The ‘minimal’ approach to Eg exceptional field theory and its dynamics is introduced in
Section 5.

In this section we always leave wedge products as understood, writing for instance JJ in
place of J [LJ]

4.1 Covariant currents and twisted self-duality

We begin by introducing the (EgJVir™)/K (Ey) coset representative

-~ _ _ _ < A A —
V=TV =plog®bigPla .y ehals g¥oals, ... gm0k (4.1)

where we work now in a faithful representation of the algebra so that K & 0. We will regard
e~9K as contained in V.

These expressions involve products of infinite products. However, the coe Lciehts of any
generator TA,, or L_p, in the Maurer-Cartan form are finite expressions that can be computed
by truncating the infinite products to the first m factors. We then define the generalised metric
(of weight 0)*

M =V'y, (4.2)

that transforms under g CEILVir~ as

M - g'Mg. (4.3)

14Because Hermitian conjugation does not map Vir™ nor the completed loop group to themselves, expressions
like M need qualification. One way is to first identify the K(Eg) singlet element in R(Ao)o Lsydh R(Ao)o, which
we denote as Amn (the underlined indices transform under the local K(Eg) symmetry), and then regard the
generalised metric as a field dependent element of R(Ao)o Lsydh R(Ao)o, which we write as MmN = Ap QVBM Vey.
However, it will turn out to be more convenient to treat M as a group element. All manipulations% encounter

are then justified by switching to the Unendlichbein formulation in terms of the Hermitian and anti-Hermitian
projections P and Q of the Maurer—Cartan form, see (4.26) and Section 4.4. We provide more details on the
definitions of the group Eg and its representations in Appendix F.
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We will always take V and M in the R(/\g)o representation and write explicitly the p factors
when they act on representations of non-zero conformal weight h.
Taking an internal derivative of M we define the internal current

ImaT =M"1oyM, (4.4)

which satisfies the section constraint along the index M. Translating this index to braket nota-
tion we shall write Jy o T®[EM| = [Q4| CT¥ with [EM] a basis for R(Ag)—1. Under generalised
di Ledmorphisms M transforms covariantly, namely 34M = LAM with

L 1 O =
M™TILAM = AT + g @W[TPIALF  nepggTr ZOTP T 794+ M Y(TH'™M
1 =l O
= DJAOD+ [Ny TE+MYTH'M (4.5)

Notice that compared to [1], we now include the action of infinitely many Virasoro generators
in both the gauge parameters (through Tr(Z‘)) and in the conjugation by M. In the second
line we have used the shortcut expression [Alg introduced in (3.35). We can then define the
external current that is covariant under rigid EsJCVir~ transformations as well as generalised
di Ledmorphisms

(- 1
J = MIDM = M1dM — [g|AT% + [Aly T+ M Y(TH'M . (4.6)
We expand the algebra components of J as follows:
1
J=3qT%=  (IRTAH+JInlm)+ kK. 4.7)

m[Z]1

The twisted self-duality constraint of exceptional field theory will essentially be the covari-
antisation of the two-dimensional expression (2.56), but we now need to take into account the K
component of the current which was trivially represented in Section 2.3. The shift operators Sy,
and Sf, introduced in (2.8) and at the end of Section 2.3 can be interpreted as multiplication
by w™ and y(w)™ respectively, and we can thus relate them by I' conjugation using (2.39):

L1, -
SH(X) =S T "SuH(FXr—-)r (4.8)

for any X [&d hvir. Any S/, can be expanded as a series in Sy operators, with k < m and p
and @y, dependent coe Lciehts. For instance, (2.39) is reproduced as
1 1 1 1 1 1]
Si= 0 S1—01S0— @251 —@3S—2— @4+ E(P% S3+... . (4.9)

The Sp operator on the right-hand side of (4.8) is only necessary to remove any spurious K
component that might be generated by I' conjugation because of the vir central charge. Several
properties of these Vir~ field dependent shift operators Sk, are described in Appendix B. In
particular, notice that because of the factors of p generated by I conjugation all S{, operators
carry weight 0, whereas Sy, carry weight m.
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Consider now the shift S{,(J) of the covariant current. The transformation properties of J
and I imply that under a rigid transformation X [&d h vir~

] ]
3xSh(I) = —[X,SHI — 0®Xa SH) K, (4.10)

where we are varying both J and the I implicit in the definition of the shift operator. The
expression w® is the algebra cocycle corresponding to (minus) the central charge component of
the €g h vir commutator: given X, Z [&d h vir with components

1
X=X T%= (XDTA + Xmblm) + XkK, (4.11)
m [Z1
and similarly for Z, we define
3 1 cir 1
w®XoZg = —[X, ZIt =B nXRzz"- Ty (N —n)XnZ_p. (4.12)
n[Z] n[Z]

To compensate for this cocycle term in (4.10) we follow the same strategy as in [1] and define
covariant shifted currents
IM™ =ShLJ) + XK, (4.13)

where the new one-form fields X}, satisfy the indecomposable transformation property
B Xl = 0P Xq IS, (4.14)

where we have used w® = 0 to write J™ in place of S, (J). This transformation property guar-
antees that the shifted current transforms as an algebra element (of €ghvir) under X [&d hvir™:

dx JM = —[Xx, J(M]. (4.15)

More generally, for any Z [&d h vir transforming as an algebra element under &g h vir—, we
may define a K completion ZiJof S}(Z) such that

2™ =sh2)+ ALK, 8xZ2™ = —[X, Z™]. (4.16)

When the K completion of an object can be expressed entirely in terms of other fields of the
theory, we will use the notation introduced above. If the K completion is an independent field,
we use a new symbol for it, as we did for J and X}.

We define the X}, fields to be covariant of weight 0 under generalised diledmorphisms.
Namely, their transformation descends from (4.14):

X = B IAGE, + 0 PINGIE™ . (4.17)

This implies in turn that the J(™ are covariant, their transformation under generalised di [ed-
morphisms follows from (3.4) and (4.15):

O ]
3pJIM™ = @A™ —[Alq T, I (4.18)
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Notice that (4.12) depends implicitly on the representation in which we write J, through the
vir central charge c.j,. This means that we must specify in which representation we write J in
order to define the X}, fields. We have defined J in the R(/Ag)o representation and hence cyiy = 8
as this is the natural choice for Eg exceptional field theory, because its internal derivatives,
gauge parameters and generalised metric all sit in (tensor products of) R(Ag)n representations
and their duals. Our construction applies to loop groups over any other simple Lie group, and in
each case cj, will take a di Lerknt value. Hence it will be more convenient to leave c,;; unspecified
in (4.12) to keep track of where it appears.

The current satisfies J = M~1J'M. This allows us to relate the action of opposite shifts by
bringing M through a shift operator

SY@) = M_l%llm(J)mM +0%(M)IT™K, (4.19)
where we have introduced the (group) cocycle
WwI(M) = M71Sy(THT™M — So(M~H(T %) TM) = M_l(TO‘)TMHK —39. (4.20)

Several properties of such cocycles are collected in Appendix B. We then see that we can identify
X" fields associated to opposite shifts up to a cocycle, by imposing

ML EMYT M = 36m (4.21)
so that
Xl = X + 04 (M) IE = Xt — 0% (M) IT™. (4.22)

Finally, we obviously want J@ = J and hence identify x{ = Jk.
With the definitions and transformation properties above we can state the covariant twisted
self-duality equation of exceptional field theory

= JO (4.23)

which reduces to (2.56) along the loop and vir components for [d] = 0 and B™ = 0. The K
component of this equation reads

Lk = X!, (4.24)

which is not a duality equation for o but rather shows that x] is an auxiliary field that does not
carry any on-shell degrees of freedom. While [2J = J, the shift operator on the right-hand side
does not square to Sp.'> This means that by iterating (4.23) along the loop and vir components
we recover a cascade of duality relations analogous to (2.47). In order to complete the K sector
of such relations we then introduce the appropriate X fields for every shift, obtaining

g = gm+n) m, n CA. (4.25)

We stress that the loop and vir components of these relations are simply linear combinations of
the components of (4.23) and are therefore redundant. On the other hand, the K component

15We can also rewrite (4.23) in the equivalent form [Tl= M™1(J®)"M so that the operator on the right-hand
side is involutive.
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reads [Mx} = X" ., which relates all X fields to each other and to Jk. The relations (4.23)
and (4.25) are manifestly invariant under rigid Egir~ and generalised di Ledmorphisms, and
compatible with (4.22).

We can also introduce the covariant versions of the Hermitian and anti-Hermitian projections
of the Maurer—Cartan one-form

DWl=P+Q, P'=P, Q'=-Q. (4.26)
The relation to the currents J is conjugation by V:
J=2vipv, (4.27)

and we can require a similar relation for the shifted currents which, using (B.10), leads to the
definitions 1 1
P =$m(P) + XmK,  Km = X-m = 5Xh — 50(V)IE" (4.28)

so that J(™ = 2v~=1p(MV_ The one-forms Xm complete the K component of Sy, (P) so that P(™
transforms with a commutator under K (eg), analogously to the K completions of Sk, introduced
in (4.16).

With these definitions we can rewrite twisted self-duality (4.23) and (4.25) as

=pW, frlp® = p(m+n) (4.29)
We shall expand P and Q similarly to (4.7):

1 L 1
P=  (PRTA+Pmlm)+Px, Q= (QXTA+Qmlm). (4.30)
m [Z] m [Z]

In terms of these components, twisted self-duality implies in particular

PR =[P, Py =P, (4.31)

4.2 Shifted Maurer—Cartan equations

We will now construct a topological pseudo-Lagrangian for vir~ extended Eg exceptional field
theory. The Euler-Lagrange equations obtained by varying this pseudo-Lagrangian must be sup-
plemented with the twisted self-duality constraint (4.23) (or (4.29)) to reproduce the equations
of motion. In particular, in analogy with lower-rank exceptional field theories, we will require
that the Euler-Lagrange equations for the x}, fields as well as the B™ fields vanish upon using
twisted self-duality, reflecting the fact that these fields do not encode any physical degrees of
freedom. We will work only in conformal gauge with the two-dimensional unimodular metric
fixed to the Minkowski metric: Guy = Nuv. From the point of view of Kaluza-Klein decomposi-
tion of a higher-dimensional metric, it is always possible to partially gauge fix higher-dimensional
di Ledmorphisms so that a 2 < 2 non-degenerate block on the diagonal of the higher dimensinoal
metric is reduced to ny, (or d,y). In other words, even when G, depends on the Y M coordinates
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subject to the section constraint, reflecting that our theory is in fact a higher-dimensional su-
pergravity, it is still possible to switch to conformal gauge without loss of generality. As a result,
however, the equations of motion obtained from the pseudo-Lagrangian and twisted self-duality
must be supplemented with the covariantised version of the Virasoro constraint (2.17). We will
come back to this in Section 4.6. We will restore g, in Section 5.

The two-dimensional current (2.55) satisfies the Maurer—Cartan equation dJ + %[J, J] =0,
where the wedge product is understood and the commutators are implicitly graded with the
rank of the p-forms, namely for A and B any &g h vir valued forms, [A, B] = Ay IZBJBfO‘ByTV.
For the covariant current J this expression becomes

-

1 |
DI+ 513, I+ DalF T + [Flg T¢ + M Y(T9'M =0, (4.32)

which is deduced from (4.6) and the first equation in (3.27). We will apply this identity to
a shifted current J™ in order to construct a candidate topological term for exceptional field
theory. The idea is that while all components of J satisfy the above integrability condition, the
central charge component of J(™ is x{, which is a fundamental field. Thus, we will be able
to write a set of two-forms based on J(™ and its derivatives that transform by conjugation
under rigid EgJWIr™ and such that, because of the identity (4.32), only their K components
are non-vanishing. As a consequence, these expressions are automatically invariant under rigid
Eg-LWir—. We will then find that only one such expression is compatible with twisted self-duality,
covariant under generalised di (edmorphisms and independent of the two-form fields appearing
in the covariant field strengths F. That will be the main part of our pseudo-Lagrangian.
We begin by taking a covariant derivative of J(™:

DJ™ = DS} (J) + DX, K

=Sy DT 1S,(rarHr +bpyx;, K
- -
—1I:I -1 -1 -1 -1 -
=Sy M Su(Drr=t rar i) —[morr2, s,(rarHl T + sy, (DJ) + DX, K

 —
=m (DI Sh_;(I) +SHL(DJ) + DX} K. (4.33)
=0

In the last line (DI'I'_l)_q is the L—q component of the Maurer—Cartan form and we used (B.2).
We now apply (4.32) to the second term and use (B.12) to arrive at the identity

1 mE_—1 |
DI™ +2[3, JM]+ = (DT ) Sheq) ~ Sh-g@) + [alF S(T)
q=1 - -
Py Mty L (m)
+[FlgSE, TO+MY(TH M + Ewaﬁ Jadg"” = DX K = 0. (4.34)

This expression contains several shift operators which we now want to complete by adding
terms proportional to K, as described in (4.16), so that the completed expression transforms
as an algebra-valued object under rigid & h vir~. For each shift of J we will of course add
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the associated X" one-form. The shift of the internal current [Jy| is completed in analogy with
the external one and with [1] by introducing and internal scalar field k| in the R(Ag)—1
representation, defining

™| CTY = Qg CSHT) + g, | CKI (4.35)

and imposing the rigid transformation property

Ox il = B[ X — Xo | + 0P X [AE™], X [EFhvir™, (4.36)

The internal index of the internal current (represented by [) comes from an internal derivative
and satisfies the section constraint (3.8), therefore x| must satisfy the section constraint, too.
Eventually we will find that only one such scalar appears in the pseudo-Lagrangian and that it
is related to the )| field introduced in [1]. -
Finally, we need to construct the K completion of the expression [FlgSt T¢+M™1(T9'M

as in (4.16). For reference let us write down

1

Fla =Nop @& |TPIFF  nonepTr(G™TP). (4.37)

n=1
This expression transforms covariantly under EgJCVir~. In particular, the rigid indecompos-
able transformation (3.36) of (F, G™) guarantees Vir~ covariance. When we apply the shift
operator, Vir~ covariance of [FloSkh(T?) still holds because Sf, commutes with Vir~ thanks to
the transformation of I" in (4.8), and because [Fly does not take values along the positive vir
generators, so that no central charge term is generated. The same holds true when we apply M

conjugation before the shift operator. Hence, we simply have
1

| O ) |
o, [FlaSH TO+MITNH'M — =—[Flqy L, S TO+M Y TH'M . (4.38)

In order to look at the loop transformation, we first focus on [FlgSi (T %) and use the fact that
S, can be written as a series of constant Sy, operators such as (4.9), and the coe Lciehts are Eg

invariant; @
Sh =

am(p, @) Sk (4.39)

k=m
Thus, we look at a single Sy operator acting on [Fly and perform a finite g [Hi-transformation.
Using (B.14) we find
1] 1]

[Fla Sk(@ ' T) = [Fla g "Sk(T*)g — 0%, (g7H)K (4.40)

Opening up the cocycle term using (B.7), (B.15) and (2.9), it reads
B L  — 1
—[Fla %@ = —0%@™) Mkap@ITPIFF  NkonopTr(G™TF)

n=1

T _ 3 1
= OE|(gLkg ' —LIFF  Tr G(glk—ng ™" — Lk—n) (4.41)

n=1
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Where we used (B.16) in the second line. Recalling that this is just the transformation of one
term in the series of shifts defining S¥, and that of course Ly—, = Sk(L—n), we are led to the
definition

vl L1
Fel= —0:ISh(L)IF T+ Tr 6™Sh(L—n) (4.42)
n=1
such that in the loop variation of the combination
[FISPT Y = [FloSi(TY) + ELK (4.43)

the cocycle terms coming from (4.40) cancel out. Furthermore, one can see that due to the
indecomposable Vir~ transformation of the field strengths, (4.42) is Vir~ invariant. This guar-
antees that (ﬁS) transfomﬁlas an algebra element. In order to define the K completion of the
term [FloSih M~YT )™M , we observe that the M conjugate of (4.43) also transforms as an
algebra element. Sending m — —m and writing M = I'"NH—With NH=I Ni—=3g;] conjugating
(4.43) with M and applying Hermitian conjugation gives us

[Fla M~ SY (T I:_II\/I + 0 K
L1

1 — L
=[Flg MSy I is_(TrHr m—* +El K
LI 51 |

=[Fle So NS rTor—HMm=2a—t  + Bl + oO(M)IFIE™ K

] ] [ 1
=[Fla St MY(TH'M + E] + o (M)IFIS™ K

] ]
= [Fla S}, M7HTH'™M + MELK, (4.44)

where in the third line we brought M through Sy generating a cocycle term (written in terms
of (4.43) using wX(M) = 0), and in the fourth line we brought Nt—thtough S_, which does
not generate cocycles because of the overall Sg projection. We then propagated Hermitian
conjugation through Sg. The K component of the third and fourth line is the expression we are
looking for. In the last line, for later convenience, we defined

ML = £T] 4 0% (M)IFIS™ . (4.45)

We can now complete each shift operator in (4.34) with the appropriate central charge term
arriving at the identity

1 ) —
DJI™ + 51, JMl+m  P,@M*M — gm—m)

n=1

] ]
+ A ™|FF FITY + [Fla Sf, MY T'™M + MELK
- 1
1 ) d—
= Dxh— EwaBJGJ[(_),m) +m Pn(X¥n+n - X?n—n) + O F 5 P%l_k Mﬂ%‘ K
n=1
= X™K. (4.46)
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In the first line we have used that the vir~ components of the Maurer—Cartan form are propor-
tional to the vir components of P: P.y = %(Drr—l)_n for n 8 0. The internal shifted current
[J ] is defined in (4.35). Because the left-hand side of this equation transforms by conjugation
under rigid EsWVir~, so does the right-hand side, which is therefore invariant.

4.3 Gauge invariant topological term

We will now show that only X® can be used to construct a pseudo-Lagrangian. First, we notice
that by M conjugation X™ = X¢™ and hence we focus on m > 0 (X = 0 identically). Then,
we stress that all X™ have weight 0 under the generalised Lie derivative:

LAX™ = [B|AR™ . (4.47)

Even assuming a covariant transformation property for X™ under generalised di Ledmorphisms
(so that their variation equals the generalised Lie derivative, which we will prove for X® below),
we need objects of weight 1 to be able to integrate out the transport term above. Our candidate
pseudo-Lagrangians are therefore of the form pX™. Knowing this, we must check that the
Euler—Lagrange equations for the X" forms and the B fields vanish upon imposing twisted self-
duality. The B-field variation is more involved and will in fact require an extra correction to
the action, but the X variation is straightforward. Using (4.22) to relate xX* forms associated to
opposite shifts and then variying with respect to X, m > 0, we find

L h— mEr——j — Lo
p=>m p=1 p=>0

and one sees for instance that the §x} term is proportional to Py—1 + Py for any m = 2,
which does not vanish under (4.29). Instead, for m = 1 this expression simplifies to

) d—
(Pp—1 = Pp+1)3X} (4.49)

p=1

which vanishes upon imposing twisted self-duality. This indicates that the correct topological
term should be based on X® 16

We now prove gauge invariance of pX® (up to a total internal derivative). The first three
terms in (4.46) are manifestly covariant under generalised di Ledmorphisms. Let us focus on
and compute its non-covariant variation

A/\ = 5/\ - L/\. (4.50)

®Rewriting the Euler-Lagrange equations (4.49) in terms of DI'T™ " one finds an expression analogous to
(2.51), with covariantised derivatives and Df in place of [Dp (and @1 = 2f). This shows that the one-forms
X are Lagrange multipliers imposing that y(w), as defined in (2.39), reduces to (2.37) and hence essentially to
the function used in the Breitenlohner—Maison linear system. Lagrangian mechanics does not generally allow
integrating out one field using the Euler-Lagrange equations of another, hence we cannot naively substitute the
relations descending from (4.49) directly into the pseudo-Lagrangian.
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Because the field strengths transform with the extended - product (3.40) as in (3.30), one has
OAAF = Ao F — LAF. Substituting into (4.37), (4.42) and (4.45), after some work we find

AAFlg = —[NaBh|F T (4.51)
AN — ATap|F G p7 35 20 |F 3 p 7 Tr(Z®) B |F L) (4.52)
ANMEE =AW F O (4.53)

where Al-hnd MAL-hre defined as in (4.42) and (4.45) but with (JALIZ®) in place of (|F [IG®™).
We prove these results in Appendix C.1. Notice that in the last two lines the partial derivatives
act on A = (JALE®) contained within Alland ™AL but not on the scalar fields. We arrive at

the result
[ - [
AAXD = AN — %11+M| +p LAk |Z® — p I Tr(EZ®) @k | |F L (4.54)

Notice that the entire expression in the parenthesis satisfies the section constraint. This means
that we can define the generalised diledmorphism transformation of [}| to cancel the above
variation:

DA | = %’*MI —p MO |Z® + pTHTN(Z®) B | (4.55)

With this definition, we have that pX® is EgJWir~ invariant and generalised di [edmorphism
invariant up to a total internal derivative. If we follow the same approach for pX™, m > 1,
we find that A,\ contains terms that cannot be reabsorbed into the variation of [¢n|, and
therefore pX™ is not invariant under generalised diledmorphisms. This is also described in
Appendix C.1. We again conclude that only pX® is a suitable candidate for our topological
term.

One last cross-check on the suitability of pX® as a candidate pseudo-Lagrangian is that the
two-forms appearing in the covariant field strengths (3.28) must not contribute. These terms can
potentially appear in the contributions to X®, but a direct computation shows that they
vanish up to a total internal derivative. To see this, we start by recalling the definition (4.42)
and use (4.39) to write Sh(Ln) as a series of vir generators Ly with k < m + n. Then, we see
that (which appears through (4.45)) only involves contractions with negative vir generators
and hence no trivial parameters contribute (such traces appear in the K component of [Fly and
therefore anything that contributes to them is by definition not trivial). A similar argument
shows that the two-forms included in G®, k = 2 do not contribute to and that contributions
from the |F Cdlependent term ﬂop o%as total derivatives. One is then left with evaluating the
two-form contributions of Tr G®L, . One immediately sees that the two-forms associated to
the trivial parameters (A.5a) to (A.5c) appear only through a total derivative and hence are
discarded. The parameters (A.5d) to (A.5f) do not involve any derivative and direct calculation
shows their contribution vanishes. We exemplify this for (A.5d). Using the symmetries of the
U parameter, its contribution to s proportional to

1] 1]
Niap O0|[Lo, T%|Uy L T P|U (3 O |T %|Us (| [Lo, TP]|U2 0= =Ny o 00| T &|Uy (T[T #U, O]
(4.56)

34



which vanishes by the section constraint since U is symmetric in [m| and [mh|. The general
result can be deduced from equations (5.18), (A.13) and (A.14). Again, it is straightforward to
see that two-form independence does not hold for pX®™ for any m = 2.

The expression pX® is not the final topological term. The vir components of P defined in
(4.27) are invariant under rigid EgJIVIr~ and transform as scalars under generalised di [ed-
morphisms, hence any bilinear in these components (times p) defines an invariant action. This
apparent ambiguity is fixed by computing the Euler-Lagrange equations of p and the B fields,
which we will do in Section 4.6. For now, we just claim that one such contribution is necessary
to reproduce the correct equations of motion, giving

Cvir

‘|°:3|
Liop = pX® — p? (n* = n)Pn(Pn+1 +Pn-1),

n=2

so that explicitly

— 1 Cvi ql
P iop = DXi = 50°%Jad’ = G- (07— )Pn(Pnes + Proa)
n=2
1

+ P = Xip) + ORIF 3 FE ML (457)

n=1
There are several ¢, dependent couplings in this pseudo-Lagrangian. Beyond the explicit
term we have just added in the first line, the ®®® cocycle contains a vir component, and a similar

cocycle is contained within Dx:

DX} = (d — BY|ADX} + 0 PlAlLIS” . (4.58)

This reflects the fact that the definition of X}, depends on the choice of representation in which
we write J. We will see in the next section that all ¢, dependent couplings cancel out when we
rewrite the pseudo-Lagrangian in terms of X, defined in (4.28), whose transformation properties
are Cyjr independent.

4.4 Unendlichbein formulation

We can reformulate (4.57) in terms of the Hermitian projection P of the Maurer—Cartan form
and the Xm forms introduced in (4.28). In order to do so, we first provide more details on how
several objects we need are defined and how they transform. The coset representative (4.1)
transforms as follows under infinitesimal rigid EgJWir~ transformations

8OV =VT®+hoV,  h® CR(e), (4.59)
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where h® is a local compensating transformation. The Maurer—-Cartan form and its projections
(4.26) are then expanded as'’

. ., O ., [ ]
DVV i =dvv™l— y|AM VI —[Alq VTOV 1+ ho ) (4.60)
] ] ] ]
P= % dvVv~l+hec. — [Be|ATY — [A]a% VT l+he. (4.61)
] ] ] ]
Q= % dvV™l—h.c. — [Qq|ALTY — [A]a% VTt —h.c. —[Algh%, (4.62)

where [Bq| and [Qq| are the projections of the internal Maurer-Cartan form (dp V)V~ 1EM|
which appears in the first line contracted with |ALJTaking the dilerkential of the above expres-
sions we find the gauged Maurer—Cartan equations*®

_ . 10, ]
DP ~[Q, P] = ~[FlF (1%~ [Fla; VT®V ™' +he. (4.63)
1] 1]
DO — %[Q, Q] - %[P, P] = —[Qq|F T — [F]a% VTl —hc —[Flh®.  (4.64)

With this information we can in principle repeat the computation of the shifted Maurer—
Cartan equation of the previous section in terms of P rather than J. More simply, we can take
the left-hand side of (4.46) (with m = 1), conjugate the expression with V and use (4.27) and
(4.28) to find

1 3 ap @ v2 v3
X® = 2D¥; + 20 Qapg +2 Pn(Xn+1 — Xn-1)
n=1

1 [1
+ 2[5 |F 3 + (V) AL +[FCY (4.65)

where [Xi| is the internal equivalent of the one-form ¥X; and completes the K component of
[Bo| CSA(TS). It is related to O] | just like its one-form siblings in (4.28). The last three terms
in the second line are the K completions of [FlgS+1(VT®V™1). It is important to notice that in
this expression the h® compensator cancels out. To see this, we expand the covariant derivative
of X1:

D1 = df1 — [F|ARL — [Aly (h%)p 0PPPY (4.66)

where h® = (hO‘)BTB. This reflects the fact that X transforms under K(Eg) such that

1) — 1
(")gdR oy P = [N, PO (4.67)
Notice that the local compensating transformation h® satisfies (hc")Jr = —h® and does not take values along

vir. On the other hand, Q also takes values in the anti-Hermitian part of vir.

BNotice that the rigid éghvir™ variation of h® cannot be entirely specified without reference to the specific gauge
choice of V and associated Killing vectors. Only the antisymmetrised part admits a covariant algebraic expression
281hPl = F9B hY 4 [h, hP]. This can be used for instance to compute 3%(DVV ™) = Dh® + [h%, DVV Y] as
expected, and hence the second covariant differential acting on DVV ™1 is well-defined. On the other hand, to
derive (4.64) we simply use D? = —Lg so that no Dh® term appears and we do not need knowledge of 3hP. This
is of course standard in computing gauged Maurer-Cartan equations on coset spaces.

36



The cocycle term in DX, then cancels out with the h® contained in the Q connection in the second
term. In fact, the entire first line of (4.65) can be identified with the generalised di Ledmorphism
and local K(Eg)lﬂ\riant derivative of ¥X;. To see this, we can rewrite the last term of the
first line as =2 | >QnX1+n, using the relation Q, = —sgn(n)Py, which is valid because the
Maurer—Cartan form does not take values along the positive levels of the vir algebra.®

We anticipated in (4.57) that in order to write the full topological Lagrangian we need to
subtract a c,j; dependent term quadratic in the vir components of P. We can now give a better
description of such a subtraction. The algebra cocycle in the first line of (4.65) contains a
Virasoro component according to the definition (4.12), and using again that Q, = —sgn(n)Pn
we can rewrite it as a term quadratic in P:

Cvir I:I3 Cvir E‘g
- 12 (n - n) Qn Pn+1 = _12 (n - n) Pn (Pn+l + I:’n—l) . (4-68)
n[Z] n=2

As stated in (4.57) and proved below in Section 4.6 this is exactly the term that must be
removed from the pseudo-Lagrangian in order to reproduce the correct equations of motion. We
can therefore rewrite (4.57) as follows

. B AB —1 1 1 N
P "Liop =2DX1—2n nQA PBn +2 Pn(Xn+1 — Xn-1) (4.69)
n[Z1 n=1

L] L]
+ 200|F O Efle B + o%(v) TR + AT

Notice that in this expression there are no cj, dependent couplings. The group cocycle in the
second line does not generate cj, dependent terms because the Virasoro components of [Fly only
run along vir—. Hence, the pseudo-Lagrangian is independent of the representation in which P
is defined. This reflects the fact that the X, only transform under local K(Eg) transformations
and so their transformation does not include any vir cocycle. This must be contrasted with the
cvir dependent transformation of X/n. In fact, the whole first line of (4.69) can be regarded as
the generalised di [edmorphisms and K(Eg) covariant derivative of X; at c,iy = 0, a fact that will
greatly simplify the computation of the scalar field equations of motion. The reason c,;, does
not cancel out from (4.57) is that the relation (4.28) between ¥; and X} is based on a group
cocycle that is itself c,j; dependent. Such a dependence also disappears if we use generalised
di Ledmorphisms to gauge fix ¢, — 0 for n = 2. This is proved explicitly in Appendix C.2.

4.5 Vir  gauge fixing and full pseudo-Lagrangian

The coset representative (4.1) contains exponentials of all the negative Virasoro generators. By
contrast, the Eg exceptional field theory scalar potential we constructed in [1] only includes
exponentials of Lo and L_;. We will not attempt here to generalise the scalar potential of [1] to

1¥Such sum over Qn appears in the K(Eg) covariant derivative of X1 because constant shift operators Sm do not
commute with vir and hence the K completions of Sm(P) must transform equivalently to w™ under the Virasoro
components of Q.
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include the other Virasoro fields. Instead, we will use the gauge freedom associated to Tr(B(™)
to set
¢n -0, Nn=2. (4.70)

We have stressed in Section 2.3 that (4.70) does not solve the two-dimensional twisted self-
duality constraint. In exceptional field theory, this is remedied by the Stiickelberg coupling of
¢n to Tr(B™) through the covariant derivative. This means that we can impose (4.70) at the
price of keeping Tr(B™) & 0 in order to respect the vir components of (4.23), as each and all
vir components of J must be dual to Dp and hence generally non-zero. This has an important
consequence. The gauge-fixed residual generalised di Ledmorphisms are generated by [A[and Z®
(because traceless (™, n = 2 parameters can be reabsorbed into =™ up to trivial parameters),
taking the form described in Section 3.1 and familiar from the previous papers [17,1]. However,
the B®™ fields and their field strengths G are non-vanishing for any n > 0.

We choose to keep @1 B 0. In fact, we shall substitute ¢; — p in the rest of this section,
arriving at the coset representative

V =ploe L1V eViaTh g¥2aT%; .. g=oK (4.71)

which matches the one we used in [1]. The duality equation between p and { as it descends from
(4.23) reads, expanding the covariant derivatives,

2 (@ — @A @|ADD = (d — @A B|ADP — Tr(B®). (4.72)

The factor of 2 on the right-hand side does not match the two-dimensional relation (2.19) if we
drop internal derivatives and B fields, reflecting the fact that this is really the covariantisation
of the duality relation between p and ¢@; given in (2.53), but again this is remedied here by
Tr(B®™) which trivialises the relation between p and § and hence also the distinction between p
and @s.

The gauge fixing reduces y(w) to the finite expression

w—p

v(w) - (4.73)
Comparing with the expression (2.24) appearing in the two-dimensional linear system, we see
that the gauge-fixed function is missing the square root. Reproducing the square root in terms
of exponentials of Virasoro generators is what had made it necessary to introduce the ¢, fields
and their duality relations, but again this is now compensated for by the presence of the B fields.
We can use (4.73) to expand S, in terms of the constant S, as binomial series. In particular,

1
S{ - p ' (S1—PS0), SLy-p P"S-i-n. (4.74)
n=0
Notice that the series on the right-hand side appears in the scalar potential we found in [1],
acting on the internal current [Jq|. We thus see that S’, is the vir~ generalisation of that
expression (up to an overall factor of p).
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In order to match the expression of the scalar potential and its field content we also need to
relate []| to the [¥| field appearing in [1]. Up to a factor of p (which is just due to dilerent
weight assignments), the latter gives the K completion of the (gauge fixed) S, shift of the
internal current, written in terms of the series (4.74). Indeed we defined there

1
Oy | LT = Qg] T p"S1—n(TY) + ¥ CKI (4.75)

n=0

which equals p~1[A§ ™| and transforms as an algebra valued object under rigid & h _;[JTo
match this relation we perform the field redefinition

Xl = pdl — 2By | — p* (M)A |- (4.76)

where [B]| = —%p_l [d|p. The presence of [P;| has no eledt on rigid &g h [_; tovariance,
instead it is motivated by matching the transformation properties of ]| under generalised dif-
feomorphisms as found in [1]. The non-covariant variation of x| is given in (4.55). Those of
[(P:1| and [| were derived in [1] and we reproduce them here:

1] ]
ANy CIF = [ANlg T+ M Y(TN'™M @), 4.77)
0 1
APy | = —%@Amm}m = 55 )@l (4.78)

Combining these relations with A 0%(M) = 0 and using relations and definitions analogous to
(4.42), (4.44) and (4.45) for A, we then find

1 e 1 L P
A/\%:B%—{“L @/\I—ﬁﬂzlz()—%@\v\ml- (4.79)

We show in Appendix C.2 that this transformation property matches the one we derived in [1].
The final pseudo-Lagrangian density, in form notation, gauge-fixed to (4.70), reads

Lext - Ltop - m (480)

with the topological term expanded as follows?°

-1 — Y 14 1 AB I:r! n —n—1 ~1—N
P~ "Liop = dx; — [OK|AM; + Z_pr] n(Ja + 2[Ala) Ug —pJg")

n 21
. . 1
— ip‘lDﬁ 0E=d)+5 " ‘ (=) Tr(B™)(X!an — Xi—n)
n=2 k=0
+ [AX— 2P — p¥(M)JI |F O E-+ MEH] (4.81)

where JR are the loop components of the covariant current (4.7), [AlA are the loop components
of [Aly defined analogously to (3.35), Dp = dp — [@|(p|ADI— Tr(B®), the cocycle w*(M) is

20 Alternatively, one can use the more compact Unendlichbein formulation (4.69), together with equation (4.116)
of [1]. In this case, notice that | as defined there equals 2[¥1| + 2[P1| as defined here.
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defined in (4.20), the internal shifted current [, | is defined in (4.75), and finally nd ""
are defined in (4.42) and (4.45). The cyir dependent couplings in (4.57) cancel out with the

gauge fixing as argued at the end of the previous section and proved explicitly in Appendix C.2.

The scalar potential V comes from [1]:

1 LTI 1
V = i PN B IM I8 B[Bo||\/|—1|JKD

n[Zk=0

2 _ _ _
—Bualllvl Yox — P13 (M) IM 3G O

— 2—1pE]a|TBM_lT°‘T|JB [+ gE]o,_|TBM_1T°‘T|JB_ =3 %[BO|T°‘M_1|JGI___I (4.82)
We used |Jo = ()" (and similarly for other objects) to simplify the notation, thus regarding
|JoCas an element of R(Ag)+1. The expression ®*(M)[; | read instead p~2Q%(M) [y in [1].
We define Q%(M) and prove equivalence of the two expressions in Appendix B.

Note that the topological term and the potential are both invariant under (internal) gener-
alised di ledmorphisms. The relative coe Lcieht between the two in (4.80) is fixed by requiring
that, when partially soving the section constraint as in (3.10), the field equations for the various
scalar fields reproduce those of Eg exceptional field theory. This can for instance be verified
by using the field equation (4.99) obtained by varying with respect to [x|. We expect that the
coe Lcieht could be alternatively fixed by imposing invariance under conformal external di[ed-
morphisms. In the minimal formulation of Section 5, where the conformal gauge is relaxed, the
relative coe [cieht between the topological term and the potential will be fixed (and confirmed)
explicitly by requiring invariance under external di Ledmorphisms.

4.6 Equations of motion

We shall now take a look at the equations of motion of Virasoro-extended Eg exceptional field
theory. These are obtained as the Euler-Lagrange equations of the pseudo-Lagrangian con-
structed in the previous sections, combined with the twisted self-duality condition (4.23) (or
equivalently (4.29)) and with the covariantisation of the Virasoro constraint (2.17)

1 1
D+0D+p — 5D2Dap = Spn"F(P)A(P2)5 = 0, (4.83)

written here in light-cone coordinates. Up to twisted self-duality it is invariant under rigid Eg {1
Vir~ transformations and, by covariance, under generalised di Ledmorphisms. This constraint
must be imposed because we only wrote the covariant action in conformal gauge. We will
relax conformal gauge and see the Virasoro constraint arise as an Euler-Lagrange equation in
Section 5. The equivalence of this Euler—Lagrange equation with (4.83) is shown in Appendix D.
In Appendix C.4 we will exemplify how the equations of motion derived here reproduce those
of Eg exceptional field theory, by matching the equations of motion for the Eg scalar fields. A
complete matching at the level of the action will be given in the minimal formalism of Section 5.
In computing the equations of motion we will not explicitly vary the scalar potential, which was
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already shown to match Eg exceptional field theory in [1], and instead focus on the variation of
the topological term. These explicit computations are also meant to clarify some details of the
Vir~ extended formalism, such as the need for the regularisation of certain series induced by
the cocycle term in the action and motivating the addition of the extra invariant term in (4.57)
compared to pX®,

The trivial variations

We have already addressed the Euler-Lagrange equations for the one-forms X!, (or equivalently
Xm) in (4.49), which shows that these fields appear as Lagrange multipliers for a subset of the
relations imposed by twisted self-duality, and hence their equations of motion are trivialised
once the latter is imposed. Let us now look at the field variations with respect to the B® fields,
which should also trivialise upon imposing twisted self-duality. Without loss of generality we
will also gauge fix

oh -0, [O=1, (4.84)

just like we did in the previous section, but now also setting § — 0. The scalar potential of course
does not contribute to the variation and we will use (4.69) as a starting point. We therefore
consider the variation

d0A = (0, 3B®). (4.85)

(We will consider the variation with respect to |ACbelow, starting from (4.123).)

We have already stressed that the K(Eg) compensator h® appearing in (4.60)-(4.62) and
other expressions cancels out in the topological term. To simplify the exposition, in this section
we will then use the definitions (4.60)-(4.62) and (4.66), but removing by hand the compensator

h® _ 0, (4.86)

since it is guaranteed to cancel out anyway. With this in mind, we write the B field variation
of the Maurer—Cartan form, of P and of Q as®*

3(DVV™Y) = —[BAlVTOV ! = —2[5Al,T?, (4.87)
OP = —[BAl(T% +h.c), (4.88)
3Q = —BAI(T* —h.c.), (4.89)

where we have used (4.86) and we introduced the underlined notation to denote dressing by V:
[N TS = %[A]O,VTO‘V_l. (4.90)

To further simplify the exposition, we shall use rigid Eg invariance to assume that the
solution of the section contraint is of the form (3.10). This guarantees that [Al, takes values in
vir~ and the non-positive loop levels only, the ones whose exponentials appear in our choice of

21Because we are ignoring the compensator, DVV ™! is formally no longer valued in a parabolic subalgebra of
8s hvir~ but gains positive loop components proportional to [Alg. This is reflected in the following computations.
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coset representative (4.1), except for an [A],X1 component. In particular, the B® fields do not
contribute to the K component, namely

Tr(B®L_x) =0. (4.92)
Furthermore, the A index of [A],X1 satisfies the Eg section constraint and reads explicitly
[AILY = 0c [MALE ocw, (4.92)

where in a reduction from three to two dimensions w corresponds to the Kaluza—-Klein vector,
see (2.12).

Looking at (4.69), the variation of the last term of the first line clearly vanishes upon imposing
(4.29). The only other contribution from the first line comes from the loop cocycle:

1 1
L1
-2p nAB 5 n Q,rol\ Pgn—l = 4p r]AB [5A]O (I:E% + ﬂ-.-l B) +4p nABw;\Zw-BFl ’ (493)
n[Z1

where we have repeatedly used twisted self-duality and also used the fact that [6A],0A satisfies
the Eg section (because of the section constraint on 6B®) to remove a contraction with a term
@;1 (the coset dressing reduces to conjugation by V which cancels out in the contraction).
The [Al5' components appear when converting Qx* to Px* in order to use twisted self-duality
on the latter. Explicitly,

Qa=—PA—2Al,, Qx'=-Pi'+2AI'"", QR=-sgn(nPR, In|=2, (4.94)

where the position of the eg index in the middle equation is due to the eg transposition @M =
n"B[AI; and we could write more explicitly Qx* = —P + 254gn5CIAIL. We will use this
notation throughout this section and in Appendix C.

We now look at the variation of the second line of (4.69). The [X:|F Cterm does not contain
any B fields so we can ignore it. The other terms can be rewritten in a more compact form
thanks to the gauge fixing (4.84), which allows us to reinterpret the w%(V) terms as arising from
dressing a vir generator with the coset representative, as discussed in Appendix B. This gives

the convenient expression

[ ]
pE+ p L +p0(v) TR + [FITY
1
—p OV I L+ L_)VIFF  p R Tr 6OV L+ Lo )V . (4.95)
k=1

(4.8)

In order to vary this expression we use closure of the generalised Lie derivative, (3.17), and
(3.42) to deduce the natural relation®?

O0F = DA + trivial parameters. (4.96)

22YWe still use the definition (3.23) for D even if the extended e product does not satisfy the Leibniz identity.
The trivial parameters on the right-hand side of (4.96) would vanish in the non-extended case.
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In our case the right-hand side reduces to (0, DOB®) using (4.85) and noticing that the di [erknce
between the extended - product and the generalised Lie derivative vanishes when the first
component of a doubled object is zero. The trivial parameters can be ignored as we know they
at most contribute by a total derivative (equivalently, they can be set to vanish by combining the
B field variations with an ad-hoc two-form gauge transformation). Using now the fact that the
right-hand side of the expression V(D3dB®)V 1 still satisfies the section constraint in the form
(3.10), hence traces with negative Virasoro generators vanish, we find that the B field variation
of (4.95) reduces to

1 [ - 1
—Tr V(D3B®)V L, =Tr VB®ViL,, DVV Y (4.97)

up to total (internal and external) derivatives. We are again using (4.86) to simplify the notation.
Only the loop components of the Maurer—Cartan form contribute. Furthermore, because V [Ekg
by (4.84) and n—1qp is Eg invariant up to a weight term, one can easily combine (3.35), (4.85)
and (4.90) to find

1 1
2pBAIR = nagTr VOBOVTITE | n=-2, (4.98)

where we are restricting to n = —2 so that higher 6B® contributions can be removed by
trivial parameters (for smaller n, the V conjugation implies a contribution from Tr(dB®) and
higher, which are not trivial). Opening up the commutator one then quickly deduces that (4.97)
exactly cancels out (4.93). The B field Euler-Lagrange equations vanish upon imposing twisted
self-duality as required.

It is now straightforward to check that the B field variation of the extra term we included
in (4.57) (compared to pX®) does not vanish, and hence its inclusion in the pseudo-Lagrangian
is essential for the above result to hold.

The scalar field variations

In varying the constrained scalar field 04| (equivalently Dq}| or [X1]) we include explicitly the
contribution from the scalar potential. From (4.81) and (4.82) we find the equation

1 1
(dX: BX| |F3F2 @ *M7YP & CO°M Y3, 0O=0. (4.99)

This result does not rely on any specific solution of the section constraint, but is based on the
gauge-fixing (4.70) in order to display the variation of the scalar potential explicitly. Recall
that [8)| satisfies the section constraint, hence the equation above only arises from the pseudo-
Lagrangian when contracted with a constrained object.

From now on we no longer rely on a gauge-fixing for the Virasoro scalar fields and we do not
commit to a specific solution of the section constraint. We also do not vary the scalar potential
explicitly. Nevertheless, all computations displayed below hold if we impose the gauge-fixing
(4.70), and therefore the complete equations of motion can be derived by varying (4.82) and
combining it with the results in this section.
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The variation of the topological term with respect to o is also straightforward, because it
only appears in (4.69) through Xo = Px = —Do. Up to twisted self-duality we then get the
equation of motion

DEDp—% I:%%zo. (4.100)

The extended Virasoro fields @, are pure gauge, hence their equations of motion are redun-
dant and we do not need to compute them. We then focus on the variation of the scalars p,
v [Ek and YnA, n = 1. We can encode their variation in terms of an Hermitian algebra element
T

n=nl =8Vl [4&. (4.101)

This means that the variation above is a combination of a field variation and a K(Eg) transfor-
mation:
OV = dfigigsV + LV, ¢ [CK(ey), {n = sgn(n)TA . (4.102)

Recall now that at the end of Section 4.4 we noticed that the first line of (4.69) corresponds
to the generalised di ledmorphism and K(Eg) covariant derivative of X1, with Q as composite
connection, except for the substitution c,j; — 0 which removes a piece of the cocycle (4.68). It
is then convenient to include the composite connection Q in D:

B! = DO + Qudg g qvin® (4.103)

where the second term denotes the transformation of a field @ under the local K(eg), extended
by the anti-Hermitian part of vir, where Q takes values.?®> With this definition, for instance, the
first of (4.64) reads DP!= 0 and the variation of P and Q then reads

3P =Drl=Dn—[Q, n], &Q =|m, P], (4.104)

with Dt = dnt — [dn|AF [Alg l%lo‘, T[|.:I Notice that as usual the compensator h® cancels out
between the covariant derivative and the Q commutator.

It turns out to be convenient to combine the scalar field variations with a special choice
of variation for the X, forms. Since the latter contribute trivially to the equations of motion
once twisted self-duality is imposed, this choice will not a[edt our results. We then introduce a
spurious object mlmeant to complete the K component of Sy, (1), just like Xm does for Sy (P):

™ = S, (1) + K . (4.105)
We then choose 3%m = DiERIso that the variations of the shifted P take the simple form

SPM = m = D™ + Q05&(§8®vir)n(m)’ (4.106)

23The presence of K(vir) can appear strange since only vir~ are global symmetries of the theory and they
do not require compensating local transformations. This is due to the fact that the ungauged theory is in fact
also invariant under infinitesimal positive Vir transformations and the decomposition of the Maurer—Cartan form
into P and Q reflects this. Most objects we use have therefore natural transformation properties under K(vir)
obtained by extension of their K(eg) transformation and standard commutation relations, which simplifies many
manipulations in the following.
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where 5&@8@")11(“") includes a sum over Virasoro shifts just like the last term of the first line in
(4.65). Explicitly, 1
Qb avin™™ = —[Q, T™]+m Q™. (4.107)
Va4l

After several manipulations, we will set 1] —» 0 without loss of generality.
With this setup, in order to compute the variation of the first line in (4.69), we can equiva-
lently compute

1 0 [
5 2ol =35 2p @kn[@ (4.108)

and set cyjr — 0 in the cocycle. We then expand to find
1 1
3 2p P "= 25p BPIY — 2p [3Q, PD] + 2p B3P D | (4.109)

where we have already used twisted self-duality to remove a series over the vir components of Q.
Let us look at the middle term. Projecting onto K and using (4.104) we find that it vanishes.
For instance, using twisted self-duality the loop components of 1 contribute as follows (recalling
that we are keeping wedge producs as understood)

1 1
fABC  (=D)"nm} (ITPRPL — "B (=1)"ngm, (1 PePE = 0. (4.110)
n,q n,q
A similar computation applies to the Lo component of m and since we set ¢,y — 0, that is all
we need.
Let us then look at the last term in (4.109), which is proportional to BZ&®. The square of

the covariant diLerkntial has the general form
1 1

1
B2k L+ DQ- 51Q. Q) % Goavin) (4.111)

and we recognise the last term as the covariant field strength of the composite Q connection. We
can use the Maurer-Cartan equations (4.64) to further manipulate this expression. In order to
do so, notice that twisted self-duality implies [P, P] = 0. The K component is straightforward.
For the rest, we use Sg(P) = Sm(S—m(P)) for any m & 0 so that

1 1 (| 1 1
So [P,P] =S—m [P, Sm(P)] +m Po Sp(P). (4.112)
pCZ

Let us now take m odd. By twisted self-duality, the first term of the right-hand side vanishes.
The second term flips sign under m — —m while the left-hand side does not, hence they both
vanish. We can then substitute into (4.111) the left-hand side of the Maurer—Cartan equation
(4.64) for the curvature of Q, and apply it to n™®. We find (setting h® - 0 as usual as it cancels
out anyway)

[ ]
DI = — @y |F @® + ?[QGU:BEG TO—T1o", @

@ I:I:I:|(1+n) (1—n) EI
+ TQnFFFl ™ —1 . (4.113)
n=1
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Projecting this expression on K and setting to zero the central charge component 1ty bf n®, we
find that only the middle term contributes and arrive at the result

[ — L1
2p @;(1)5( =20n"®  n QAIFGE-[FIR —[F"" mg"t. (4.114)
n[Z1

Notice that the variation of p does not contribute to this expression.

Let us now look at the variation of the second line of (4.69). Using (B.4) one finds that the
p variation of w*(V) vanishes. Furthermore, from the definition (B.11) one easily sees that both
i and [FI$™ depend on p only through an overall p~™ factor. Therefore, the p variation of the
second line of (4.69) reads

] ]
20p Xu|F 3+ EL + 0O(V) [FIS® (4.115)

Looking now at the Eg-5calars variation, we must take into account that [¥:| transforms under
the K(eg) transformation ¢ we introduced in (4.102) to make 1 Hermitian, so that

1
SBUIFEn?®  InmREg"HFC (4.116)
n[Z]

while the variation of w®(V) gives
S0 (V) = [m, VTO‘V_l]HK. (4.117)

We can now put these results together. The p variation of the topological term is the sum
of the first term in (4.109) and of (4.115). Applying twisted self-duality, we find the equation
of motion

888, + GlF 3 B + 0" (V) IR = 5 O (4.118)

where we need to keep in mind that c,j; — 0 in the cocycle contained in the first term. We can
in fact further apply twisted self-duality to it, in order to make contact with the second order
equation for o for two-dimensional supergravity (2.18). To do so, we shall temporarily assume
a solution of section of the form (3.10) and write

1
D-HRx = D [Bk —n"B nQA [H"
n

=-D [Do+n"®  |n|P} [Bz" + 4 BIAI;' (B!

n[CZ]
C¢— [
=-D [Do+2n"BP} [AY  (—1)"n +4"BIAI;' P
n=1
1 _
=—D [Do — n*BP} [BY +4n"BIAI'PY,  (with h® - 0) (4.119)

2

In the second line we have converted QA to P and we stressed that we set h® — 0 everywhere as
usual, because it would cancel out between Q and the covariant derivative anyway. In the third
line we have used twisted self—-duality and in the last step we have regularised the divergent sum
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as a=D"n - —%. This is achieved for instance by taking the z — 1 limit of a geometric
series . Z;(—2z)"p(n) which converges for |z| < 1 and p(n) any polynomial in n. We motivate
this choice of regularisation in Appendices C.3 and C.4. We then see that if we reduce to two-
dimensional supergravity by setting [d] = 0 and B® = 0, this equation of motion reduces to
(2.18). Notice how this result hinges on the removal of the c,j, dependent terms of the cocycle
in D-BBx. Had we not removed the term (4.68) from the pseudo-Lagrangian, it would have
contributed here through a term proportional to (Dp)? (with a regularisation similar to the one
above).

Let us now look at the variation of the loop scalar fields. Using the Maurer—Cartan equation

(4.64) for P combined with twisted self-duality (4.29), we find the convenient identity
587 PR = —ERMFFFR™ - A", n 02, (4.120)

which implies in particular that all the even components of the right-hand side are equal to each
other, and the same holds for the odd ones. Combining this expression with (4.114), (4.116) and
(4.117), the latter contracted with 2p([FI + [FIS™®), writing [@QRA| = —sgn(n)[PR| and using
that m is Hermitian we then find the equation of motion

S 1 q L] 1
3V, 8Yn:| 2p nOA%Em)ﬁ 2AFI —4p  mRATRINTT - [FIKT = av . (4.121)
k=1

The ng component of this equation still contains infinitely many dual fields within the covariant
derivative. Using twisted self-duality to express it only in terms of physical fields, we are led
to a regularisation analogous to the one used for (4.119). In analogy to that computation we
temporarily choose a section solution of the form (3.10) to simplify the vector field dependence
and write explicitly

L1 L 1 ]
A=DIEA—fPa QR I[BZ"+ nQ-n[BHR—QR B, (4.122)
n[Z1 n[Z1

) ] _n
=D [PA —FPAQ2 By —2 n QR (B +Qn [A,"

n=1
1
=D A —f°PAQ2 BY + 2P, (B  (—1)"n
n=1

+ ZfCDA(wé _ @1C)P% _ ZPO(wé + ﬂlc)
= p 'D(p LBY}) — FCPAQY [BY + 2FCPA(AIL — [AI'©)PL — 2Po ([Al}, + [AI'A).

We check in Appendix C.4 that the ng equation of motion correctly reproduces the equation
of motion of the scalar fields in Eg exceptional field theory. As a further cross-check, we can
reduce to two-dimensional supergravity by setting [d] — 0 and check that the equations of
motion derived so far are then compatible with setting the B® fields to 0 as follows. The vector
fields |ACand O¢!| decouple when [d] = 0, and the field equation for p reduces to d Cdp = 0.
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Extending then (4.120) also along the vir components and using the Maurer—Cartan equations
as well as the ng equation above, we find that all vir~ components of [Fl,, as well as the coset
projection of Eg must vanish. Plugging these results into the rest of equation (4.121), we then
have that all non-trivial components of the B® field strengths must vanish, hence without loss of
generality we can set B® _, 0 as claimed. Together with the fact that (4.23) correctly reduces to
two-dimensional twisted self-duality when [@] = 0 = B®), this guarantees that two-dimensional
supergravity is reproduced from Virasoro-extended Eg EXFT.

The |A) vector field variation

The starting point is again the pseudo-Lagrangian (4.69), which we will vary with respect to
the vector field |[ALIWe recall that we work in the ungauged-fixed setting where ¢, 8 0 for all
m > 0. We also re-use the notation introduced in (4.85), but this time with

0A = (JbALD). (4.123)
The variations of P and Q follow directly from their expressions (4.61) and (4.62). They read

] ]
8P = —[BPALF [BAly I{IG +h.c. . (4.124)
3Q = —[QBA[F BAly T —h.c. | (with h® - 0), (4.125)

where [0A] = BAl4T takes values in 8 h vir~. As explained previously, we consistently ignore
the h® contributions as they ultimately cancel out in the pseudo-Lagrangian.

Let us start by focusing on the variation of the first term of the first and second line in
(4.69). With (4.66) and (4.96), we find

2pd (DX1 + Bu|F D1= 2p ([&k|X1 — D&l + PolXul) DAL (4.126)
up to internal and external total derivatives. For the cocycle term of the first line, one computes
I:IIZI —1 O
_2p nAB 5 n QR Pgn—l — zp r]AB n QR mgn—ll _ P;n—l [(ng (4127)
n[Z] n

+4pn”B  (n+1)(Q+P)ABAIZ",
n[Z

where we used twisted self-duality in writing the last line. For the third term of the first line
in (4.69), the variation of P, does not contribute since (Xn+1 — Xn—1) vanishes by twisted self-
duality. The only contribution comes from the variation of X, = Pk, and we then simply

have

L1 L1
1

2pd Pn(Xn+1 — Xn—-1) = 2pP1([Pk|6ALF 2[0AlK) . (4.128)

n=1

The variation of the remaining terms in the second line of the pseudo-Lagrangian (4.69)
requires more care. To derive the variation of El-and ELI, which are defined in (4.42), we use

48



the following property which holds exactly for n < 1 and up to a total derivative for n = 1;

, )
3 E= (DBAY, =L s In DT -]

q=0

|
=pdhJadiIn DY), ms1, (4.129)

q=0

where we used (4.96) in the first step. Note that the double object 8A transforms with the
extended - product under a gauge variation, and is therefore treated on the same footing as F.
This allows, in the second step, to extract the di [erkntial operator (d —d,a) out the combination
6In the process we however generate the last term of the first line, which substracts the
action of the gauge variation on the Virasoro scalars contained in L —IThis is described in
Appendix C.1. The expression of the latter takes the same form as in (4.42). The non-covariant
part of its gauge variation with respect to A, defined in (4.50) and denoted by Ap, can be
deduced from (C.14). We thus find

, | S
SpEL]) = pDIAI I p DI Y)_q AT, + p ALl [@a[SAL (4.130)
q:

0

. e i
S(pED = pDATp DI A+ p Alfan |sAD)
q=0

- -
— @|B® — Tr(B®)@k| PAL] (4.131)

where Alis again of the same form as (4.42). The second equation holds only up to a total
derivative. To treat the last terms in the pseudo-Lagrangian (4.69) which involve the w%(V)
cocycle, let us first consider [F]g‘) defined in (4.43). Up to a K component, the latter can be
written as S} ([F1)«, Where in order to simplify the notation in the next few steps, we will write
[F] = [FIoT® and similarly for other objects such as [Al, their derivatives and their variation.
Taking into account that wX(V) = 0, we then have for n < 1,

1] 1]
5 WO(W)IFIMY = w%(V)S!(IDSA])g (4.132)
L1 P11 (I
= 0%(V) DS}(BA)q — AaSL(IBA)a —n DT Y¢S (13A])q
q=0

We used the same arguments as in (4.129) in order to extract the dilerkential operator out of
the shift operator. At this point, observe that according to (B.10), we can write

w*(V)SH(BADG = vsg([aA])vﬂ% = V[6A](“)V_1EK — sl (4.133)

where [BAI™ is, in analogy with (4.43), the K-completed version of S}([8A]) and therefore
transforms with a commutator under rigid € h vir—. Bearing this in mind we get, after an
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integration by parts,

1 1 [ = ] 1
5 p®WIFIY =D pVBAI™YV - ppalar+pPy dar+w%(v)S) (Al

q n—q (04 (V) n ([ ])CX
=0

- p% +Q),V SHIBAV ! Eﬁ : (4.134)

where the non-covariant variation of [0A]y takes the same form as in (4.51). The first term can
be dropped as it reduces to total internal and external derivatives. Combining this result with
(4.130) and (4.131) we find, after rearranging the sums of the (DI ~1) terms and using twisted
self-duality,

] |
5 pEkp L] +pw(v) TFIE +[FI™

1
=p I%ih W*(V) S} (A [Bh[3ALF EEIaBIB‘” - Tr(B‘”)Ec‘ilBIIE5IAEI
"l 1
—2pP; g+ (V) SY(I3ADG —2p (P +Q), Sn(%)%' (4.135)

n=1,—1

Using (4.133) and G'TZA;'— [6Alk, the parenthesis in the last line can be written as 2[0Alx and
will therefore cancel against the last term in (4.128). Note also that, in writing the last term
of (4.135), we have pulled the conjugation by V inside of the the shift operator and used the
notation (4.90). The loop contribution of this commutator will cancel against the last line of
(4.127), while its Virasoro contribution should vanish by itself since the pseudo-Lagrangian we
vary does not depend on cy. This is indeed the case because both the Maurer-Cartan form
(P + Q) and [0A] only take values in &g h vir—.
Adding up all the variations, we then obtain the following final form for the field equation

[ - 1
[@k|X. — Dl + Polu| + PP +n*® ~ n QR Bg" | —P" 1 Qp|
n[Z1
1
+ % I%il w*(V)[AISY G| — 2—1pIE53|B(1) + 2—1pTr(B‘l>)Eiﬂ3| =0, (4.136)

n=1,—1

where we divided by an overall factor of 2p and removed the projection on |JALI] Note that
the terms in the bracket of the second line correspond to the K completion of [AlgSn(VT oV ™1),
analogously to how Xm completes Sp(P) in (4.28). We also emphasise that [dly| only acts on
the vector fields |ALIB® and not on the scalar fields.

While it is not manifest, one can verify that the complete set of field equations is invariant
under rigid Eg. The equation (4.136) is separately invariant and one way of checking this is by
using the invariance of the K-completion of a shifted Maurer-Cartan equation, such as (4.34),
but now with one internal and one external derivative.

50



5 Minimal Eg exceptional field theory

In this section, we shall show that there is a formulation of Eg exceptional field theory with
a finite set of fields, i.e. M [Hg, |ALIB, X, [X|, even though they are in infinite-dimensional
representations of Eg. As explained in Section 4.5, one can gauge-fix all the Virasoro fields ¢n
to zero. The price to pay is that the truncation to two-dimensional supergravity, with fields not
depending on the internal coordinates, must necessarily involve non-zero constrained fields B®.
This obscures the relation to the linear system in two dimensions. But it has the advantage
that this allows us to eliminate the infinite set of constrained one-forms B® and one-forms X,
in favour of a single constrained one-form B EE{L'V'N and a single one-form x [k (that still
transforms indecomposably with the current) as we shall demonstrate in this section. Moreover,
the twisted self-duality equation for the scalar fields can be written using a Eg invariant bilinear
form, and the pseudo-Lagrangian takes a form that is more similar to lower-rank ExFTs. In
particular, we relax the conformal gauge and define external di Ledmorphisms in this minimal
formulation. We will exhibit that the complete pseudo-Lagrangian is determined by internal and
external di Ledmorphism invariance, similar to E, EXFT for n < 8. For the appropriate choice of
solution to the section constraint, we will finally show that the Euler-Lagrange equations of the
pseudo-Lagrangian (combined with the duality equation), reproduce the known field equations
of Eg exceptional field theory. All expressions will be finite and we shall not need to resort to
formal geometric series summation as in the Virasoro-extended formulation.

5.1 Integrating out the auxiliary fields

At vanishing Virasoro fields @n, i.e. for ' = p~°, one can eliminate the constrained fields B®
and the scalar fields xl in favour of a single constrained field B and a single scalar field x. Notice
that we also gauge-fix @; = p = 0, unlike in Section 4.5. In this case, the coset representative
V in (4.1) and the generalised metric M belong to Eg. In order to obtain the minimal duality
equation from (4.25), it will be convenient to first rewrite (4.23) as

| ]
J=p LM IS;(3)'M + pxiK . (5.1)

To analyse the duality equation (5.1) we decompose the current (4.6) as

) A | 1
Ja=Jda—  NkapTITPBOI+p g TIM ' TFIMB®] (5.2)
k=1
where
J =MD M =M"d - @BuIADM — neg @a|(T* + MITTM)|ADP, (5.3)

is expressed using a ‘bare’ covariant derivative
D =d-— L(A,O) (54)

that does not contain the B® termes.
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It will be convenient to similarly redefine the fields xﬁ in terms of bare fields x, by separating
out the B®™ components according to

) T L1 ]
Xk = X+ Tr Lot4k—q + P XM L_y1-qM BE® (5.5)
4=0

The field X, is the K-completion of Sk(J ) and the terms involving B play a similar role for the
B-terms in (5.2). We also recall from the text under (4.25) that for k = 1

Xiak = XL (5.6)
The components of (5.1) along the Virasoro generators give that
Tr[B@9] = pk (KITr[B@], (5.7)

relating the traces of all higher B®™ to that of B®. Therefore we can rewrite the current J as

I A | [ ]
J=J —no1gpTr S (THBW TP+ M™ITEIM
k=0

1 [1
+ p& %Tr[B“’] Lok + ML M (5.8)

k=0

in which the constrained fields B®*% only appear through

E:l
Tr k(TO')B(“'" =Tr T°‘ ﬁ B(1+k)) (5.9)

k=0

The operation S=J(B®*) is defined implicitly such that the relation (A.41) holds for any
TY &} hvir~ as explained in Appendix A.4. This implies that one can choose a particular
gauge for the one-form gauge transformations defined in Appendix A.4 such that (5.7) extends
to the whole constrained fields and fixes for all k = 0

B@+0 = ok [KB . (5.10)

Note that, although B® = B according to this equation, B does not transform in the same
way as B® under internal diedmorphisms so they should not be understood as being the
SE&e__i:onstramed fields. This is because the fields B® only appear through the combination

k=0 d-J(B@*9) above, and the identification (5.10) only holds for this combination traced
with a generator T® [eh h [M_;[] To define the gauge transformation of the field B one
identifies the gauge transformation of this combination

dn i_ (BA™) = L0 i_ (BA*9) — n1op [OW [T Y|ATDP|ATEY] (5.11)
k=0 k=0
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and defines the gauge transformation of the constrained field B consistently with it, i.e. such
that

%(BAB) = %(L(/\,O)B) —N1op OA|TYADPIATBR| + ... (5.12)
k=0 k=0

where the ellipses correspond to terms that vanish upon tracing with T®. Inverting the geometric

series, one obtains the gauge transformation of the constrained field B up to a trivial parameter
] 5 [
SAB =LnpB + 1—p &= niop@hTYADPIADEN]| +...

=LngB + EFBEGJ,\|T°‘|/\EI]B|AD]3J/\| -
— p CNop O[T YA |ALT [BAATALF [GA|ATALION| - (5.13)

Note that although we inverted the formal geometric series to obtain this formula from the
Virasoro-extended gauge transformation, it is well defined and Eg-covariant. The final line is
the definition of the gauge transformation of B.

Writing X = X for short and substituting (5.10) on both sides of the duality equation (5.1),
one obtains

1
J - gpgn_l_kagTr[T“B]+p‘2"‘n1+kasTr[M‘1T“TMB] TP (5.14)
k=0

| | ‘r?' L]
=p MM IS 3 )Y'M+x K — P NMk—1ap TIM 2T MB] + p*n_1—kep TIT°B] TP.
k=1

One finds that most of the terms cancel and the remaining equation is
L1 1]
J N1 THTOBITP =p 1 CIM7IS1(3 )'M —ngg TITBIMITFIM + x K . (5.15)
This equation can be written as
J=p "M S;(I)'M+xK , (5.16)
for the current J and the field x defined as
J =3 —noTTB]TP, x=x +TrLeB], (5.17)

distributing the B dependence. This provides an alternative formulation of the theory that we
refer to as the minimal formulation and discuss in detail in the remainder of this section.

Because J £ M~1J "M, this duality equation does not imply an infinite chain of relations
between J and its shifts S,(J) as in equation (4.25) of the Virasoro-extended formulation.
Rather, (4.25) translates in the minimal formulation into finite linear combinations of the dual-
ity equation (5.16) and its Hermitian conjugate where some of the J components cancel out.
We will see that (5.16) is invariant under internal di Ledmorphisms with the gauge transforma-
tion (5.13).
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Let us now consider similar consequences for the the pseudo-Lagrangian. The potential
term is not modified so we only need to discuss the topological term at vanishing Virasoro fields
¢@n = 0 for n = 1. We will then rearrange the terms in (4.81) in the case M [Hy, i.e. for p = 0.
By the definition (4.42), we have

pEH = —(@k|Li|F = TR geo”
k=0
) | O
= —[Bk|L1JFF  Tr L, G**®
] =0 -
+[0] $N1opT ¥|Cp Mic|TP|Cy 3 | [C; ]~ CF[C1 T, (5.18)

where the two-forms (which enter the field strengths as discussed in Appendix A.2) appear
through a total derivative that we will neglect in the following. For M [El, one also computes

M %{K + [F1oSY (T I_?__IM
]  c— ]
=p No1op@|TYFF Noi—kapTHTOG®] MITFIM
k=1
. | — ]
=07 Map@FIMTTMIFEF 0 XNk TIM T THIMG®] TP, (5.19)

k=1

and because ""is defined as the K component of this expression according to (4.44), one
obtains

pMELE — @ ML M|F [+ p_Z&Tr[M_lL—l—kMG(k)] , (5.20)
k=1

where the fact that does not depend on the two-forms was used to replace |F Cand G®™ by
|F Cand G®, respectively.
Moreover, one has p~tDp = —Tr[B®@] at § = 0 and one can therefore rearrange the following
terms in (4.81) according to
1
pdxi — pAyIALE +n*®  nlALL (05" —pIg")
n[Z1

I 1 P 1
=D (px)— (n+1)  TrTiLBYPNA + 2dopX] (5.21)

n[CZ1 k=0

where we used the bare covariant derivative introduced in (5.4). For M LEk it will be convenient
to introduce the shifted cocycles w%, (M) defined in (B.14), that satisfies

MM = p 72"y — p?K 72"y o0 (M) TP (5.22)
such that wf(M) = w(M). Using (B.15), the expression (4.22) for xY_k can be simplified to

XLy = X + P0% (M) . (5.23)
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Combining all these terms, one finally obtains the following form of the topological term (4.81)
at p = 0, up to the total derivative in the two-form fields in (5.18) that we do not include for
brevity,

1 ¥ 1 1
Lp=D (px)— (n+1)  TrT L B@OUA + LTrB® + 0% nJpJg'™"
nCZ1 k=0 n

T =

— | . |
+3Jopxi +3  PTTIBOXL, + 3 P T X+ 0% (M)Jg TrBR
k=1 k=0

| 1 T o oke A1 1. [
+p{j|F [+ [Bk| L1 + M L1 M|F [+ Tr Lg+p M™ LM G&W | (5.24)
k=0
With the split (5.2) and (5.5), the above topological term can be written as
1,AB n —1—n 1 a L] —2naq—1 DB
Liop =D Xy + 31 nJ RJ 57" + 3N1ap BaAlT“|ABA| Lo +p > M™'L_,M TPIATT]

n

C] .
+ o |[F[F @] Ly + ML MIF O

[0 -
+ 130X, +3Tr[I BO]+ 3ITr S_1(3 ) +p %Xy + 0% (M)I, B®

| BN o an
+1 T S )+ p T Yy + 0% (M)J, BT —p2B®
k=
3 0 XN 1sk—qap THT OB TIIMITFIMB®] (5.25)
k=1 g=1

+

where we used the explicit expression of G®

) d—
G® =D B® — 1850, o [OWTOIAMPIATIBA| + 2 NqapTHTYB@TPB®

g=1
+3  @r—1-KTrB™B®*™" (5.26)

r=1

and the fact that the covariant derivative of X} compensates the one of these field strengths
using

S ) § O B
D@Exl)— Tr Lx+p 2 &M L_,yM D B

k=0
T, 1, O

=Dy;+ TrD p *M7IL_,_ M B® | (5.27)
k=1

The Euler-Lagrange equations of motion of the fields B® and xﬁ do not imply the duality
equation (5.1), so one cannot integrate them out in the usual sense. In fact, integrating them out
naively gives rise to inconsistencies due to formal indefinite sums that appear in the topological
term once one substitutes the solutions to their Euler—Lagrange equations. However, it turns out
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to be consistent to set them to the values in (5.6) and (5.10). In general, one cannot substitute
a solution to a duality equation (like (5.6) and (5.10)) into a pseudo-Lagrangian. In the present
case, the Euler—Lagrange equations of motions for the fields M, |[AL&nd [}| are automatically
preserved, but the Euler-Lagrange equations for B® and X} are not. We shall see nonetheless
that the latter are consistent with the duality equation. Indeed, after the substitution of (5.6)
and (5.10) in the pseudo-Lagrangian, the B field and X field Euler-Lagrange equations become
projected components of the duality equation (5.16), which is itself by construction consistent
with the original duality equation (5.1). Therefore we obtain that the two pseudo-Lagrangians
together with their respective duality equations define the same set of equations. Note that the
use of the pseudo-Lagrangian was always to determine the Euler—Lagrange equations of motions
for the fields M, |AAnd | only, whereas the Euler—Lagrange equations of the constrained
fields B® and x| were redundant with the duality equations. So it may not be that surprising
that this manipulation turns out to be consistent.

Because (5.6) and (5.10) involve the Hodge star operator, their substitution in the topological
term (5.25) gives the sum L; + L, of a kinetic term

1 (1] -2 1 [ 1.—1 gt
Li=21pTr S_1(3 )+p 23X +w% (M)J, (B —ip IngTrT®B] CIM TP MBI,
(5.28)
and a topological term

1,AB nq—1-n 1 a - —2pnaq—1 [jB
Lo=DXx +3n NI ad g7 +5N1apOW|TT AN Lo+p "M LM T |AHD
n

]
+p|F 3 @] Ly + ML MIF 3 3Jox + 3Tr[J B]. (5.29)

To obtain this result we have used in particular

P Nk—qop AT BOITIIM I TFIMB )]
k=1q=1

N

= (P_ZEHHk—q ap — 07 Nk—1—qap) TIT B TIM I TFTIMB ]
k=1qg=1
= —1p N TIT“BOITIM 1 TFIMB @]

) d— -
-3 Nekap TTOB@ITIMITPIMB®] + p2Tr[T B DI TIIM I TFTMB @]
k=1

AN

+1 p—Z&nH_q ap THTEB@ITIIM ITFIM(B® — p72B**2)] . (5.30)
k=19g=1

This last equation involves indefinite formal sums that we have regularised using geometric

series regularisation as in (4.119) such that both the second and the last line cancel after the
substitution (5.10).

Now one can easily verify that the Euler-Lagrange equations of B and x derived from the

pseudo-Lagrangian Il_ill+|£f in (5.28) and (5.29), are proportional to the duality equation (5.16)

|

1 -1 —lE] 1 I::]—1 -
S(Li+L)=1TroB p 1 M1 5 J)+xK M-I +18x p LCW[B]—Jo . (5.31)
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This concludes the consistency of the substitution of (5.6) and (5.10) in (5.25). Note that
although the relation between the topological term (5.25) and L; + L, requires a regularisation,
the two terms (5.28) and (5.29) are well defined and Eg invariant. We shall use them to define
the pseudo-Lagrangian in the next section. In this minimal formulation we will see that the
Euler—Lagrange equations are finite and do not require any regularisation.

5.2 Internal di CLedmorphisms invariance and pseudo-Lagrangian

We introduce now the unimodular metric gy, such that det§ = —1 and the two-dimensional
metric is gy = e2°g‘w. Because this formulation of the theory is not manifestly covariant under
2 gauge transformations, it will be useful to use the bare covariant derivative that was defined
in (5.4) as D =d— Ly instead of D = d — L(a g). For a non-constant unimodular metric
Ouv, the definition of the current J has to be generalised from (5.3) to

JuaT=MTID,M + 390y — [By|A, DBoK . (5.32)

This additional central component is necessary for the covariance of the duality equation under
external diledmorphisms as we shall see later. It can also be understood by identifying this
central component written in terms of the two-dimensional metric g,y

J,aT® = NEIB, NH+4"9 (D, g6 — D 0vo)K (5.33)

as the gravitational flux (see e.g. [47, Eq. 4.13a]), where Ni—debs not include the conformal
factor 0. According to (5.17), the current 3 = 34T involves only the M-independent B term
as

JuaT% = I\/I_lDuM - r]_mBTr[TBBH]TO‘ + "9 (0 — [§|A, DFuoK , (5.34)

and therefore J is not equal to M~1J TM. It does not transform covariantly under generalised
di Ledmorphisms either, but the duality equation (5.16), that we reproduce here for convenience

Jua T = p G M™H(S1(JvaT) + XvK)'M (5.35)

is invariant under internal diledmorphisms, as we prove below. The Hodge star operator is
written out with respect to the unimodular metric Gy, with the convention €, = §,c0vp€°? and
g0l = —&01 = 1.

We define the gauge transformations of parameter |A[]

5A§uv = m@qu“ﬂ ] O
SAM = [AM[AI + g [OX[TPIACT O TM + MT®
SAlALCE Ou|ALF O |ATALF nep [DA|T Y ATTPIA, (F @A |ATA,C] (5.36)
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and

5By = 1BBIABy = Nap [@A|TYALT P, By] + W |AB, + Nigp @AW%AEDMAUMM (5.37)
— PG Nop [BW[T U |ATPIA, [F [Bh|ATA, [F [Bh|A, [ALION|

1
SAXu = ARG + OAADG +  NIBATAALILT — nop AT *ATBR M L1 MTP|A, ]
n
— Eiﬂ,\|/|\:|I]]ﬂ/\|M_1L_1M|AuEF [An|AL T8N M L1 M|AC] -
— P00 Nap [AA[T S|ATBA|LoT PIA, (3 BN |ATBA|Lo|Ay [F [@h|A, (T8 |Lo| AL

Note that the gauge transformation of the gauge field is not Dy |AC&s usual in exceptional
field theory, but it di [erk by a trivial di Ledmorphism as shown in (3.21). In particular, the parts
of the gauge fields transformations which are independent of the Hodge dual match with (3.24)
and (3.25). The Hodge dual terms in the variations of B and X follow directly from (5.13). They
can also be derived from the gauge transformations in [47], in which the Hodge dual terms and
the gauge field transformation (5.36) appear naturally.

To prove that the duality equation (5.35) is invariant under internal diledmorphisms one
computes the gauge transformation of the current

53 = @y IALD + Np [BA|TOIALD , TP - (5.38)
+ Nap Nys @ﬁm/\mn“ﬂma [ |ADBW T O |AF mJA|AmﬂA|T°‘|/\Dv|—1TEFI”M
+Ne10pP CNys BN TY|ATBA|T OT S |ALF W |ATBN|T *|ALF [Ah|ADEN|T Y ALT P,

and we identify the first line with its covariant transformation, while the two last lines are found
to project out in the duality equation, up to a central element that is compensated by the gauge
transformation of X.

The duality equation (5.35) is a twisted self-duality equation that can be obtained from a
truncation of the E11 twisted self-duality equation defined in [47]. Twisted self-duality in D = 2p
dimensions can normally be written as an equality between a p-form field strength dressed with
the scalar matrix M [Cd3 and its Hodge star contracted with a G-invariant bilinear form. For Eg,
the one-form field strength combines the current J together with the one-form x in the module
M, Gk eg h M, [Iwhere M, [Gh eg is the module conjugate to eg h M, Cthat describes the
indecomposable representation of the field x with the current J. The symmetric Eg-invariant
bilinear form is

AB —n—1
Py, ), (Xv, Iv) F n Jp,r/j\Jan —Jp—1Jvk — JukIv -1 — JpoXv — Xpdvo - (5.39)
n[CZ]

This bilinear form, together with the action of Eg on the module ;G eg h M, [ Idefine the
twisted self-duality equation in 01 [5Gk eg h M1 [

(X, 3) = (l[x], 11[3]) (5.40)
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with the involution®*
1[3]=pF MTH(S1(I) + XK)'M, 11[X] = p CI — p?0 (M) 1[I ]a - (5.41)
The equation x = I[x] follows from the central component of (5.35)
Ik =p A+ pw (M) [q . (5.42)

One checks indeed that
—1pa—1 L D—l -1 t L] L -1
L[] =p "M [OS; p "M {B1(J)+XK)'M +xK M+p~ Oh[x]K

=J, (5.43)

and I1[11[x]] = x. Although (5.40) is manifestly involutive, it is more convenient to write it as
an equation in the Lie algebra eg h M_; [Cas (5.35).
The pseudo-Lagrangian of the theory for a non-constant unimodular metric Gy, is defined as

1 Y -1 1A
I—min = |—1 + |—2 + ZpswscpgK)‘D“gc,KDvgp;\ + pTlﬂ@‘”V“\/l 1|aguv +Vv, (5-44)

where the kinetic term
Lo 1O ]
Li=3p7g" Tr M7IS1(30)'™M + Xy By + Ingg TrTOBTIM H(TP)MB,]  (5.45)

and the topological term?®

| — |
Lo dx® Cdk! = DX + $JoX + 2J-1Jk + 308 nIRIZT "+ p? M — w2 (M)Jo|F I (5.46)

n

— B |(L1 + MTL_1M)|F (3 Tr[LoG] + 30 *N1ap [Oa| T *|ATBA|M T L_o,MTP|AT]

are the direct generalisations of (5.28) and (5.29) with a unimodular metric §y,,. Note that we
wrote explicitly O¢t| = piX — 0%, (M)Jq| in terms of the field [{| that appears in the potential
term V [1]. We recall that the (internal) | transforms as the central component of

Qg | CTY = Lg| £S14(TY) + KM K], (5.47)

whereas the (external) vector field X instead transforms as the central component of S1(J )+ xK.
In addition to the dependence in the general unimodular metric gy, (5.45) and (5.46) diledfrom
(5.28) and (5.29) in that we have included (most of) the dependence in the field B, in the current
(5.35), the covariant derivative DX and the field strength G, using similar steps as in passing
from (5.24) to (5.25).

24The conjugation by M uses the K(Eo) invariant bilinear form defined at M =1 as

1 1 %‘
(XuyJu),(Xv,Jv) = d ‘JIJE\JVrB] —Juodvk —JpkIvo — Jp—1Xv — XuJdv—1 .
n[Z1

25In this expression we extracted the top-form factor on the left, with the convention that AB = WA, B,dx°C1
dx! and A [B = Q”VA” B, dx°[dx! for one-forms in the two-dimensional external space.
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In (5.44), the first two terms L1+L, together, the two terms involving the derivative of the
unimodular metric and the potential V are individually invariant under internal di Ledmorphisms
up to a total derivative. We shall see that their relative coe Lciehts are determined by external
di Ledmorphisms.

In order to study the invariances of the proposed pseudo-Lagrangian (5.44), we recall a few
definitions. The field strength F and G are defined as in (3.29), while the covariant derivative

1 1
DX = dx— By |AN— [@W|AX— n@a|TAAOR ™ — (n+1)Tr[T/BJIA—Tr[BlIk , (5.48)

n n

follows from the indecomposable representation of the field x under eg h M—;C3° One derives
the Bianchi identity for J

DJ +J%+ [I|F 3 g @k (T + MITM)|F TP + n_y o Tr[TOG]TP
= In_1apN1ys [OalTY JADBA|T O T JATM TP (5.49)

The non-covariance of the right-hand-side follows from the property that 3 does not include the
term in —N_1 o TITB]M™ITPTM in its definition. One can also derive the rigid Eg invariant
topological term using the same construction as in (4.46). One can indeed write a Bianchi
identity for the shifted current that transforms under eg by a commutator with the eg generators
T2, This Bianchi identity is satisfied up to a central element that is equal to the topological
term L,

1 O, O O, = O, 1
D S1(3)+XxK +3J0 S1(J) +xK +3J1J +35J $1(J)+xK +35 S5 (F)+xK J
+ [gS1(TY)|F 3 (X — 0% (M)I)IF B Mg @k | T*+ MIT'M [F P
+Nap TITGITP — 1p™ N2 opN1ys @Al TYJATBA M I T MT]|ATTP = LK, (5.50)

which implies that L, is rigid Eg invariant. The term L1 is manifestly invariant under rigid
Eg and can be determined such that the Euler-Lagrange equation for B is a projection of the
duality equation.

Let us now show that L,+L, transforms as a density under internal generalised di (edmor-
phisms. The non-covariant variation of L; gives

]
ApLs = 303" Nys @AITVIA%TO‘TBIMBE/\I/\WAITO‘IAuD
= O |ALTBA|T AL Jva + 11[Ival (5.51)

To vary L, we must first derive the transformation of the field strengths. To avoid a cumbersome
computation one first observes that the gauge transformation of G is mostly determined from the
gauge transformation of the field strength F by the Dorfman product (3.15) according to (3.30).
Therefore writing da|F Cas La o)|F Ciblus an explicit trivial parameter allows to determine the
gauge transformation of G, up to doubly constrained trivial parameters (A.5d)—(A.5f) that only
aledts G and the non-covariant piece of the B field gauge transformation (i.e. the second line

2Note that DX differs from DY} in Section 4, because X} is invariant under Lo and L—1, while X transforms
respectively into itself and Jk under these two generators.
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in (5.37)) that must be computed separately. But because the terms in the doubly constrained
parameters leave invariant Tr[LoG] in the pseudo-Lagrangian (see Appendix A.1), we do not
need to compute them. One computes in this way

SAIF 3= Lipg)lF 3+ %EL'dmchADELm@l/\Dq IN—10pN1ys BRI TY |ATBA|T O TO|ATDP|ALI(5.52)
3G = L(r,0)G + N1op BT *|ALDP|F |
+ IN1ap @AIT%AEDBdI/\D]ﬂAI — 3N10p BalT“|APd|ATBR| -
znlygalﬂlAmagTalAmmﬂT IAB) — |ATST® |/\DraJA|§IT |AOBIALS) |
+D p Ehap, B [TSATIPIACH A ATATH GIATALTIN + ... (5.53)

where the first line in 30G directly follows from the Dorfman product (3.15), the second and
third lines keep track on the trivial parameter with one constrained index in the transformation
of |F [ Ithe last line is computed directly and the ellipses stand for a trivial parameter with two
constrained indices.

With this we can now study the gauge transformation of the topological term (5.46). When
varying [dk|L;|F (3 Tr[LoG], one obtains that all the contributions cancel up to a total deriva-
tive, except for the one obtained by commuting [dk| with Liz0n dA|F Cand the last term
(involving the Hodge star) in the variation of 50G. To understand this cancellation, one notes
that [0k |L;|F (3 Tr[LoG] is invariant under all one-form gauge transformations up to a total in-
ternal derivative (A.14), and therefore, the trivial parameter components of the variations (5.52)
and (5.53) cancel up to a total derivative in the variation of [dk|L;|F [(F Tr[LoG]. Eventually
one obtains

A,\E—IZIEHLﬂF 4 2Tr[L0G]EI
= 2Ngp EaJAngll/I\ijlLlTﬁlF 3 2[0n |ADBW| L1 |F 3 2n10p AT |F mAlLoT%D
—2D [l O\ [ TalADBA|LoT *|ALF- B |ALBA|Lo|ALF- B|ALBA Lol ALT
= 2Bn|LaATBA|F 1.
~2(d 5 DIAD A OA[Tal ATBA|LoT “| AL (G| ALBA Lol ALS- B IATB Lol ALT
~2p @hl[Lo, Tall AT -1y TrllLo, TY]B] -
CI0W [T |ADBW [T T PJAS- ) [ADBA|T “|AT- BR[ATBA|T *|ALT, (5.54)

where the second line is a total derivative. We also have after some algebra

N IMTIL_1M|F 3 ™10 B, | T “|A mﬂAz|lvl‘1L_zlvlTB|Azéj (5.55)
= 2000 | To|ATBN M Ly MTO|F 20K [ATBN M IL_1 M|F 20\ |ADBN M L1 M|dALC]

+2EaJ,\|d/\m|zJ_AI|M‘1|_ 1MIAF 208 | To|ADBN M IL_  MT S|dAL]

+ EJ/\ITaI/\EIEJAITpT‘“IAlmAZIM‘lL 1MTPIA; 5 @AllTsTalAlﬂlﬂAlM‘lL—lMTalAzD

- taJAlTalADaAlAlmA+aAl+2aAz|M‘1L 1MTP|A 3 [, |AL TBA M TIL_ i MT Y |A,

+ [, [AOBN | Ta| AL BN M T Ly MT %Az 5+ [Gp [A DB, |A1 D8R M T L1 M|A; ]

+ [, [AOBN AL D8R M T L1 M|A; (5 2008 |A DB |Ar B +0a, +04, M L1 M|Az ]
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where we have written Tq = r]o(BTB for the eg generators and one should not forget that the
transport term in the Lie derivative of |Adoes contribute to the non-covariant variation of the
second term when two derivatives act on the parameter |ALJOne also computes

(| o 1 _
A 20F (X — 0% (M)Jo)|F 0= =200 |(L1 + Moy M)|AO8K|F ) (5.56)
and finally that

1 AB 1 i |
Ap 2DX + JoX +J-1Jk +n nJ,[{JB n (5.57)

n
= [OA|TolATBA M TS1(3) MT YA [GR|ATBA M 'S, (3) MIAD
+ AW AN M 1S, (I) MIAE 2N | To|F T8N M L_1 MT YA 2EW |F 08K M~ L_1M|ALC
—2[A\ADBN M TIL_ 1 M|F EFZEiﬂ/\|Ta|AEI])J,\|M_1L_1MT°‘%/\IZI
—ZDJA|AD]ﬂ,IiLI ML MA|A 2N [dA TR M IL_1M|AL]
—@AlTalAEmAlTsT‘“lAlmAzllvrlL 1MTP|A; (50, [TeT %A 0B8R |M L MTPIA LT
+E6J/\ITaI/\IZ|3J/\IA1EIIB/\+6A1+20A2IM_lL—lMT“IAzEEi?JAzIAlEIEJ/\IM_lL—lMT“IAzEI
— (A, |AOBW T | AL D8R M ™ L1 MT 4| Az (2 OR[A DB, | A1 T8 M ™ L_1 M|Az ]
— [, AIBW A1 TN M L1 M| A 2 O8N A TBA |AL T8\ +0a, +04, M L1 M|A; ]

Combining all terms one gets eventually
Ap(Ly + L) =0, (5.58)

such that L,+L is indeed invariant under internal di Ledmorphisms. Moreover, one checks that
in L1+L» is invariant under the >~ and 1-form gauge transformations defined in Appendix A.5.

The potential V was shown to be invariant under internal di ledmorphisms in [1], and the
two additional terms in Gy, are manifestly invariant under internal di Ledmorphisms up to a total
derivative. Therefore the pseudo-Lagrangian (5.44) consists of three pieces that are separately
invariant under internal di Ledmorphisms.

We shall see in the next section, that external diledmorphism invariance also requires to
introduce one additional duality equation in the theory. Just like the B field Euler-Lagrange
equation, obtained by varying the pseudo-Lagrangian with respect B, gives a projection of
the duality equation (5.35), the Euler-Lagrange equation for the constrained field | gives a
projection of the duality equation?’

IFuw 3= —p e TOM ™I O (5.59)
where

|F (3 |F 3 [@c|Ta|Cq M%|Cyy [ M | Ta| Cpy (M| Cyy (F 2[Mc | Cpy T FN—16p TrT *C ITPIC )
(5.60)

2""This equation follows from the duality equations in [47] upon branching to Ea.
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where we use the same notation as in (A.5a), (A.5b) and (A.5c) and the shifted internal current
[, | is defined in (5.47). These two-forms can be written in components

|Cq 0O, 3 cMN) | |Cp [0y (T m | - MM | ey - ¢*™™MNp | (5.61)

where CMN) js symmetric, CIMNI, antisymmetric in MN, and CIMNIl; and C*M:Ny are both
constrained on their index P. Note in particular that |C, 1T JCh [tepresents a unique field that
does not factorise, so [@c| CJOy C1 ]G, [+ dp CMN is a total derivative. As trivial parameters,
they are defined such that they drop out when |F Lik contracted with a constrained bra, as in the
equation of motion of | for example. One checks using (5.52) that this duality equation (5.59)
is indeed invariant under internal di Ledmorphisms provided one defines the (inhomogeneous)
transformation of the two-form potentials as?®
101 L1
Adc, 0, = 5 Ol ACTIA - |Ay CLGRIAL, (5.62)

10 |
Axlc, COqy,, [T | = > O INCTIA, 3 |Ay, CIOHALT LIk — 04l ,
ARlcs,, 0Ty = —p ey M ™Yo N8N | — Naop [BAIT | A A TR ALDB) | .

Note that the two-form indices can be placed on any C; since they are representing the same field
according to our notation (5.61). The first term in the non-covariant variation of |Cl+u\,IZIZC;F
does not follow from the Dorfman structure and does not appear in (A.30), but is defined to
compensate the non-covariant transformation of the shifted current [1, Eq. (4.30)]

1 []
AATOM ™IS 3= BR|T AL -1 g TPM oA F 0 2N agM TP 9 O
= N-10p BA[TUATPM ™ OAC] (5.63)

where we used that the second term vanishes according to the section constraint. Therefore
the field strength does not transform covariantly as in (3.30), but includes moreover the same
non-covariant variation as the internal current.

We shall see in the next subsection that we need to include (at least a projection of) this
duality equation in order to obtain a system of equations invariant under external diledmor-
phisms.

5.3 External di ledmorphisms invariance
Similarly as in [22], we define the external di Ledmorphisms as
%M =D ,M — D E"M,

3¢Quy = £° Dol + 2D(pE°Q’v)o — QDo ,
Se|lALE p e &V TOM LI, 3 p~ g MH0E O (5.64)

where

28Here the inhomogeneous transformation Qis defined in (A.29). It is the C-independent component of 6AC.
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Note that we do not use the full covariant derivative DM because > gauge invariance is not
manifest and we have gauge fixed the L_1 gauge symmetry by setting p = 0. Writing the duality
equation (5.59) as |Ey [F 0 with

|Ep = [Fw 3 p ey TEM IS T (5.66)

one finds that this transformation of the vector potential indeed corresponds to a covariant
di Ledmorphism modulo the duality equation (5.59), i.e.

8e| AL &Y |Fyu 3 p2GuwM 1 0EY [ €V |E (I (5.67)

This is the same argument that is used to define [22, Eq. (3.40)].
We will determine the transformation of the fields x, and B such that the twisted self-
duality equation (5.35)

Eu=Ju—p "M I(B1(J,) + XuK)'M (5.68)

transforms into itself and other equations of motion under external generalised di Ledmorphisms.

We will show below that these transformations can be defined such that

1 ] ] ]
8¢y = &'DyEp + DuE’Ey +& —M 7L, )M +p st MTIST ML, oM M,

(5.69)

so that we find that external di Ledmorphism invariance requires to consider
Nap [0 [TP|EW (F 0 (5.70)

as an equation of motion. This equation is more constraining than the Euler-Lagrange equation
8K |Ew CF 0.

One may be used to the property that exceptional field theories can usually be defined
without being forced to introduce the duality equations for the non-propagating higher form
fields, as is the case e.g. in [20-22]. For Eg one may expect that the Euler-Lagrange equation
for the coset scalar fields would imply an equation of the form

2
Nap Bk | TP|Ew (3 N1 ap THTPEW] =0 (5.71)

for a E,y involving the two-form field strength Gy, such that this equation would not depend
explicitly in the two-form potential C. However, the scalar fields Euler-Lagrange equations only
give a projection of the S; shift of such an equation to eg [ Kleg), which does not imply that it
holds.

To compute the variation of (5.68) under external di Ledmorphisms, it will be convenient to
define the non-covariant component of an external di [edmorphism as

6{ = LE + AE (5.72)
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such that

and similarly for any vector field. Using this definition, one computes that
Ngd, = aVn_lcclmmya@A|TV|A[EDEA|T“T"’|Av]E(IB + M_EBTM) (5.74)
- EV DO('Euv [+ Nap Iﬁbl(TB + M_lTBTM)“Euv [re— EV‘Q‘GD mjg;lcr“Epv (K
— P (B’ Mo D —:g—lsw (@& [TaTPM ™I [T @ + MEIT“TM)
- p—2 m@uv'“/l_l'azv K+ DvDuEV - 2DuDvEV + gupgvoDv Dg&P K
= P Napl BI(TPM ™ + MTTPT) 98" M — p~?G, [GE" [[To, TPIM ™ Ip M7,
where [d]] in the last line indicates that this term is a total internal derivative and
|Epw 5 |Fuy 3 p ey TM Y35 O (5.75)

is the component of equation (5.59) that does not include the two-form gauge fields. The first
term [Jq|Epy CF [Og|Eu Lbut to get the two-form dependence in the second term, we need

to define A¢B and AgX to depend explicitly on the two-forms. One computes that (5.69) is
satisfied if one defines the variations

AgBy = N1pE” [Da|T “|AL TP |A T84
~ PGup™ 8" e @A|T“|A[0EDB|Av]B (O | Ap A 3+ A EIIAV]EmJAl
+p leyy ZEV 1|0 1Bk | + ~vc’M‘l |azpuraﬁpo| + |agpolmz°|EI
oMt 08 ] + 38|+ M08 |
1 1

+ aulva‘lT“*laE“mlgl +TOM ™I OB’ +&"8c,, By,

DexXp = —E Nop Bl TOALIBAM L1 MTPIA, 3 [@a|Af, TBA|M L1 M|A,; ]
+ [Oa|Ay TBA M L1 M|A;; O

— &'Gpe™ %Ias (O[T *|Ap TBa|LoT BlA, [ | Ay T8a [ Lol Ay G (G| Arg T8a | Lol Ay

~ e’ @0 [Eoy (3 peyp™? (DyDot” — 2DoDug") + peynT°PDoDp?”

+p G @(LIM ™+ MTIL)]08Y 3 @RV |[Ly, TUIM Y3 O

+ 3V |(LoTOM ™t + TOM L) |J 4 [F p? IB_'E"lM_lSlTO‘TlJaEID
+ p‘lappsgta@ovl(LoM‘l + ML —MhH)eg’ O
+p ey [0k +0mI(M ™ Lo + LoM™H)[0E" [+ @EVIMSLOIJOEF [’ [T M ™I O

+ [BEY|(Ly + ML M) TOM Y3 O+ &8¢, Xp (5.76)
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where &Yéc,, is the one-form gauge transformation of parameter Cs, where o is the index of
the vector parameter whereas v is contracted with &V, i.e.?®

\Y 1 a L] B B -
§"0cqB = —5leNop T |Cp LT | TP |Cyy Uk | + [de [T [Cy i | (5.77)
I:-Il- l,gr]o(BTr[To‘Cz“L]TB|Cl+ 0+ — lgle I]I:I]ib+|02+ + lglﬂb+|Cl+ IZCIZ+
+p (1} Nop T %|Cpy (M| TP|Cy [+ 2|Cyy M|y L1 | — p CBN—10p TrT “C; T PIC" (B
€3¢, X = —leNag %|T°‘|C[1D]ib|M‘1L_1MTB|C2] [+ 21 mlc|C[1D]ib||\/|:_TL—1|\/||02] L]
—p [} N M| T|Cpy (8 |LoT P|Cy (3 20 |Cpy T8 | Lo| C ]
—Ne1aple TAT9C, 1@+ |M L MTP|C] [F p [lN—1 o THT “C; ]k +|LoTP|Cy [
Because we consider |E,, [F 0 as an equation of motion, invariance of the system also requires

to compute its own transformation under external diledmorphisms. On computes that |E, []
varies into

8¢ |Epw CF —p e GoaeE,M 1080 [ (5.78)

with the definitions

1] ] ] 1
8¢l = — @M p Gu0e Jvo + p 2 Xu + TIIM ILoMB] + B, — Tr[B,] + 0% (M)Jq

1

—  nEMOA|T |ALTIR| + EHBR|(L-1 + M™'LiM)|A, O8] (5.79)
n
and
101 1

A¢|CTIQ,, F 5 Be | Ay LA, 3 |A, L8l A, T, (5.80)

101 L]
A |Cpy LGy, [T | = 5 g | A D:%,]D' |Ap LAl A O DEISEA —0al,
Ailcﬁlv [1TCy = p_leuv M™! |0aCEAAG OB, | — p_lgpoecw'azp L1 B)

[

The duality equations (5.35) and (5.59) therefore transform into themselves under external
di Ledmorphisms. The minimal set of duality equations transforming into each others under
external di Ledmorphisms is

Ena =0, Nap B TPIEW FO. (5.81)

One may be worried that the external di Ledmorphisms variations of the ancillary fields B and
X depend on the two-form potentials while the pseudo-Lagrangian does not. The resolution is
that the pseudo-Lagrangian is only invariant under external di Ledmorphisms up to bilinear terms
in the duality equations, including equation (5.59) that depends on the two-form potentials. To
see this we observe that varying B and x only in the pseudo-Lagrangian one obtains that the

dependence in the two-form potentials can be absorbed into field strengths terms, i.e. that
1 1
Tr[Ed,cB] + Epdi,cX + k| Si(E) —EoLy— EoM™IL_yM — Ep g |F (5.82)

Zwhere tgdx* = &M,
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does not depend on the two-form potential and so we expect the non-covariant variation of the

pseudo-Lagrangian to give
1
NglL = —%Iﬂ\EEh S1(E) —EoLs —EoM™L_;M — Ep[k¢|E[F dBg — [d]B¢ [ (5.83)

for some specific boundary terms B and |Bg L1We stress here that it is enough for the pseudo-
Lagrangian to be invariant under a symmetry up to terms quadratic in the duality equations for
its Euler-Lagrange equations to transform into themselves and the duality equations under that
symmetry. On the contrary, it would not be su Lcieht for the pseudo-Lagrangian to be invariant
up to terms linear in the duality equations. A symmetry of the equations of motion only require
that they transform into themselves under the symmetry variations. If the Euler-Lagrange
equations of a pseudo-Lagrangian transform under the symmetry into duality equations, then one
finds that the pseudo-Lagrangian is only invariant under that symmetry up to terms quadratic
in the duality equations. This is discussed in detail in Appendix E.

As a consistency check, one can verify that the relation between the quadratic terms in
the duality equation in (5.83) are consistently related to the terms proportional to the duality
equations in the external diledmorphism variation of the B fields according to the general
discussion of Appendix E. This can easily be verified, because the equation of motion Eg = 0 of
the constrained field B is simply the projection of (5.68) upon tracing with 8B, so its variation
under external di [edmorphisms follows directly from (5.69) as °

Tr[8Bd:Eg] = — 3 Tr[6B&:E] (5.84)
= —1Tr[BBL:E] — 1 Tr[T %8Bz [J|E 3 3TrIM 1S T*'M3BIp ™t [} [Ag|E [
— 10 9B 1 |E 3 S Tr[0B]i; %ﬁ & 3TrIM™L_ MoB]p ™" [} @l F EII:I
L] ]
+ 3Nep TIM T TPIMEB] Gl ch p~' CB1(T*) — 8§ (Li+MTIL_1M) =T EC)

where the two first lines are proportional to Euler-Lagrange equations whereas the last line is
proportional to the duality equation (5.59). Assuming (5.83) we can vary the right-hand side
with respect to B to obtain

3A¢L = 1[0l dpB 1 |E [+ %Tr[éB]nEanE%Er S Tr{LodB]ig (B} 4F O I:|(5.85)
L] ]
+ g TIM I TFTMEBI @l ch p7 CB1(TY) = 8§ (Ly + ML M) =T g|ED)

where again the first line is proportional to Euler-Lagrange equations whereas the second
matches precisely the term above in Tr[6Bd:Eg] proportional to the duality equation (5.59),
consistently with (E.5) in Appendix E.

We have not fully derived the invariance of the pseudo-Lagrangian up to quadratic terms in
the duality equations. We shall only check that external di Ledmorphism invariance fixes all free
coe Lciehts in the pseudo-Lagrangian.

We check this in steps. Let us start with external di ledmorphisms that do not depend on
the internal coordinates and with |[ALF= 0 for simplicity. We denote the corresponding transfor-
mation by ég”. To check the invariance of the pseudo-Lagrangian under such diLedmorphisms,

30We vary 8B at dX= 0, not 8X = 0.
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we only need to consider the terms involving Jyk and X in Ly + Ly, as well as the third term
in (5.44). The terms linear in the field Tr[B,] transform together covariantly by construction
since they are proportional to the duality equation (5.42). The term that remains is Dx + %Jox
in L,. One computes that

37 (L + Lp) = 30, (B (L1 + Lo)) + p e’ (9 — [BHA, DTe™ Trp0y 05EP) - (5.86)

To compute the variation of the third term we found useful to use

%s”"s"pg«}‘au@cxa\;gpx = Oy %lnglgﬂlaV’gll D (5.87)
and vary instead
5G1 = £10uG11 + Gu1 (918" — 908®) + 20010, €°
0T = 519, T2+ 0061+ 22 0050 — 0181y + D00ye0 (5.88)

from which one computes that
' gt

1 ] X 1
=—0u011 =&0y =—0uFu1 +&0,8"
011 O0n1

"

015 ~ . vVox P
c].Zavgll — €7 0op0p0vé
1 1 2 1 1
+ 0y 11008 + Q‘oo+gz 0:8° , (5.89)

)
O

where the total derivative in the second line will drop out in the variation of the pseudo-
Lagrangian. Using this formula one obtains

Ll o e o T ~
6§0) ZpswscpgKAauchavgp)\ =0y Eazpswscpgmaugm(avgp)\ _pswau(sc)\g)\pavaoep)-

(5.90)

Thus, the pseudo-Lagrangian is invariant under purely external di ledmorphisms, i.e. at |[A[F 0
for EH(X).
Now if we take the second order derivative terms in the unimodular metric and the vector
field €*(x,y), we obtain from L; + L,
(I 1
Sg(Ly+L2)=-- +p " [B|M*0E° [ DyGys — [0h,0|M~H|0E° D, G
= @I‘lM‘Haa" TDGe 0 P (@G,0|M " |08° (G -

+p~t [@Yye|M™IDy|0E° [ — 1 [ah,, IM |08 Mo (5.91)

which cancels the non-covariant variation of %m@MM—lwgw L]
The variation of the potential gives the terms

] ]
NV = —3p tORH| T9, +3,TC M_ll.JaEID
+ 2p7HOEM| TOS1(3) +S1(I T MTHITH ... (5.92)
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which are compensated by the terms

] ]
Dely = Fp7HARY| T9S(J,) + M8, (3) ' MTE MTHJ, ... (5.93)
Nely = —3p MM TOJ, +J,T* M3, .

+ o7l @H| S1(3,) — MTISi(3)M TOMTL I ..

in the variation of L; and Ly, fixing in this way their relative coe [ciehts in Lmijn.

We conclude therefore that the invariance of the pseudo-Lagrangian (5.44) under external
di Ledmorphisms, up to total derivatives and terms quadratic in the duality equations, fixes the
relative coe Lciehts of all the terms in (5.44). In this section we have proved that the duality
equations (5.35) and (5.59) transforms into each others under external di ledmorphisms, and
verified several consistency checks for the invariance of the Euler-Lagrange equations. The
complete invariance under external di Ledmorphisms will be confirmed in the next section, by
showing that upon partially solving the section constrained one obtains the Eg exceptional field
theory [22]. Because the latter is invariant under three-dimensional external di Ledmorphisms,
we conclude that the Eg exceptional field theory pseudo-Lagrangian (5.44) must indeed satisfy
(5.83).

5.4 Embedding of Eg exceptional field theory

The most convenient way to prove that the Eg exceptional field theory does describe supergravity
solution is to show that it reproduces Eg exceptional field theory upon choosing the partial
section solution

[@) = M9y + T1'04) , (5.94)

where 0a is the internal Eg derivative that still satisfies itself the Eg exceptional field theory
section condition [11,22]

da [0d +0g [AA + FaeCFPERaAc [03 =0. (5.95)
In (5.94) and below we use ¢ to denote the circle coordinate in the Kaluza—Klein ansatz, which
is an internal coordinate (5.94) in Eg exceptional field theory and an external S coordinate
in Eg exceptional field theory with three-dimensional external space-time involving a local St
fibration, see (2.12).
Semi-flat current and Kaluza—Klein ansatz
We use the Eg parabolic gauge

V = (p e oKV ) U (5.96)

with V [Esand U = k;’zl exp(YkAT_Ak) the negative mode component in Eg. Then one defines
the semi-flat current [47]

U Ju=3, UJu=3, x=%X—-0%U)Jg=%X+0s U 1Iq,. (5.97)

69



This gives rise to well-defined finite expressions, because the action of U~! on a constrained bra
is finite
[@U ™ = @@y —N*BY1a08 + T{94) . (5.98)

The duality equation (5.16) then reduces to

— a1 L ie Ty -
J=p M 15, 3)'M, + (5.99)

where we define M, = e 29p2LloM [CR4 x R4 x Eg, the mode 0 component of M (i.e.
commuting with Lg), not to be confused with M that denotes the Eg matrix (written Mag in
the adjoint representation of Eg). Since

U-M1dM-Ut=M1dM, +dU - U™+ M;I(dU - U )M, (5.100)
we have similarly

JoT% = M;(d — @, JADM, + (d — @ ]ADU - U™ + M;Y((d — BU]ADU - U™H M,
— Nap @a|U I TPUIADT @ + M ITOM,) — n_iop TATPUBU YT . (5.101)

The semi-flat current components are then finite by construction and we have in particular the
components along Ly and K

Jo = —2p~}(dp — @ + dp|AlR) = —2p"1Dp),
Jk = —2(do — [@o] A+ 200U LU |ATF §V° (yGuo — [@Buc|Ay DtixH

Because the pseudo-Lagrangian involves infinitely many dual fields, we will need to eliminate
them in order to reproduce the Eg exceptional field theory Lagrangian. For this we shall add
terms to the pseudo-Lagrangian quadratic in the duality equations, which by construction do not
modify the equations of motion since their variation vanishes upon using the duality equation.
The duality equation along the loop algebra generators from (5.16) are

J"=p"TIHB, OO0, (5.103)

where we introduced the Eg matrix HE o = nBCMca that defines the conjugation HAgTE =
M~(T&™ and

J"=pMHBAT L. (5.104)

We also need the explicit form of the ancillary and constrained field B in the Eg solu-
tion (5.94) of the Eg section constraint. As a constrained derivative decomposes as (5.94), one
can write the general ansatz for B

B = |b0] + |ba 0T, (5.105)
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with |ba C¢onstrained on its A index according to the Eg section constraint (5.95). Writing out
the various ways in which B occurs in the pseudo-Lagrangian, this gives the components

Tr[B] = MbF MOJT{ ba == bk
Tr[LoB] = MTAbalZ= CAA
TrlL_kB]=0 [KkKE=1
TrTA_B]=0 [kK=1
Nag Tr[TE,B] = Mba[Z= —Ba
Nae TITEB] = fag S T bc = fas“CBc
Nae THTEB] = nag MITE b3 nag MITE T |bc (3= BT K= 1 (5.106)
where Ba and CB4 are constrained on their A indices while bx and B;l_" are arbitrary. We
shall see that Ba is the vector field in the Kaluza—Klein ansatz of the contrained field in three

dimensions, while CB A is the component of a two-form potential in three dimensions. For the
vector field |ACve use the similar ansatz

] _ ]
IALE Wy +nasARTE +nacnenClBTETE +.. 00) (5.107)

where w,, is the Kaluza—Klein vector of the three-dimensional external metric (2.12). The vector
Aﬁ in (5.107) is the Kaluza-Klein component of the three-dimensional vector (in the adjoint of
Eg), and CAB| valued in 3875 11248 with

OTATRIAL: 2CAB) + fgBFAELCED (5.108)

comes from the two-forms in three dimensions [22].°? To describe the Kaluza-Klein ansatz for
the vectors we note from [1] that Y/* = A% , while the constrained field

—1 a I\ -1 |:~I —1 - o —INr T
X =p "X +wi(U )| =p "0 Xo +p Bopa + 07U )Ly . (5.109)
The Kaluza-Klein ansatz is defined such that the three-dimensional vector fields take the form

APA = Ag(dd +w) + AfdxH BX = Boa(dp + w) + B adx* + pgce® daw, dxH .
(5.110)
The additional term in the Kaluza-Klein Ansatz of the constrained vector B is consistent with

the Eg section constraint, and can be ascribed to the non-covariant transformation of the field
under external di ledmorphisms [22]. The three-dimensional covariant derivatives

D* = dx"D, + d$D¢y = d® — s(DAaDA’BZD) , (5.111)
of the metric components are defined in form notations as
D¥®g = d®g — AzDAa og—0 A3DA D¥®p = d®p — 9 A3DA
= A A : p=d”p—0a(A™"p),
aDguV - dSD‘g‘uv - ASDAaAguV y DSDWIJ - daDWu - ASDAaAWIJ y (5112)
31The antisymmetric 248 component CABl = —%fABEfCDECC;D was not considered in [22] because it could

be absorbed in a redefinition of constrained two-form CBa in the Eg theory.
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and the Eg covariant derivative decomposes as
Dy = Dy —w,Dg (5.113)
on g, g and wy, whereas there is an additional term for p
Dup = Dup —wuDgyp — pDepw,, . (5.114)

Since the field B appears in the pseudo-Lagrangian through Tr[T®UBU 1], we shall also
introduce the shorthand notation r]ABTr[TEU BU™! = B;l_k for the loop components with
k = 1. For example, B;Z expands as

Ba2 = B2+ fag"fecPASCCp + napAGbk — 3TasFfecPASASBp — fas© Y2 Be . (5.115)
We also have for the (mode 0) Eg component
Nas TIATEUBU ™ = fag®CBc = fag“(CBc — ASBc) . (5.116)
The duality equations (5.103) for n = 2 give
BA"=J " —p"IHEBA IR, (5.117)
and since the fields B~;” are arbitrary, one can integrate them out in the pseudo-Lagrangian by
setting them to this value.
Expansion of the pseudo-Lagrangian

We are now ready to analyse the pseudo-Lagrangian (5.44). We will first show that L; + L,
can be written as a finite set of terms plus an infinite sum of terms quadratic in the duality
equations (5.103). For this purpose one computes that L, decomposes as
1

-1 il - ] _ L
Ly = pTg‘“V Tr ByM; ! S;(J,) + )”(\,KLT—JMO — g TrTOBLITIIM; ' TF'M,B,]  (5.118)
0 L1, ~ - ) i O B P -
= SMAEGY =3 aBue +0p 2 A fecPCin +  p A By + 0 (R + Cladbuk

n=2
o 3 ~ T
- ZMAB'g““V BuaBug +p *facCipfee Cir +  p*"Bua"Bug"
n=2
P11 - [HEN - |
p . - _ _ _ _ _ _
= _ZMABQHV p 2n JuAn_pzn 1HCA(|IDIJ?: ! ‘JVBn_pzn lHDB(mVE) !

n=2
_1 _ ~
+ pT'g‘HV (Xu — (LD k) (byk — p(LDvo)

p~t o ~ o L _ ~ o
- TMABQW Juar = PHCA(DDE  Jvg' — pHPE(LDVD

~ la ~ 1 ~ ~
- %nAng I%ACJMOC + MAC BuC n D‘JV% +M BDBVD + pg”VJquvo

1.Mv,AB ny —1—-n lepv 77 7 lepwv 77 o
+ zsu n Juadvg - jﬁu JukJv—1 — jﬁu JuoXv

n=0
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where we have used in particular that
V(DL (D = -3 3.8 3h . 1°®BuaBus =0. (5.119)

For the topological term L,, we note in the first place that a rigid Eg transformation g (not
to be confused with the metric g,y) in the centrally extended loop group Eg, i.e. with p(g) =1,
gives

DX - DX+ 0% (g")(DJ)q . (5.120)

One computes that

Vi a AB ‘P——":!Y"n—l 117
Dx = dX — @A) — 0%, (U)(DJI)a +1 nJx"I5~t — TruBU 13k

n=1
+ [AA|UTITAUIADL? + @ UMY TR MLUIALR (5.121)
where we used
da%;(U) = RU™H%3wP,(dU - U™, P (exp(X)) = 8wP,(X) +O(X?), (5.122)

and the property that [@x|U~1TA, =0 for n = 2 in the Eg partial section solution.
The first line of (5.121) gives together with the other terms of L,

—20¢ (U)(DJ) +2 AB 1::!1~n—1_ 117
21 a+2n nJ, Jg 2Tr[luBU "]k

+JoX +J-1d + 1% nIRIGT" + 2[pF (X — 02 (M) Ja)|F O

n

— 20k |(Ly + M1 M)|F [3- 2Tr[LoG] + p N1 ap AT Y |ATIBR M L, MTPF|AC]

EYWvi 17 AB El—l— -1
= Jo — THBLIk — "B JRJg1" + 2p[RIF [ 2Tr[LeUGU ]

n=0
— 20U Ly + M Lo M)UIF O (5.123)
+ 07 2N1 op [ |U I T U |ATTE U 7ML, M, TRU AT (5.124)

where we used the rigid Eg-invariance of L,. Note that the last line and the second term of the
next-to-last vanish when using the partial solution to the section constraint (5.94) associated to
Es. We therefore have in total

o~ -1 A 17g_1 T _1,AB (P:_"rfl—l—n -1
Lo =dX — [@(U AR + 5J0X — 5 Tr[B]Ik — 3N Jadg + pIX|F L+ Tr[LoUGU 7]
n=0

— B UL U|F 3 Ba|UTITAUIALL? + WU TIM YT MUIALR . (5.125)
Combining this with L, from (5.118), we have
- - | - -
Li+lo=Z— %nAB@‘W TCTL + MACBLC EPTS + MEPBLo + 308 Tucdio
+ pIXIF [F TrlLoUGU ™Y + @y UL U|F (3 [@a|UTA VA2
+ [AaUIMYTH MUIALR | (5.126)
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where

) N e ~  [g N |
Z = _%MAB p—2n J;I’l _ p2n—1HCA I:]]?:—l EUEI’I _ p2n—1H DB B—l
n=2
1.—1r5 = oy o Ly ~ -1 L]
+5p (X —p L) Cbx —p L) +dX — [d] U AN+ U "L UIF ]
-1 J ~ 1] ~ [
— pTMAB I L —pHCA LI} 05t —pHP CIY (5.127)

does not contribute to the equations of motion, as it is composed out of bilinear terms in the
components of the duality equations (5.103) and total derivatives.
The before to last term in the pseudo-Lagrangian (5.44) becomes

-1 _ _ -1 _ _ 1 _ _
® @5 M0G0 (3 £ e Dy Dyl + 7067 MAPOATH 05 G (5.128)

We recall from [1] that the Eg potential decomposes as

1 3
-V = —eV®— ZpeZC’MABaAg“VaBg’W + %MABQ’”"OAWuagw\,
1 _ A -
— 4P 1ezanBJ$Jg —2p e?°Dyp0Dy0
L] L]
— 1p7%% Xy — AhBoa + 0aYS + LFagCARICAR 7 (5.129)

where the derivative of the three-dimensional metric in the first line does not appear in the Eg
potential ,*? but is part of the Eg potential in [22], so must be subtracted. We also recall that

Xl = DKo + p 'BpaTt) . (5.130)

To analyse the pseudo-Lagrangian we recombine the various terms coming from the five compo-
nents of (5.44) into the new five components

Linin = Z + L2 + L2, + LY + LY —eV®, (5.131)
with
~ _ 1 N
Liin = —SHAB@N %LCJH?: +MACByc mﬂ%DJv% +MPBPB,p — iy e nasipie
3
+ @aU ML TAY MLUIALR + %MAB'g“WaAwpanV , (5.132a)

3 3DA

I—SEDH = Epguvjqu:)O - 2p_1e2°D¢oD¢o - %p __ggucg\}pfuvfop - pgwaAWqu)v

+ %pe”“e"p@““Dp@oxDv@pA + pT_lez" DyG" DTy (5.132b)
Les = pDi%: 3 Tr{LoUGU ']+ Ay |U LU |F & %Alu‘lelwAEﬁ;?

— PXo — ApBoa + OAYS + 1TasCARICAG T + pg oawuFen (5.132¢)
Lk = _%3620 PXo — ApBoa + 0aYS + 3FagCAROCAG

+ pXo — ApBoa + OaYS + LEagCARACAE For + 1% —gghogPfufop.  (5.132d)

32Note that [1, Eq. (5.34)] is written in the conformal gauge ds2, = €%°nuydx*dx¥ + p2d¢? and the internal
derivatives of guv and wy do not appear in the Eg potential as defined in [1].
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Here, we have added by hand the last lines in LY, and L, and subtracted the same terms from
the first line in LY,. We have also introduced the Kaluza-Klein field strength

f = dw — A®9aw — Wdew = [O]F [3F= dx"Dyw — wDgW . (5.133)
Let us start with L} . One checks that the combination
1A°JuE + MABuc = if — pBee® (M4 + MAB)opw,
= JPA = Wi — pGuce® ("8 + MAB)ogw, . (5.134)
where
JPA = jp(do +w) + jrdxH (5.135)
is the covariant Eg current [22]. One computes moreover that

AU M TR MU IAGE p?MABagwW (5.136)

so that (5.132a) gives indeed the scalar field kinetic term of the Eg exceptional field theory

|_3k[i’n: BnA gUV(JzDA Wqu))(JgDB_ijq?)_ ~p 1e20n BJ¢J¢ (5.137)

For the Einstein—Hilbert term we first use that

[Dg, Dulwy = —F@foawy — Dew,Dewy |, (5.138)
and then compute that>?
Iill 1
L& = p —70"7°°F Do DyTon + g“Pg °**DyGox DvFon (5.139)
+ g+ Dup(2Dyo — @ pDogvp) + pguV[Dq), Dywy + pgH" DewpDewy
v___ —1,20
—2p1e?°DyoDy0 — 1p°  —ggHog P Fop + D¢d"’ D0y

= D¢(p§]’”\’ Duwy) — Du(pgw Dewy)
:I1~ V xOP KA =~ =~ 1. A0 KA ~ ~ I:Il 3\/— OV
+p —Zg“ §°Pg"“* Dok Dvlpa + 59”"9 §“*DplokDvOon  — z0°  —09"°g"P Ty fop

—1a,20

~”V(D¢WH(DV —wyDg)p — Duwy Dgp) — 2p e?°DyoDyo + D3 DGy
5

1 O
= QSDﬂ_D pgPgH DoGov — DvOop

33We used here the following formula for the Einstein—Hilbert term in D dimensions
1
=g V=g - 19"9°P9"* DugokDvgor + 394°0"P9"*DugpDyudon + 59" 9P Dyugop Dy gin
1

o .V K I——Vd_ (e} VD
— 30"9"°¢"*DugiaDugop + Du —g9°Pg"’ DoGpv — Dulop

with Doy = o0y — AéaAguv - %QHVGAAQ
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where on all individual terms the Eg covariant derivative Dy, gives D, —w, Dy, except when it
acts as a total covariant derivative, in which case it is a true total derivative.3*

The identification of the Chern-Simons term requires more work and we shall first simplify
some of the expressions appearing in (5.132c). Using (5.98) and [Q]L; = 0 one gets

@UTLU = @TU0A = (TS + fac Y LTS + 25404
[@UTAU = n B mog , (5.140)
so that

[0y U L UF 3 @a|U T TAUIALTL? = 20aYSF + fac0aAR T |F 3 n*Boawdg? .
(5.141)
One computes maoreover
OTA|F = dAA — %ABBBAA - %fECDfEBAGCADAB - %GBABAA
: .~ . .
Y 0¢AA + ch(A,B) + %fCEAfBEDaBCc,D +aBW(C(A,B) + %fCEBfAEDCc,D) ’
1
T]/_\BTI’[TE’]_G] = —dBa + ABBB Ba + BBAB Ba — BBBAAB + EfCDBACBABBAD
. ~ .
+Ww aq)B/_\ - %fCDBBAaBCC’D + (bK - CBB)GAW + aBWCBA + %fCDBCC’DaAaBW ,
1
Tr[LoG] = dCAa — OA(ACBR) — 9p(WCAA) — 0pABa — EfBCAABaq,aAAC

+N"BBL%0sW + JWfcp”040aCE P + 2040aWfcp CEP (5.142)

where we recognise the components of the three-dimensional field strengths [22]

1 1 1
F3DA — dAzDA _ E/A\soBaB,AzoA _ E.l: ECDfEBAaCAsoDAzoB _ EaBAzDBAzDA ’
1
GR = dBY — A®P0BY — 9gA™CBR + BOaAA™" — Sfcp®AC0a08A™" . (5.143)
In particular, we have
[

1. .
MU TAUIF = FA —wdg CAB) + L AFBELCCP
1. , |
+0gw CAB) + ALAR) + IfceBFAEL(CCP + ADAB) - (5.144)

where FA is the Kaluza-Klein component of the three-dimensional field strength
FoA =n"BJ gl(d +w) + FA . (5.145)
We also need the expression

nABaawdg? (5.146)
AB -2 AB —2 A Ll B B L] ApB
=10 aAWJB —nN aAWBB + A¢ (bx — CFg)oaw +0gWC"p + A¢A¢ BadgWwW

34 For total derivatives Dy (pX*) = 9 (pXH) — 0 (WupXH) — da(ARPXH) using (5.114).
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where the bare current expands as

nABig 2 = T wdy — ABdg — 205 AB — 20,w '%IZA — fee FPER (Y 0sAP + AG Y, 0pW)
+ 3fac A (d —wdy — APOp)AG — 3T Cpfer fecPAGAG 0 AT
— facAG0pA° — T Ccfor AP AGAG AG dBW
— fac”04CPC — 2fcp*AG0sC PP — FFOpfer AMfec® AGosCPF
— MOTBT s |ALF FABCY S opwW . (5.147)

The last term with the degree 3 fields simplify to a total derivative when contracted with daw
as

BT A L BT A L]
— AWM TR T 0 |ALE —0g AW TETAIAL (5.148)

using that the Lo degree 3 component of the basic representation does not contain a generic
symmetric representation.

We can now recombine all these terms in (5.132c). We first observe that the dependence in
B2 and bk cancels between —Tr[LoUGU 1] and [@a|U~1TA U|ALT, 2. With more work one
obtains that the dependence in the three-dimensional two-form components also combine to a
total derivative. We compute (where A®A, F®*A and BX are the forms in two dimensions)

Les (5.149)
— (B A+ fBCAaAAB)FaDC +9 ASDABSD + ;fBCAAaDBa aAAaDC
¢ ] ¢ ¢ AT2 ¢

+A} dBX —A*PogBR I—:?BNDB BR + BEOAA™E — %fCDBAI\;TaAGBA“’D
— %fFG(EIf:CllFAfD)GBaA IAGAG AGWosW + WAS g (Ag AF)

1 ] . O . O
+5fco™ —0n WAGORIAGA® +0(a AgAGde)(WAP) + 08 AgdaAGWAP

1

] ~ | A
—dCAa + 0A(ACBR) + 0p(WCAp) — 20 WFcp”0eCP — 104 dawfcpCSP
(| _ N
- %I%LGDfCF[AfEGB] + 2fCD[A55] N 2WA$aBC(D’E) + WaBAq(;C(D’E)
1 (A I:IB) C.D L] _ A _ aAA _
+5fcp0A Ag’0s(WCT)  + (2—1)0AY; (dw — AT0AW — WOpW) -
]
+0aw  d—wdy —APdg —205A° — 204w Y — Fee FBER (Y0 AP + A Y,Cosw)
] ]
= BpaF ™" + BRY dAj — 0pA™" + AJOgA™A — APBog Ap
_ %fBCA dAaDBaAAg _ dAgaAAaDC + 6¢A3DBaAA3DC -
_ %fCDA(AqI?AsDCaAa A3DD _ AsDBAq(;aAaBAzoD + AsDBAsoCa aBAq[))
— 3P Ccfep oe® AGOaATPIgA™E — 2ATCOAARIBATE +0a(...) +d(.. ),
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where we have used repeatedly the section constrained and identity [22, Eq. (A.1)] to get for
example

1
5T Ccfrpfae®AC9aAg 08 A"

1 1
- —%fFGch DAfGEB Aga/_\ADaBAE - 2Aca/_\AqE>)aBAE -
+1fcp™(AGACOAIB AP + 2AB A0 AP + ABACOAIE AR
+3ifcpoa AC0s(AGAP)) —9g ACARAP) (5.150)
and to cancel the terms symmetric the derivatives indices involving C(®:E). We recognise there-

fore LX as the Chern-Simons term obtained in [22] up to total derivative terms.®
Finally, we compute for the Kaluza—Klein term (5.132d) that

3 05 L _ (o]
Lisc = —3p3e*" pXp — ApBoa + 0aYS + 3FagCAJOCAG — pPe *fp © . (5.151)

This last term does not appear in [22], but one can integrate out the auxiliary field X4 to
eliminate it. By construction this term is quadratic in the contraction with [Q] of the duality
equation (5.59)

U|Fw CF —p ey TOMTU 35 O (5.152)
We have therefore identified
L =1L + L2 + L2 —eV® (5.153)

as the Eg exceptional field theory Lagrangian of [22] up to total derivative terms. The Eg excep-
tional field theory pseudo-Lagrangian (5.44) on the partial section (5.94) decomposes according
to (5.131) as the Eg exceptional field theory Lagrangian plus an infinite sum of terms quadratic
in the components of the duality equations (5.35) and (5.59).

Additional duality equations

The Eg decomposition of the duality equation (5.35) does not only give the Eg Euler-Lagrange
equations, but also an infinite set of duality equations. The duality equations (5.103) for n = 2
determine the auxiliary fields Bx", and do not give any non-trivial new equation. The n =1
component of (5.103) gives however the non-trivial equation

L] ) 1
FON = pGu0e® N8 13% — B — Wy (igs — Bos) (5.154)

with
- -
Fig' = Fit — 0 2CNB) + FeeBELCTP + ARAR) + Jfce FRIEL AT AR
]
=+ fABC C?ﬁ - %WufEFCAgaBAg

= Fﬁ%A +0p Zcﬁ%(A;B) + fCEAfBEDCsﬁbC;D + fABCCstCB . (5.155)

%5 And up to a sign misprint in the third term in [22].
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One recognises therefore a component of the three-dimensional duality equation
F*°A +nA% I35 —BE) =0. (5.156)
This equation is consistent with the three-dimensional equation Euler—Lagrange equation
1 (I
3Ba FPA+0"B [j2 =0. (5.157)

since the last term in Bg vanishes using the section constraint.

Note that in the equivalent equation in the Virasoro-extended formulation (4.23), the com-
ponent J;l of the current J includes an additional term in nag Tr[TB,B@] with respect to J;l
in (5.34). The component of B® can be used to eliminate the term in B® in (5.156). This term
can also be reabsorbed in a redefinition of Cﬁfq,CB in the minimal formulation of the theory, but
only if one breaks explicitly the covariance of the Ansatz to e.g. GL(1) x E7. So we may define
instead of (5.156), the three-dimensional duality equation

FA +nA% LJjg =0. (5.158)

Similarly, one can compute the component of the duality equation (5.59) coming from
MTAUIEDE O to get

Fiat + 2wy Fue = —p e 1B (jos — Bos) (5.159)
with
FER}A — Fﬁ?;A +0p 20‘(;3;5) + fCEAfBEDCEV;D _ W[H(ZC\E']A;B) + fCEAfBEDCVC];D)
+ Wi (ALAD + Lice AFRELASAD
+ fAB. Clli_d? + %fEFCAEA[':HanV] + ZWI“:(|:VCB +p e 08AG

= Fﬁ?;A +0g 2Cﬁ£\>}(A;B) + fCEAfBEDCsR}C;D + fABCCfR;CB ' (5.160)

where C(ﬁjB and CE’VA come from the Eg two-forms. Since external and internal di Ledmorphisms
in Eg both contain the Eg external di Ledmorphisms, it is to be expected that these two equations
transform into each other, so that we need to consider (5.59). This is in fact the only non-trivial
component of equation (5.70), because all other components can be solved trivially by fixing an
unconstrained two-form.

The duality equation (5.59) includes one more duality equation that can be interpreted as
the three-dimensional three-form field strength equation. It gives

[ 1
OTATPU B R (5((:A5|I;3)) + %fCEAfBED) —G(%L’B +2p EHVMCFJF;D , (5.161)

for a three-form field strength G*B in Eg exceptional field theory. The antisymmetric component
[(I|T2A|Fu\, Cincludes an unconstrained two-form Cd'?uv' so this equation can be solved by fixing
C@u\,. The only non-trivial component of (5.161) is therefore in the 3875 1 bf Eg, as expected
from the tensor hierarchy. The field strength @TATBTC|Fy Calso includes an unconstrained
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two-form in the same Eg representation, and similarly does [IT{MT/2 ... T/Ar|F,, Cfor any
number n of generators T{* greater than three, so all the other components of (5.59) can be
solved by fixing the corresponding two-form components.

We conclude therefore that the duality equations (5.35) and (5.59) on section give all the
duality equations expected from the Eg tensor hierarchy, and all other components are tauto-
logical equations that can be solved by fixing unconstrained auxiliary fields in function of the
other fields.

6 Conclusion

In this paper, we have constructed the complete dynamics of Eg exceptional field theory in two
di Lerent formulations.

The Virasoro-extended formulation in Section 4 is based on the Eg X Vir~ symmetry, where
the Virasoro generators L, for m < 0 originate in the extended linear system for D = 2
supergravity [37, 38] discussed in Section 2.3. Indeed, this formulation of Eg exceptional field
theory allows us to naturally reproduce D = 2 supergravity and its linear system by setting to
zero the internal derivative [d] as well as all constrained fields B® and G¢|. In this formulation,
a proper gauge connection for generalised di Ledmorphisms can be defined, allowing for instance
the construction of covariant external currents for the scalar fields, and the vector fields and
their field strengths transform in a manner familiar from lower-rank ExFTs. This also makes
the construction of the topological term more intuitive. The field content of the Virasoro-
extended formulation includes the field p [Cq4 dual to the D = 2 dilaton p. This field plays an
important role when using Weyl coordinates for studying D = 2 solutions, and the gauging of
its shift symmetry is central to the construction of D = 2 gauged supergravities in [39]. The
formulation that we have presented is only phrased in the conformal gauge G,y = nuv of the
D = 2 external metric. This gauge can be imposed for any higher-dimensional solution that
one may want to describe in ExFT, but it would nonetheless be interesting to generalise the
Virasoro-extended formulation to arbitrary external metrics. Even keeping conformal gauge,
one should be able to define conformal external di Ledmorphisms and we expect that they will
fix all relative coe Lciehts in the pseudo-Lagrangian. Furthermore, we have only presented a
manifestly EgJWIr~ invariant formulation of the topological term, while the expression for
the scalar potential we have constructed in previous work [1] is based on internal currents
gauge-fixed to ¢, = 0 for n = 2. Because these fields are pure gauge, we do not lose any
information on the dynamics by this gauge choice, but it would also be interesting to construct
the manifest Vir™ extension of the scalar potential. Since we know the transformation properties
of all fields under &g h vir~ extended generalised di Ledmorphisms, one can achieve this goal by
appropriately acting with local L—, transformations on the known expression for the potential.
We have derived all the equations of motion implied by our pseudo-Lagrangian. One may verify
that these are compatible with the Eg EXFT equations and we have shown this explicitly for
the scalar equation in Appendix C.4.

The second, minimal, formulation of Eg exceptional field theory was given in Section 5. It
involves finitely many fields (in infinite-dimensional representations of Eg) and can be obtained
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from the Virasoro-extended formulation by gauge-fixing all the negative Virasoro fields to zero,
including the field p associated to L—;. The pseudo-Lagrangian takes a slightly more conven-
tional form, as the sum of a kinetic, a topological and a potential term and is defined for an
arbitrary unimodular metric g,,. We have defined the external di Ledmorphisms and have shown
that they leave the duality equations (5.35) and (5.59) invariant, and fix all free coe Lciehts in
the pseudo-Lagrangian in a way familiar from E,, ExXFT for n < 8. We have verified that Eg
exceptional field theory, including the Einstein equation, follows correctly from the minimal for-
mulation. In particular one obtains the Eg exceptional field theory Lagrangian from the minimal
pseudo-Lagrangian up to terms quadratic in the duality equations. All the expressions are finite
in the minimal formulation, and no infinite series regularisation is involved. It is noteworthy
that the field content and the duality equations in the minimal formulation are consistent with
E11 exceptional field theory [48,47], and could in principle be derived from it upon branching
E11 under its SL(2) x Eg subgroup.3® Even though the field p is gauged-fixed to zero in the
minimal Eg EXFT of Section 5, it seems plausible that an intermediate formulation including
p exists. First investigations show that one can write the duality equation at p 8 0 provided
one introduces one additional constrained vector field B® in such a ‘next-to-minimal’ formu-
lation. The field p will be crucial for supersymmetrising Eq EXFT, see [28, 54, 55] for work on
supersymmetry in ungauged D = 2 supergravity and fermionic representations of K(gg).

Both the minimal and the Virasoro-extended formulation are based on pseudo-Lagrangians
that are supplemented by a set of first-order self-duality equations for the scalar fields. In
order to render the model accessible to canonical tools, it may be useful to further extend this
framework into a genuine Lagrangian formulation presumably upon sacrificing manifest two-
dimensional Lorentz invariance, along the lines of [56], see also [57,58] for earlier work on chiral
scalars.

It should be stressed that the formalisms developed in this paper can be directly applied to
construct extended field theories based on duality groups G-that are the a [nelkxtensions of any
finite-dimensional, simple Lie group G. This is simply achieved by exchanging Eg in this paper
by G, since we have not used detailed information about the structure constants fAB¢ in (2.1)
anywhere. The fact that the structure of generalised di Ledmorphisms and the section constraint
is the same for any simple Lie group G was proved in [17, Sec. 6]. For appropriate choices of
G, our results define “half-maximal” exceptional field theories along the lines of [59,46], as well
as extended field theories based on any symmetric space in three space-time dimensions that
lifts at least to four dimensions, irrespective of supersymmetry [60,61]. For instance, taking
G = SL(2) we expect that the matching to Eg EXFT discussed in Section 5 would instead
provide a matching to the SL(2)-covariant theory of [16]. Our results then provide a description
of D = 4 general relativity formally covariant under the Geroch group.

There are a number of potential applications of Eg exceptional field theory. As with other
ExFTs, one use of Eg exceptional field theory is to study in more detail gauged supergravity

38The E11 ExFT duality equations were given in [48,47], and a pseudo-Lagrangian, sharing some features with
the E9 minimal formulation, will be presented in [49]. A concrete conjecture for E11 and an associated extended
space-time in the context of maximal supergravity was first made in [50,51] and further developed in [52,53].
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in D = 2. Gaugings of Eg have been investigated in [39], but the general scalar potential is
not known. It will be very interesting to construct this in an Eg covariant form from Eg EXFT
using a generalised Scherk—Schwarz reduction similar to [62-64]. This would lead for instance
to theories with AdS, vacua, generalising [65], and that could be of interest in the AdS,/CFT;
correspondence. The gaugings defined in [39] always involve, beyond some subalgebra of &g,
the L_; generator,®” and possible non-Lagrangian gaugings involving the Lo generator were
discussed in [17]. The Virasoro-extended formulation of Eg exceptional field theory suggests
the existence of D = 2 supergravities that gauge more general subalgebras of vir~ involving
arbitrarily negative Virasoro generators. It would certainly be interesting to study this possibility
via a generalised Scherk-Schwarz ansatz. It would moreover be interesting to study generalised
Scherk-Schwarz reductions with mild violations of the section constraint to describe for example
massive type IIA consistent truncations. This would require to check the invariance under
generalised di Ledmorphisms in the presence of such a mild violation, or to define a deformed
version of Eg EXFT as in [66] (see also [67]).

Supergravity in D = 2 is the natural habitat of exotic branes that are characterised by
having co-dimension at most two and thus su Lciehtly many isometries to be describable in two
dimensions [68,69]. The truly exotic branes (with tension scaling like g;@ for a > 2 in terms
of the string coupling) are related by discrete duality transformations to (smeared versions of)
the more conventional D- and NS-branes [70,71]. Eg EXFT can then provide a framework for
studying uplifts of these exotic objects and a unified description of their duality orbits [72,73].

Another interesting avenue of research might be to explore the fate of the known integrable
structure of D = 2 ungauged maximal supergravity [28, 74] within EXFT. The integrable struc-
ture arises when the trivial solution [dl| = 0 to the section constraint is chosen, which corresponds
to the toroidal reduction. Whether or not there are any remnants of this integrable structure
for more general backgrounds with a non-trivial dependence in the internal coordinates is an
open problem, and one may hope that Eg EXFT could shed some light on this question.
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A On trivial parameters and generalised di Ledmorphisms

In this appendix, we collect some details on trivial parameters for the Eg generalised Lie deriva-
tive (3.1) and its Virasoro extension (3.34). These are by definition the non-vanishing pairs
A = (JALE), respectively the non-vanishing A = (JALE®), that satisfy

LAIVZEO for any |V [ (A

37 This is denoted L+1 in [39].
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The existence of such trivial parameters is possible due to the section constraint (3.8) as usual
in exceptional geometry. We first define the (non-extended) trivial parameters in Appendix A.1,
show the closure of the algebra of generalised di ledmorphisms (3.21) on the one-form gauge
fields and describe the two-form gauge fields and their gauge transformations in Appendix A.2.
Closure of the Virasoro-extended generalised di Ledmorphims (3.34) is explicitly checked in Ap-
pendix (A.3). Finally, in Appendix A.4, we discuss the trivial parameters of these extended
di Ledmorphisms, which include the previous ones and an infinite set of additional trivial param-
eters.

A.l1 Trivial parameters

The commutator of two generalised Lie derivatives gives a generalised Lie derivative according
to (3.11), but the commutator of two generalised di Ledmorphisms acting on the Dorfman pair
of gauge fields A produces an additional one-form gauge transformation drA, which is a trivial
parameter for the Lie derivative, i.e.

LsalV =0 (A.2)

for any |V [ It is standard in gauged supergravity that the gauge algebra only closes on the
one-form gauge field up to a one-form gauge transformation of the two-form gauge field in the
tensor hierarchy [33]. The E, gauged supergravity two-forms are valued in the symmetric tensor
product of the one-form gauge field representation that we denote R(A,) (in Bourbaki labelling
for n =< 8), in the orthogonal complement of the generic irreducible representation R(2An).
Continuing this structure to Eg, this gives a two-form gauge field Ci;N valued in*®

|C Iy (T RI(Ag)—1 [RNo)-1 [R(2/A0)-2 , (A.3)

and the corresponding one-form gauge parameter Rh’”\'. In exceptional field theory in dimension

D < 4, the gauge invariance of the theory requires also the inclusion of an additional two-form

field with one constrained index in R(/\n), and the others in the antisymmetric tensor product
“® R(An) [21,22]. For Eg, this gives a two-form gauge field C/i%u valued in

|Cpp LG, M | CRI(A)-1 [RNg)—1 LR{A0)-1 , (A.4)

and the corresponding one-form gauge parameter REQM. In Eg exceptional field theory, there
is moreover an additional one-form gauge parameter with one constrained index and one-form
gauge parameters with two constrained indices. We expect that D-forms with two constrained
indices should similarly appear in the field strength of the constrained (D — 1)-form in lower
rank exceptional field theories.

38This also follows from a level decomposition of E1; (T. Nutma, unpublished).
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One computes that the following Dorfman pairs of parameters A = (Or|ALDRB) are
trivial when acting on any |V [Caccording to (A.2)

1 1
N [OR|TRq MPIRy LD (A52)
Nop |J_1h|Ta|R[1EDB|R2]|3' 2MR|R1 Ry L]
1 ] 11
sMapT IR OMR|TP IRy I8k | + 1Bk |TP|Ry MHk| (A5b)
N-1ag THT RS ITPIRY 3
1
— N TrTORS ] TP|R) TBk+ | + |R} T8k+|Ry — [Bk+|R] R, (A.5¢)
1
I%I%ﬂlas IJ_1|U1|-|—B|U(1 [M%|Uyy My, | + 2n1ap |J_1b2|IT:BI|U(1E[I°‘|U2)Dﬁb1I , (A.5d)
0, r]aBTr[TO‘X(l] TBXZ) + Tr[X(l] Xz) - X(]_Xz) , (A5e)
1 1
0, N—1ap TIT W] TPW,y . (A.5f)
The notation here for one-form parameters is such that
|IRq Ry OCLCRIQ = RFP, (A.6a)
IR LRy k| LRI =RPy  constrained in N, (A.6b)
IR IR} CI_R]°\y constrained in N, (A.6C)
Uy [y, | CJ0p Miy,| L0 wm9% =U® »Dy) constrained in both M and N,  (A.6d)
X; Xy CLKF % = X% Pm  constrained in both M and N, (A.6¢)

W, W, LT WF % =WOyPm  constrained in both M and N (A.6f)

and in (A.5e) the notation X1X5 is the product of operators, which corresponds to the trace
XMpP . The notation |R1 C1JRy) [tlenotes a single one-form, so that |0r [Cacts on all of it,
and similarly for |R CIJRY; [Tz | and |[R} LIRS . The semi-colon for RY, /2y is used to separate
the two tensor factors.

Because the parameter (A.5a) vanishes when |R IRy CICR(2A0)—2, We can indeed
interpret it as the one-form gauge parameter expected from the tensor hierarchy, consistently
with (A.3). For simplicity we never write the projection to the orthogonal complement of
R(2/\g)—2, but this component will always be projected out in the relevant expressions.

In order to show that these parameters are trivial one has to use the section constraints as
well as the invariance of the bilinear forms nnqg under the action of & and

nnaB[l—mvTa] T +r]na[3Ta l:l]:lm-TB] = (m_n)r]n+ma[3Ta CT#

- %m(mz—l)ém,_nK Kl (A7)
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To illustrate this, we look at the example where drA is the second parameter (A.5b). The
transport and weight terms can be shown to vanish easily using (3.8), so that we are left with

LsgalV £ —Naphys mRnVlemth“TalRa [PV (3 2neg [ |Rp (B8R T %Ry PV [
+ I 1apMiys ORITY|Ry MHRIT T Ry (3 mr|TY|Ry MBRIT T8 |Ry LI PV I

] []
= —1naphys IﬁhITI:VIIR[lEDth[T“,Ta]IRz]EI- mRuT“.TV]|R[1D%|T5|R2]HB|V O
—naBD@R|R[1D:ah|T“|R2]E+ [0k |Rp MR (T Ry LT PV -
+ IN_1apMiys ORITY IRy MHRI[TY, TRy 3 MR(|TY IRy IBRI[TY, TOIIRy LT PV O

where in the second step we have used (3.8) and (3.9) to write commutators as well as invariance
of nys to split the first term into two. In the last step we have used the following identity [17,
Eq. (2.26)] for any two operators X and Y

1, 5. O 1, 5. O
nnasnm_nyaTErgTVX]Tr [T TOY TP —npapnm—pys TITYX]Tr [T, TOlY TP
= (N—=P)map TATEOXITAY ] = TrX]TATOY] TP — (N — p)nmop TAT EXITHTPY IK
- 1
+% n(n% — 1) — p(p? — 1) dmoTrXITHY K , (A.9)

withm=n=0and p=-1.

We will now show that these trivial parameters are all the ones we need to close the algebra
of generalised di ledmorphisms and define the field strength. In particular we can use these
trivial parameters to verify (3.17). For this purpose we define the sextuplet of one-form gauge
parameters R, as

1
R= [Ra[TIRy [} Ry (TR (k| , IR (TRY _

U My, | OOy My, |, X £Xby, W Dy . (A10)

The trivial parameters (A.5) can be written with the linear map [fHat maps a sextuplet of

parameters R to a Dorfman doublet as follows
1
(R nog0k|T R (MP|Ry) (3 nog k| T IR (MP|Ry (3 200k Ry TRy O (A.12)

+q_1aBTr[TGR;EB|Rl+D

IN1op T |Ru ORI T PRy IBR| + [BR|T P|Ry (k|
—Nap TITORF] TP|RS Bk | + |R; Bk~ |Ry — @+ |R; Ry

+1n1 ap @, [ TP|U 09Uy My, | + 301 ap [, | TP U % U,) My, |

(|

1
+HNop THT “X 1] TPXz) + TrX ] Xz) — X Xz) + N-1ap THT “Wa] TPW,
By definition we have that L i vanishes on any field, and one checks moreover that
[RPA=0 (A.12)
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for any parameter A. One also computes that
1 E@
[ |Ln|ACF Tr[Lp—1B] .

n n
= 5Mnop BRI *IR@ I8RITPIR) 3+ S 1nop TRIT R (18R T P|Ry

+ N1 B [ TOIRY AT PRE] + ™ 2 0 T Uy TRITP U
1o THT OXITHTP X)) + n-2ap THT “WITHT AWy (A13)
which does not vanish for n = 1. For n = 1 this term simplifies to
BAILIAG THLoB] EE: - = Mo TRIT *IRyL M8k |TPIRy (3 Nog Bk [T Ry (AT PR;]

(A.14)
and is a total derivative. For n = 2 it is not a total derivative. This implies for example that
in (4.46) depends exlicitly on the two-form fields for m = 2, so that only X® defines an
appropriate topological term.

Since the map (A.11) acts only on the internal indices, it applies regardless of whether R
are space-time p-forms or scalars. To prove (3.17) we now define the bilinear map 1 that gives
for any two Dorfman doublets A; and A, the sextuplet of parameters

1
WA, A2) = —5INq O™y O —3|A L0, D8h, — 0p,| , —|A21=] -

IN@ O, | TIN 08, |, =21 LI O8, | — [A2U8h,| £21, =2 [2}) . (ALD)

With this definition one checks that

Are Mo — A1, No]e = (AL, A?) (A.16)

which proves (3.17) by taking respectively the antisymmetric and the symmetric components in
A1 and A,. More generally, one can show

AN2°Np)°Ns=0, (A.17)
2N o (Mg 2 N3) = [A1, N2]p © Az, (A.18)
where the first equation follows in fact directly from (A.12) and (A.16). These relations cor-
respond respectively to the triviality of the symmetric bracket {A1, A2} = A1 = Ay and to the
closure of the Dorfman product according to the antisymmetric bracket [Ay, A2l = App © Ay

As argued in Section 3.1, they together imply the Leibniz identity (3.16).
Using the Leibniz identity and (A.16), one then computes that the gauge transformation

SAA =dA+AoA (A.19)

closes as ] ]
0N A = On 00 A = Oppg Ao A+ LN\, dA2) —1(A\2,dA;) . (A.20)
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In summary, we write the one-form gauge transformation of the gauge fields as

5rA = [R] (A.21)
such that
On 00 A — Op, 00, A = 6[/\1,/\2]EA +0Rp A, (A.22)
with
Ri2 = 1(A1, dA) — 1Az, dA;) . (A.23)

Note that the Leibniz property is only satisfied up to a trivial parameter in the Virasoro-
extended formulation introduced in Section 3.3. This is nonetheless su Lcieht for the algebra of
generalised diledmorphisms to close on the gauge field A. In this case the same construction
applies, but R1, is modified by the corresponding violation of the Leibniz identity.

A.2 Covariant field strengths and two-forms

The Eg field strength (3.28) depends on a sextuplet of two-form fields C defined as in (A.10) as
1
C = |Cu 0,0 ICu TGy M|, |C; LI CT, -
|C, k| CIQ, M|, Cq [CYy, C; LCL , (A24)

with the same symmetries as for R in (A.6). The two-form CMN s the one expected in the
tensor hierarchy according to (A.3). The two-forms CMNp and CJ'Y';NP carry one constrained
index, and are similar to the two-forms introduced in [21,22] that extend the tensor hierarchy in
exceptional field theory. The two-forms CMpNg CMpNG and CMpNg carry two constrained
indices P and Q, and appear in the field strength G of the one-form B, but not in |F [

Using (A.16), one can write the field strength (3.28) as

] ]
F=dA—1[A Al + [CEdJA—-JA-A+ LA+ 5(AA) , (A.25)

which is convenient to prove (3.30). Using Leibniz (3.16) and (A.16) one computes the gauge
transformation of the field strength
INFE=A-F
= 1 1 L] 1 L 1
+ L OAC+1(dA, A)+51(A=A, A)+51(A, A°A)—1 A, LA+ 51(AA)) —v LA+ 51(A A), A
(A.26)

Therefore there exists a gauge transformation of C such that (3.30) is satisfied. This gauge
transformation is only defined up to an element in the kernel of [k is convenient to chose a
particular element in the kernel to simplify the gauge transformation, so we define

- O O ]
5AC =1 A, [T+ L(A,A)) +1 L@+ LA A), A
—1(dAA) — LA o A A) — JA A= A) — k(A ALA), (A27)
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where [K(\, A, A) =0 and we choose
1
K(A A, A) = IACT T, o Tr[T BT P|AF n_y o Tr[T“BIT F|ACTIAL]
1 —
IACTR3; p TrTOBITP|ALF N1 o TIT *BITP|ACTINCIG) — 04 — 98],
1

—|ACL_Tr[T4B]TYAlDs| + |AlDs|B — [0 |AB
1
+[d|Tq|AMYB + B|AIDW| — Tr[B]|ALd|
—L/\(|AI:EB)H_1 aBTr[TO‘B]TB|AEEZ]— Tr[Z]|Aq:I:|H[I%I|

— LA CCleg Ec‘ﬂMT“lAEnB&IED:«wAh@An%A%WAmM ,

e (A.28)

where we have not computed the expression of the three doubly constrained parameters because
they are not needed anywhere.

The homogeneous part in C is not the Lie derivative of C, but mixes the various components
of C. We define the inhomogeneous variation of C

(S e I o N
AL =5,C—1 A, [CI—1 LCI (A.29)

that defines the piece depending explicitly on the vector fields A. One finds

] ]
Arlc [T]0, = 1 Igl/\[u;gm} |AIZIE]]’\EI, (A.30)
AnlCy [0y [T TR | = § dACTIAL- JACLANLT LIh — 04l ,
ARCS I T = — 31 6p [BW|T *ADALCLTH AL,
— |ACTAY — Inep Tr[T “Z]JACLTH |ASS |
+ LACAIss |z + ITr[Z]) AT TIAIS,| .

Note nonetheless that this is not the gauge transformation that is relevant in minimal Eg excep-
tional field theory, because the invariance of the duality equation (5.59) requires |F [flo transform
as the internal current, and the gauge transformation of |C;"CICJ in exceptional field theory
includes an additional term (5.62).%°

A.3 Closure of extended generalised di ledmorphisms

The Virasoro-extended generalised di Ledmorphisms (3.34) close according to the extended E-
bracket (3.38). In order to show this, we only need to consider the commutators [L(x, o). L(O’zz(k))]
and [L o,z ), L(o,z¢)], where = and =3° denote two complete sets of extended gauge param-
eters. Closure of the |Al=dli Cedmorphisms onto themselves follows directly from the closure of
the unextended generalised di Ledmorphisms according to (3.13).

39We only introduced this equation in the minimal formulation, but invariance under conformal diffeomorphisms
would require to include this equation in the Virasoro-extended formulation as well.
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Evaluating the first commutator on a generalised vector |V Cin R(/\g)o, we find using (3.36)
and the section constraints,

[Lrr0)s Loz gV O
a 1] (k) Y b ) 0 @é
== NekapTr T7 O|AL B — nys AT AT ®, 257] + KIdW[AL 2,7 TV L
k=1

= Lot pzfonlV T (A.31)

This confirms the first term in the expression (3.38) of >1,. Let us now consider the second
commutator

[Lo,=), Losgn]lV LI

1
= N—kop N—qys THEOTOTH(EOTY) TR, TV O
k,qg=1
F_h 1
= — NekapN—qys TIECTOTH(EPTOTP) + (k — Q)N—k—qay TH(EF) TH(EPT) TY|V O
k,qg=1
‘ )
=— 1q_qyaTr(,_-lzT )TYIV E L )V L (A.32)
q:

where in the second line we used (A.7), and with
§@) £ 1 T o) TBs@ 1 Wys @k
£ =— N-kap THEPTH TPEY — 2k =) Tr(Z)z5 ™. (A.33)
k=1 0<k<q

In writing the above expression, we used the antisymmetry of the commutator in = and =$°.
This reproduces correctly the 3 terms of =5 in (3.38).

A.4 Extended trivial parameters

The Virasoro-extended generalised di Ledmorphisms (3.34) include by construction the trivial
parameters (Or|ALDrB®) defined in (A.5), as well as an infinite sequence of parameters, with
Or|ALZF O,

@ a1 MBI aye (1T By (O
drB® = N2—k ap (1 [T U7 [P UL [Ty | + Ny—kop TAT ™ X57ITP X
k=2

1]
+ Nekap THAT SWSOITPW® + [ (U U [Ty | — [ |U{2 QU My |, (A.34)

and for k = 2

6RB(k): r]lO(B @(1|TG|U£k) I:DB |U2(k) DﬁlZ)l + k,ﬂ(lluz(k+1) EII]J{k+1) DﬁZ)l _ k,ﬂ(lluj(_k+1) [mjz(k+1) DﬁlZ)l
+ T[T XPITOXS — (k — 2) TIIXOIXE + (k — DTIXOIXE — XPOXP (A35)
+ (kK — 2)TrWSPIWE™ — (k — 2) TrW S PIWET 4+ g op T[T SWOITPWSR
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As in (A.6), all bra covectors are constrained, but no additional symmetry is assumed

UL My, | CJOE© M,y | 0Py = U®P %y constrained in both M and N,
X® X§° [T KPP\  constrained in both M and N,
W CW° T WP,y constrained in both M and N . (A.36)

These constrained parameters are very redundant, and it is in principle su Lcieht to only consider
the parameters W W and X{® ? to obtain a complete basis of trivial parameters.
One can in particular eliminate the traceless component of all g B® with k = 3 using trivial
parameters W™ WK™ = |00 W&V, By construction the traces Tr[8gB®] cannot be
eliminated, since they appear independently multiplying the Virasoro generator L_;_y in the
Lie derivative (3.34). For any k = 3 one can indeed always find W such that

SRB® = —(k — 2)W & + (k — 2) Tr[W D] |0I0] — L_yW® + Tr[E®] |00 . (A.37)

One can also eliminate the traceless component of g B® using an appropriate trivial parameter
X2 XJ?, but not with an Eg invariant ansatz as above for k = 3. If one uses the Eg solution
to the section constraint (3.10), there is a gauge parameter

X X[ = [000] [XF? + X gaT-1c|0M0|T{ CJOIm|T P (A.38)
with X€g.a satisfying (5.95) for its indices A and B, such that*

SRB@ = —LoX®@ — X@|00m] + Tr[X@][000] — XBg.A[0ODT — Loy W@ + Tr[=@] |00 .

(A.39)
This proves, as noted in Section 3.3, that any loop transformation generated by >~® can be
reabsorbed into ~®. To write this systematically, we use (2.9) to rewrite (3.35) as

= o o, -
Na =N BAITPIAG  n_1opTr 08, (TP) — 86 *Tr(E®) | (A.40)
k=1

The first term only contributes to the gauging of €g generators. The fact that any loop transfor-
mation generated by >® can be reabsorbed into ® then means that we can implicitly define
shift operators 3= acting on any = parameter rather than on algebra-valued objects, with

(| 1 [ .
Tr SSHE)TY =Tr = S_(TY) [KCN, T®[&hvir . (A.41)

For instance, (3.35) may be rewritten as

¢ O 1
[Nlo = nap BW[TPIATH n_mgTr%;L(fk’)TB — 3 Tr(Z®) . (A.42)
k=1

40 2 . 2 D 2 D 2
The only traceless dr B® that cannot be obtained from X® are such that Lo 0gB® = 0 and drB¢ )|0|3: 0,
which gives rB® = dr B§)|OEI][I|T1A. To prove that all constrained vector dr BX) can be written as XBB;A for
a doubly constrained tensor XCB;A7 one can use the E7 solution to the constraint (5.95).
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The operators 9=J do not admit an explicit Eg covariant expression. They are defined only up
to the addition of trivial parameters of the types U, X and W in (A.5d)-(A.5f) and (A.36) and
we have used this freedom to make (A.41) valid also for T® = L,.

Using these formal shift operators, a basis for the extra trivial parameters appearing in the
Virasoro-extended formalism is implicitly given by traceless 0gB® parameters satisfying for
fixed p=2

TrOrB®) =0, 3rB® =-3(rB®), drB™ =0 forn I{b,1}. (A.43)

A.5 One-form gauge transformations in the minimal formulation

In the minimal formulation the gauge transformations of the field B are not (3.25) and [R]]
but must instead be modified for the duality equation (5.35) to be invariant. The X gauge
transformations of the fields that leave (5.35) invariant are
dwsydw =0, A.44
©.5)% o T O (A.44)
d00,5yM = N1 g TITFZ] TT"M + MT™ |
0.5y |ALE — N_1 6 TIT OS] TPIAL
dox)B =d= + r]aBTr[TO‘DZ]TB|AEI]iIz| — |AOBs|= + n_laBTr[TO‘ZE]ITBB
—p [d= d3 + e Tr[T 9| TP|ADY | — |ATDk|Z
do5)X = (N+DTrTAZIIN —2p I_—ql_laBTr[T“Z]Ean|TB|AD

n

I:l—l -2 -1 .
—Tr (p7L—1 + p2M™IL_,M)(dZ + nep Tr[T O] TP|ATEE | — |ADBK|Z)

where S— is defined implicitly from (A.41). The ambiguity in the definition of 9= can be
absorbed in a redefinition of the one-form gauge parameters U, X and W. The one-form gauge
transformations of |[ALIB and X are defined as

Or|ALF [OR|TalR1 magz)g M| TR M%|Ry 3+ Z@RlRlﬂ Ry 3 No1ap TrT R ITPIR, O
3B = 3n16pT IRy ORI T PRy M8k | + BR|TP|R, Mk | (A.45)
- %BHTGR;]TBIRT (B + IR} 08k RE — Bk IRY B
— p [TTa|Ry Mk T %Ry 5+ 2|Ry; MHk |Ry LT8R | + p CH1 6 Tr[T “R; TTP|RY M8k
+ IN1.ap M, [ TP|U M%|Uy) [y, | + 301 op M, [ TPU o M%U,) My, |
+ Nap TIT X 1] TP X5y + TrIX 1] Xp) — X1 Xp) + N-10p TIT “W (1] TPW,
SRX = nagﬁ\a_ul"’lRuurath‘lL_lMTﬁlRaE+leR[lmth‘ElMlRaD
+p Cnep MRIT ¢|Ry M8A|Lo T IRy 3+ 2k Ry T8k |Lo|Ry
+N_1ap THT ORI 1BRIM T Lot MTP|R 3 p (L1 o THT “R3 10k+|LoT IR, )

where the only modification of gB with respect to [Rlare the terms involving [ These
additional terms are defined such that the duality equation (5.35) is invariant under these one-
form gauge transformations. One moreover checks that the pseudo-Lagrangian (5.44) is invariant
under Z and R gauge transformations, up to a total derivative.
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B Shift operators and cocycles

We summarise here some details on the shift operators and cocycles encountered in the text
and on their transformation properties. First, we stress that our definition of Sy in this paper
projects out K, contrary to Sp in [1] which acts as the identity:

So()erel =0,  sk)W =k, s =gM mso. (B.1)

For generic algebra elements X, Z &g h vir, the shift operator Sy, defined in (2.8) has the
commutation property

0 O 1 O O
Sm X, Z] =[X, Sm@)]+m X1 Smn(2) + 0¥ Xa Sm(@Z) ; K, (B.2)
n[Z]
where u 1 ¢, 1
w®XoZg = —[X, ZI=-—n"®  nXAzz"- T (M-mX,Z, (B.3)
n[Z] n[Z]

is the Lie algebra cocycle in any highest/lowest weight representation of 8. Notice that @ =
—wPY, For a finite EgJVir~ element g we define

W' Q) K =9gSo(TNg ™t —So(@T% ™Y, g CHIVIr, (B.4)

which we may also write as w%(g) = gTo‘g‘lg — O6gK. This identity can also be used to define
a cocycle for the generalised metric (4.2):

W' (M)K=MSy(THM ™ =So(MTM™). (B.5)
Using K" = K, one can easily show
W (M)MIXTM)q = —0*(M)Xq, (B.6)

which implies for instance @*(M)JIT™ = —(M)IE™ and w¥(M)Jq = 0. It is also useful to
note that
W =0=0wk("). (B.7)

Any finite EsJWiIr~ element can be decomposed as follows:
g=FC] F CMir, CLHg] (B.8)

Recall that Sy, in the spectral parameter representation acts as multiplication by w™. Then,
taking into account F ~w = f(w) as in (2.36), it is natural to define a shift operator Sf that
acts as multiplication by f(w)™. This is obtained by conjugating S, with F, then projecting
out any K component generated by vir cocycles by means of Sg:

f I:I—l -1 L] I:I—l -1 L]
Sm(X) =So F"Sm(F XF™)F =S¢ g7 "Sm(@Xg 7)g . (B.9)
Then, we can write the finite transformation properties of the standard shift operator as
1 1
97" Sm(9Xg™) g = SH(X) —0%(@) SH(X) _K. (8.10)
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The p and @, dependent shift operator S, is defined as in (B.9):
(N SV B [y I 1y, ]
SEX)=So T Sm(FXT ) =S V7-Sm(VXV™HV (B.11)

which reproduces (4.8). We can commute Sk, with an € h vir element to get

] .  E— . .
S& X, Z] =X, SH(Z)]+m (XTI L, S en(@) +(;J°‘BXO, SH(2) B K. (B.12)
n[CZ]

This is used for instance in computing the shifted Maurer—Cartan equation (4.34).
There are several other useful definitions and properties of the cocycles introduced in [1] that
are only valid for g [Ey. In this case the decomposition (B.8) is rewritten as

g=p(@) 20 (B.13)

where p(g) is a constant element of the monoparametric subgroup generated by Ly and is not
to be confused with the scalar field p. We can generalise (B.4) to Sy and define shifted cocycles

W (@K = p(@) *gSk(T*)g ™t —Sk(eT% ™), g [Ey, (B.14)

and we write w§'(g) = w%(g) for simplicity. The shift can be moved from the cocycle to the
object it contracts:

a — -2k, .0 [ - .
02k (@)Xa = (@) “w%(9) Sk(X) ,, X [Bdhvir, g [EBy. (B.15)

(|
This shows that expressions like wa(g)ESIYK(X) 4 can be expanded as series of shifted cocycles if
g [Eh. These shifted cocycles also appear in the conjugation of a Virasoro generator by a loop
transformation:

07 kg = p(9) " Lk — 0% @Nap TP = p(@) 2 (L — @%@k TP), 9 [Ey. (B.16)

In the second equality we moved the shift from the cocycle to ngg and used (2.9). All the
definitions and properties of the shifted cocycles also apply when we substitute g -~ M (and
p(M) = p) provided we gauge-fix ¢, = 0 (including @1 = p = 0) so that (formally) M [Ek.
In [1] we also defined a generalisation of w{(M) to § £ 0, using the fact that in this case
M [CELICSE(2) and the SL(2) component acts on w as fractional linear transformations:**
1 1
1
QUMK =M1 p?  pNSin (TN +pSe(TO) M =S (MITOTM). (B.17)
n=0
We will now prove that
QM) g| = p* (M) g - (B.18)

“Recall that we are using So(K) = 0 as in the rest of this paper, which differs from [1] where we were defining
So to be the identity. This slightly affects how we are writing Q%(M) here.
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To show this, we use (B.5) on the Sy term so that we can use the first of (4.74), and bring
Hermitian conjugation out of the shift operators in the § series so that we can also use the

second of (4.74). This gives us
p 'St ey g L
SIM™YTH'™M) + Bm“(l\/l) K=M™1 s, (T% M- 5 QM) K. (B.19)

Contracting with [g| and using g CMI (T )M = 4| CT9, we find that the cocycle on the
left-hand side does not contribute. On the other hand, we already know from the computation
in (4.44) that
L1 L] ]
SIMIXTM)y =M1 S¥ (X) M —m“(M)%l(X) + K. (B.20)
for any X [&d hvir. Substituting Xy - [Jg|, we find that the K components of the last two
expressions must coincide and using the definition (4.75) we conclude.

C Details on the Virasoro-extended formalism

This appendix contains additional details for some of the calculations and aspects of the Virasoro-
extended formulation of Eg EXFT presented in Section 4.

C.1 Field strength variations

The variation of the field strengths under generalised di ledmorphisms was stated in (4.51)-
(4.53) that we prove here, beginning with the first equation. The field strength F = (F, G®)
transforms with the extended - product (3.40) under generalised di Ledmorphisms. This means
that their non-covariant variation (4.50) reads Ap\F = A< F—LAF and in particular Ax|F == 0.
In order to substitute into (4.37), we then compute

ANDE[TAFCE — OWADBWTANF CF [NlgBh 5 [TAT Y F L (C.1)
AATH(GOTA) = 35n1 6 OW[[T?, TOF OBA|TPIALF nep Tr(EXT %) 0k|[T?, TPIIF O
— kTr(Z®) @ |TAF & (k — D) Tr(=®TMN B |F ] (C.2)

where in the second equation we used the section constraint (3.8) to introduce the commutators
in the first line. Substituting into (4.37), the first equation is contracted with nsT? and the
second one with n_ks T2 and summed over k. It is then useful to rewrite such expressions in
terms of the (rescaled) level 2 coset generators acting on triple tensor products [17]

12 13 23
Cm="Nmog TOCTATK] Cm = Nmos T [KITA, Cm = —Nmps K [TA [T, (C.3)

which satisfy several useful relations given in equations (2.24)—(2.26) of [17]. We can then write,
using the notation ~® = |Z® [Ti1| even if Z® is not a tensor product

12 [] 12 []
Nk AAATH(G®TA) [T = 85 [@)| CIah| C—1, C; [ALEIF | (10§ | C—i, Co [=® LEI

L33 13 L
+ @] CI3%| KC— + (1 — K)C . |=% CIEIC] (C.4)
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and we now use equations (2.24) and (2.26) of [17] (which can can be proved using (A.7)) to
write

12 [] 13 12 23 12 []

C-1,CL =Cp—Cg—Cp+ Cop, Co (C.5)
12 [] 13 12 23 12 [
C_k, Co =—kCp—kCp+kCop+ Cp, C— . (C.6)

It is then straightforward to arrive at (4.51) by expanding back the coset generators, repeatedly
using the section constraints and adding up all variations into (4.37).

Let us now look at the non-covariant variation of for generic m 4. We will use the
fact that S}, can be expanded in a p and ¢, dependent series of constant S,, operators with
n < m. Thus, we compute the non-covariant variation of each term in such a series (using

Sn(l—p) = I—p+n)
T_01 1
Fo= —OE|LaF I+ Tr Lo , (C.7)
k=1
and add them up at the end. We can still use (C.1) and (C.2) by setting T* — Lp, for the former

and T - L,_ for the latter. Looking at the first term of the latter for k = 1, we can first
focus at the commutator term when TP is along the loop components. We use the identity

[Lnt, T2 =[Ln, S—1(TP)] = Sn—1(T2Y) (C.8)
which, combined with (2.9), gives us

N1.ap O[T PIATBA|[Ln—1, T|F O
= Nap O[T HIATBA|[Ln, TPIF 3 Nnap BA|T Y ALBA|TPIF O
+ [AN AN |Ln |F (3 [Gh |Ln| AT |F I (C.9)

where we added and subtracted the K [vid components of each biIHarEgm to make the identity
hold along all components. This is the only contribution of order [dly] = coming from AAG®, as
the only other ones with IliA{O cli_gjivatives acting on |[Adome from (C.1). Then, putting together
all components of order [dih]| ~ we find

ApET= O Sn(Lo) ATBA|F T3 N op [BA| T “|ATBA|TP|F (3 O(135 ) (C.10)
where in the first term we have highlighted the shift operator coming from writing S, as a
series. With similar steps this expression is completed with the Z dependent terms

j . | | T 1 [ ]
O(lgk|) = Tr ™S, (L—k) Wk|F[3Fn Nn—kap Tr Z®TC IEIZ|TB|FI___| (C.11)

k=1 k=1

We have again highlighted the shift operator S,. The second terms of the last two expressions
vanish by the section constraints (3.9) if n < 1. When n = 1, only terms proportional to ~®
contribute, and using the section constraint we simplify them to

P - -
NoopTr =TS Ok|TPIF & O |Z@|F [ Tr =@ Ok|F L] (C.12)
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Recalling that we are really interested in the non-covariant variation of , which is a series in
the objects we just varied, for n < m, we find

j | ]
ANEL = [G8|SE(Lo)IADBAF 3 Tr Z®SY (L) Bx|FL]  m<1, (C.13)
k=1

and we recognise the definition (4.42) for Al When m = 1, from (4.9) we see that (C.12)
contributes with an overall p~* factor. In total we have

[1 1
AR = —ALER 5 |F 3 877t [0k |=® — Tr(EZ®)@k| [FL1 m<1. (C.14)

This reproduces (4.52) in particular. Combining this result with (4.51) and (4.45), (4.53) is also
readily found. Finally, notice that for m > 1 (C.14) is modified by the second terms in (C.10)
and (C.11) which contribute in forms that cannot be simplified by the section constraints.
As a result, the expression contracting |F [Cin OApEL is not anymore directly subject to the
section constraint. This means that such non-covariant variations appear in the transformation
properties of X for m > 1 and that they cannot be reabsorbed by (re)defining the variation
of the term O |F ]

Let us now prove (4.129). The idea is that D6A = (d — 64)dA where 3, is the transformation
under generalised di Ledmorphisms of dA, with A as parameter. Using the definition (4.42) of
the operator (Q?m——v‘/e then write

. — . ]
(DBA)—=—M + 9541 S, (Lo) |(d — 3)3ALF  Tr (d—3a)3B® SI(Ly) . (C.15)

k=1

We have included here the variation of the B®™ fields to be more general, as it does not complicate
the proof. The operator d — 35 commutes with the partial derivatives in the first term so that,
in order to bring it out of (lym—_,!Ne just need to add and remove its action on the shift operators.
Using (4.8) and covariance under generalised di Ledmorphisms of the coset representative we are
led to compute

| 1] T_ ]
— [Gka| DS} (Lo) [OAF Tr 3B®DSY,(L—k) , (C.16)
k=1
which must be subtracted from (d — 6A)6K¥Each derivative of the shift operators reads (with

k = 0 for the first term)

1 1
DSy M iSm(fL_ M Hr

1 ] e ]

=Sy My DL, rL ™ T =So M Drr =, s,m(CL_ ™ Hr
)

=m (DT H)—pSh_p(L—), (C.17)
p=0

where we used (B.2) in the last step. Plugging this back into (C.16) we reproduce (4.129).
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C.2 Some details on vir~ gauge fixing

The gauge-fixing of vir~ in the Virasoro-extended formulation was considered in Section 4.5.
We here give some additional details.

cvir dependent couplings

We first reconsider the cy i, dependent terms in (4.57) and show explicitly that after we gauge-
fix om — 0, m = 2 they cancel out. We begin with the term coming from w“BJaJél). This is
(minus) the contribution of the vir components of J to the central charge term in the commutator
[3, ID]. The latter can be rewritten as

1
-5l J(l)]EK = —2[P, P(l)]% — 200V HFP PP (C.18)

We are interested in the terms quadratic in the vir components of P, in which case the cocycle
term does not contribute because conjugation by p-° and eP--1 does not generate central terms.
The former term then reads

1
—2[P, p(l)]ElK:—% (n® —N)PpPps1 + ..., (C.19)
n[Z]

where the dots denote terms dependent on the loop components of P. Using (4.61) and the fact
that P, only contributes for |n| = 2, we then arrive at

1 Cyij
—50 J(l)]%K = —%(n3 —n)Jndopn_g + ...

N s
= _% [Al—m L +hec, P<1)E%+ . (C.20)
m=0

Adding to this expression also the term proportional to [Al,J—h—1 coming from the cocycle in
(4.58), we arrive at the identity

N K N
% (N° —n)(Jn + 2[A1) J_n_1 = —% [Al_m TL_ ™t —he., PO E% (C.21)
n[Z] m=0

Using (4.62) it is then straightforward to show that this expression matches the left-hand side
of (4.68) and hence cancels out with the last term in the first line of (4.57), removing all cyj,
dependent couplings from the pseudo-Lagrangian.

Matching (x| transformation

We now proceed to proving that (4.79) agrees with the transformation of | in [1]. The &g
invariant bilinear forms (2.7) are not invariant under generic vir transformations. This means
in particular that in an expression like

Nmag MHTH'™M TP (C.22)
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we cannot simply bring the M conjugation through to the other factor. Formally writing

M=r"Tgm, ogm CHk) (C.23)

we see that the problem lies in I''I" which involves exponentials of all vir generators. When
we gauge fix o,y — 0, m = 2, however, only exponentials of Ly, L—1 and L, are left, and
parameterise a well-defined SL(2) element

Mr - mCSLQ), (C.24)

which acts on w by fractional linear transformations. In this case it is possible to bring the M
conjugation through in (C.25) and this was done in the appendix of [1]. We summarise here
some results:

_ 1 O - - (I _
Ne1gpg MTITY'M CTH = 2 Niap — 2P Nop + P2 N-10p T CMITPTM, (C.25)
_ 1 L iy iy Ll _
Nag MTITYM CTH = 2 PN1ap + (P> —20%) Nap + (B° — P°P) N—1ap T° SLUVE

_ 1 L N [ _
Nog MTITOM CTH = 7 %ﬂlas +2(0%F — P*) Nap + (0> — PD)? N-1ap 1% CMTPIM.

Let us then prove that (4.79) matches the non-covariant variation of | derived in [1], when
gauge fixed to ¢y = 0, m = 2 and @1 = p. To do so, we must expand and "". The

former is expanded as in equation (4.42). The latter is defined as in (4.45), with F - A:
1 1
MALl = w*(M) [AgSI(TP) . (C.26)

a

Again, the expansion of the first term on the right-hand side follows (4.42). Let us now look at
the cocycle term. We expand the shift operator as in (4.74) and write [Alg explicitly using (3.5)
(recall that =™ = 0 for m = 2 because we are gauge-fixed):
o) Rs1H) = 05wy E (s — B p —5 Sore
pSI(TF) (= w (l\/l)p (N1ap = PNap) ON|THIALF (Nop — PN-10p) Tr ZT

(C.27)
where we also used (2.9) and wX(M) = 0. We must now expand the contraction of the cocycle
with the invariant bilinears. First,l%e open the cocycle and write

1
W (M) NkapK CTH = kog M7ISe(THM = So(M 1T M) CTH
(I 1
=Nkop MITIM —So(M™ITATM)  CTH +K [} (C.28)

Using then (C.25) on this expression for k = —1, 0, 1, we see that the first term becomes a
sum of terms of the form nekp for k = —1, 0, 1. The last term instead stays as it is. Adding
everything up we then find

a ] YTB L] Y 1 —1E~I 2 _ a2 [

w*(M) [NIgS{(TF) = [AnIS{(Lo)INLF- B\ M pLo + (p° — p°)L1 MI|ADL]

] 1, [ -
M

1 ]
+Tr ZWSI(L_y) —BTr SOM™ L —pLy (C.29)
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Combining this expression with nd , expanding the shift operators and plugging every-
thing into (4.79) we arrive at

':,'le 1l i R s oy | B N
AN = —@a]  PLogn + M %Lo+ 1-2 L ™ |AD33JA|—§E6JA|AD39JA|
O g 1 1T

R

n=0

T 5 1
ST IO Pl M Slo- p%Ll M @] = @[, (C30)
n=0

which reproduces equations (4.67) and (4.92) of [1].

C.3 Series regularisation and integrability conditions

In computing the equations of motion in the extended formalism of Section 4.6, we have found
that for some of them, using twisted self-duality to eliminate all dual fields leads to divergent
sums that need to be regularised. This necessity is essentially due to the fact that commutators
of P and Q cannot be reduced to a finite expression using only the Eg commutation relations,
especially when Sy, operators are involved, because P and Q are infinitely extended over both the
positive and negative loop and vir levels. We give more details on this in Appendix F. To motivate
the regularisation procedure we adopt in this paper, we can look at the integrability condition
for twisted self-duality (2.46) in purely two-dimensional (super)gravity, which we proved in
Section 2.3, but formulated now only in terms of P and Q as defined in (2.45) and their Maurer—
Cartan equation. The matching of integrability conditions of (2.46) we give in Section 2.3
does not involve any regularisation because it is based on the Maurer—Cartan form dvv—1!
which takes values only along non-positive loop and vir levels. Then, the only commutators
one encounters are those needed to apply the Maurer—Cartan equation to the linear system
(2.22) (more precisely, its w expansion with generic y(w)) and they are all finite. Writing
the integrability conditions in terms of P and Q instead, we encounter commutators that are
not finite per se, and we will see that in order to reproduce the result based on dvVV~1 the
regularisations employed in Section 4 become necessary.

The Maurer—Cartan equation for P reads dP — [Q, P] = 0. Applying an S; operator to this
expression, using (B.2) and then (2.47), we arrive at

1

]
So dA—[Q, [P] =0. (C.31)

The eg component of this equation was already computed, in EXFT, in Section 4.6. Let us check
that up to a regularisation, (C.31) reproduces (2.15), (2.16) and nothing else. We will need that
in the triangular gauge (2.30) and by twisted self-duality

PY =[MPQ, QN = —sgn(m) [MP2, mEDO, (C.32)
Pm = MArr1)g, Qm = —sgn(m) (M drr—1),, Qg =0. (C.33)
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Let us take the L—,, p =0 component of this equation which, using twisted self-duality, reads

2d PHArT 1) + [(drT YT, m@rr )], (C.34)
1
=2dPTHArr o+  @Cm+p) @MY CAMM Y5,
n=0
L1 1 ) -
=2dPIY AT Yy + (@dm Yo AL A1)y 2p+8 (—1)™m+4p  (—1)™
m=1 m=1

= 2dPFI A1) — 2(drr—1), 3 @drr—1),

= —p~'d Cdp if p even, 0 otherwise,

onn_hl recovers the free equaES:?f motion for p. We have resummed the divergent series
E[_’;E’I(_l)mm - —1/4 and _;(—1)™ - —1/2 using the z - 1 limit of a geometric series
n=1(—2)"p(n) for p(n) a polynomial in n. Now for the loop part,

dPlre —[Q, Pllre (C.35)
1 1 (I
=dPPe -8B QA RS "+ n Qp-n [BE—QR [Bp—n .
nCZ nCZ
We redefine n — p —n in the second-to-last term. Using that, by twisted self-duality, QA and

Qn are n-odd, while the P are n-even, we find that several terms cancel out and we are left with

) O
=dPPPe —FABCQA PP P -2 n QR [Bp—n+Qn A" (C.36)

n=1

— 1p0 AB 0 1p0 1+(=1P -1 1po 1:!1
=dPI' P — FAPcQp T Pg +4=A2(dIT ) PITPE (—1)™n
n=1
1
dPQ — FABCQAPS =0 p odd,
p~td(p (B) — FAB-QQ (B3  p even,
which reproduces (2.16) given P2 = FC;A a Q = (3A, which is valid because of the triangular
K(Eg) gauge. We have again regularised ;-,(—1)"n - —1/4.

C.4 Matching of scalar equations of motion to Eg EXFT

As a further motivation for the regularisations employed in Section 4.6 and studied in the
previous section, we provide here the matching of the V scalar field equations of motion derived
there to those of Eg exceptional field theory. A full matching of the Eg theory to the Eg one
has been given at the level of the pseudo-Lagrangians in the minimal formalism of Section 5.

We begin with the %A component of equation (4.121), looking only at the left-hand side
since the scalar potential has already been matched to Eg exceptional field theory in [1]. We
will rewrite the relevant term as

& e
p%@% +2[FI;N VTAY T, (C.37)
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where we have conjugated the expression by the Eg/Spin(16) coset representative V and rescaled

by a factor of 2. This means that this expression should be traced with ZH%(\C/’TB\C/’ - =

M™18M, which is the natural expression for the variation of the Eg generalised metric Mag.
We will now choose the solution of the section constraint (3.10). With this, we can expand

AILTA = %p (@aw)V TAV 1, (C.38)
A TA = %(fABCOCAB —Ba + fagCYBacw)VTAV 1, (C.39)

where TA [CHg and w = [OJALC{not to be confused with the spectral parameter). In analogy
with (5.107) and (5.106), we have defined A® = TS, |ACand —Ba = Tr(B®T_1 4).
Looking at the first two terms in the expansion (4.122) of D-HBQ, we write

| [l -
D(p [BR) — pFePAQR B VITAV
= d(pV ! EATAV) — @ JA[V ~! CEATAV
L] c B CyB A -1 0TF\
+p fag€0cAB —Ba + fagCYBacw [TA VL ELTFV]. (C.40)

]

We now implement the field redefinitions

A® = A®C —wAf,

C.41
Bc = BSDC—WB¢C—p|m3W ( )

where A’PC and BZPc are the x? and x* components of the Eg vector fields, while A§ and Bgc
are their components along the third space-time direction denoted by ¢. We do not need a su [x_1
3P for the latter, but we identify them with

A§ =YL,  Bgc =2pncoFulTE 000 (C.42)
This was already established in [1]. Using (4.61), we then have that
2V TIPATAV = j°° —wjg — p [BAW (TA + MTITAM) (C.43)
where j°° = jiPdxH is eg valued and
Ji2= G2 Je) =M DM (C.44)
is the Eg scalar field current and Dthe Eg EXFT covariant derivative:
M™DgM = M~1ogM —ARTM HocM + (Fag “0c APRT —Bi) (TA+M~HTA)TM). (C.45)

We then have that (C.40) becomes, after the field redefinitions,

101 111 5 ) 5 A 1 1
§D—qu,—(Dq,w) p OI° —p Djg — p° LAAW (T + M T TaAM)

] ]
- %pzaAw TA J° —wje —p? [BEW(TE + M 1TgM) . (C.46)
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The daw [AgW[TA, TB] term vanishes by the section constraint.
We must now add to the above expression the @}A dependent terms of (4.122) as well as
the last one in (C.37). For the latter we compute, applying (C.41),

2FILV TITAV = pOa(MF DITA = p (D — WDg)(9aW) TA + p Dyw daw TA (C.47)

where w transforms as a scalar (weight 0) under Eg generalised diledmorphisms. For the last
two terms of (4.122) we also need Dp after the refinitions (C.41):

Dp = (D —wDg — (Dpw) )p (C.48)
so that
20 FCPA(IALL — [AI'©)PRV ~ITAV +2Dp ALV ~H(TA + Ta)V
= %pZaAw;'A —M7ITAM, j* —wjy —p [@BEwW (T® + |\/|—1TB|\/|)EI
+p(D —wDg — (DpW) )p 0aW(TA + M TITAM)
Ceoaw TA, —Wjo —p [BwW (T + M~ITeM)
+p(D —wDg — (DpW) )p 0aW(TA + M T1TAM), (C.49)

where in the last step we are using that the whole expression appears traced with M ~13M.

Again, the daw [dsW[T#A, TB] term vanishes by the section constraint. Putting everything

together we find

1 1 1

5(|\/|—15|\/|)A (D —wDgy — (DewW) )(p GI° —p [Wjy a) + p* Fas “MBPocw [@pbw +...=0
(C.50)

where the dots correspond to the contribution from the Eg scalar potential.
Comparing with the Eg EXFT equations of motion, we have that the variation of the kinetic
term reads (up to total derivatives, denoting by e the determinant of the 3d vielbein)
—1 1

1 - _ | ]
5 —Zegﬂﬁ"\%ﬁ% = (MM Dyeg" i (C.51)

N[ -

1 -1 AI:I D - —1,20\; L]
= 5(M770M)™ (D — wDg — (Dew) ) (P O —p DMjpa) + Do "€ )oA

where the last term is purely internal (only internal derivatives and no 2d vector fields) and
hence is reproduced by the Eg scalar potential contributions in the ‘...” above. Finally, the Eg
scalar potential contains one term dependent on the Kaluza-Klein vector wy,:

1 1
—eVg, =...+ ZeMABaAg‘EEEJBgmf i §p3 MAB g w,, dgwH . (C.52)

Again the dots represent purely internal terms. Variation of this term reproduces exactly the
last term in (C.50), proving the claim.

102



D The Eg Virasoro constraint

In order to match the Virasoro constraint (4.83) in the Virasoro-extended formulation of the
theory with the Euler-Lagrange equation for g, in its minimal formulation, one must assume
that the section constraint is solved consistently with the Eg parabolic gauge (5.96) such that
B takes the form (5.105). This is always possible since all solutions to the section constraint are
Eg conjugate to this one. Although matching these two equations in this way requires to break
Eg symmetry, both equations are Eg invariant and they therefore must be equivalent.

The terms in the pseudo-Lagrangian (5.44) that contribute to the Euler-Lagrange equation
for g,y are

1 1 U -1 1yan
L, + EEWJu—lJv K+ EpsuvacrpgK)\DuchDvgp)\ + DT [ag"” |M l|6guv L (D.1)

By construction, the variation of L; involves infinitely many terms, with

L1 1 t -
3Ly =3p 3" Tr M7IS1(3)'M+x, By — e THT*BUTIM TP MB,] . (D.2)

But if we assume (5.105) and therefore (5.106), one can use the semi-flat formulation introduced
in Section 5.4 with the same steps to show that the variation of the pseudo-Lagrangien (5.44)
with respect to gy, reduces to the variation of

P

- Lo~ |
Z— ZnABgHV I%JAC'JU((): + MAC Buc n D'Jv% +MBPB,p + 25"V D,,pDy0 + D,,pD, G+

1 A~~~ -1 A
+ Eps”\’sopgK}\DpQOKDvgp)\ + DT EGE”VIM llaguv L] (D.3)

where Z is the term (5.127) that vanishes upon using the duality equation (5.35). One can
therefore ignore Z in deriving the Euler-Lagrange equation for gV to get a manifestly finite
result.

Using the same solution to the section constraint for the fields B® in the extended formu-
lation and setting all the Virasoro fields to zero, one obtains that

2PV IV = Ju +NacMBCBs T, (D.4)

where Ba = —Tr(B®T_1a). Substituting this result in the Euler-Lagrange equation (D.3) for
Ouv evaluated at Gy, = nuv gives precisely (4.83) at vanishing Virasoro fields.

E On symmetries of pseudo-Lagrangians

In this appendix, we consider in some generality the definition of symmetries of a pseudo-
Lagrangian. This discussion is relevant to the invariance of the theory under external diled-
morphisms as discu%d in Section 5.3. Denote the fields of a theory collectively as @', with a
pseudo-action S = L, its associated Euler-Lagrange equations E; = 25 = 0, and assume a

3¢
separate set of duality equations Ea = 0.
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Having a symmetry with parameter & means that the equations of motion transform into
each other according to

8:E1 = A (8, 0)E; + BIB(E, 0)Es , 8:Ea = Ca” (&, 9)E; + DAP(E, 9)Es . (E.1)

This is certainly the case if both the duality equations and the pseudo-action are invariant under
that symmetry, in which case B;B = Ca? = 0. But we want to define a minimal requirement.
To this purpose consider

1]

5 I 58S

BT T el 53
g B ES e’ s
- e® 57 30! 5p! 3¢
_ Og ¢”

One re-obtains that the Euler—Lagrange equations transform into themselves if 8:S = 0. How-
ever, having a symmetry as defined by (E.1), only requires the weaker condition that 6%658
must be proportional to the equations of motion E; and the duality equations Ea. For this to
be the case it is su Lcieht for &S to be quadratic in the duality equations

L4 -
&S= o' e)EE;+pB'B(E )EEs + Yy P (E Q)EAEE . (E.3)

One can always redefine the symmetry such that the two first terms vanish, with

g = 80" —a' (€, 9)E; —B'B(E, 9)Es (E-4)
but the last term cannot be eliminated in general. One has then
%AB 5 L1
BEED= D Ea A E ) Ea E5)

and we get that yAB £ 0 if B, B (€, ¢) does not vanish. So if the Euler-Lagrange equations do not
transform into each other under a symmetry, but also mix with the duality equations, then the
pseudo-Lagrangian is only invariant up to terms quadratic in the duality equations. However,
it is not su Lcieht that the action is invariant up to terms linear in the duality equations.

F On Kac—Moody groups

For a given Kac-Moody Lie algebra there are diLerent definitions of an associated Kac—Moody
group and representations, see [75,76]. In the case of centrally extended loop groups, the two
standard notions of a minimal group and maximal (or completed) group can be described as
follows.
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The minimal group, denoted consists of maps from the complex plane into the group Eg,
where the maps are restricted to Laurent polynomials around infinity (or the origin). In terms
of the spectral w (], one starts with elements g™(w) that can be written as

1
g"w)=  w g (F.1)

-1

with < I(finite integers) and such that for each value of w one has g™ (w) [Eg (for a chosen
matrix representation). This space of maps forms a group (under pointwise multiplication) and
can be centrally extended [77]. The resulting group is

The completed group replaces Laurent polynomials by formal Laurent series around
infinity. In terms of an expansion in powers of w, this means that we are allowing arbitrarily
negative powers of w

 —
g w)= w g. (F.2)

-1

The — indicates both that the powers are arbitrarily negative and that this corresponds to a
completion in the positive Borel direction, which is consistent with our choice of letting T4 L 1
wmTA correspond to negative (positive) roots for m > 0 (m < 0), respectively. We also require
g® (w) [Hg as a group element in the field of formal Laurent series in w. As the conditions
for being in the group are algebraic conditions on the matrix entries (such as det g~ (w) =1),
these are also expressible in terms of formal Laurent series and can be imposed without requiring
the series to converge. Since formal Laurent series form a field, elements of this type form a
group and can again be centrally extended.*? The logarithmic derivative dg®™ (w) (gc_(w))_1
is an element of the completed Lie algebra €51 that consists of eg-valued Laurent series around
infinity with central extension. From the point of view of the root space, we allow for an infinite
linear combination of negative root generators in €51 but only a finite linear combination of
positive root generators. It possible to define a Lie bracket on &1.

The explicit coset representative that is given in (2.30) clearly belongs to this completed
group and thus we take for the scalar fields the group . Elements of this group can act
on highest weight modules R(A\)y since the exponentials of positivehighest generators all are
finite sums (rather than series) due to the existence of a highest weight. When we try to act
on a lowest weight modules R(A)y the exponentials do not terminate but the computation for
any given weight space is a finite sum so that one could consider infinite linear combinations
in the space R(A\)n, which is sometimes called the completed module [76] and which we denote
by R(A);, . The (algebraic) dual of highest weight module R(A)n is a completed lowest weight
module R(A);~ and the pairing is invariant under .

The Chevalley involution maps the (negatively) completed Lie algebra €71 to the (positively)
completed Lie algebra €51 since it interchanges negative and positive roots. If €1 are Laurent

42We note that, when using the Geroch group for generating solutions of the Einstein equations [78], an
intermediate version of the loop group is used that is given by meromorphic functions on (covers of) Riemann
surfaces.
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series around infinity, then &1 are Laurent series around the origin. Therefore, the projections®

1 |:|
PW) =2 QVE (W) VW) T+ dvE(w) %'C‘(w)c'lﬂ,I
L1 1
Q(W):% AV o w) Vo w) = dv e (w) I%'C—(w)':'lﬂ,I (F.3)

of the Mauer—Cartan form lie in the doubly completed space €51~ = €571+ €1 for VV °~(w) E@
There is no Lie bracket on €1 that can be defined by a finite number of operations from the
one on eg since this would require multiplying Laurent series around infinity with Laurent series
around zero which is not a well-defined operation. The completed group does not act
on €T for the same reason, only does. Therefore, strictly speaking, the current J(w) =
2(V C_(W))_lp(W)V ¢~(w) is ill-defined. There is a well-defined action of K( = K(Eo)
on the components P and Q of the Maurer—Cartan form. This is su [cieht for defining the
action of generalised di Ledmorphisms since the derivative is a constrained object. Besides using
the Unendlichbein approach to avoid the problem of the ill-defined current, one can consider
Eg exceptional field theory in a level decomposition with respect to a finite-dimensional Levi
subgroup, such as Eg. This semi-flat formulation was used in Section 5.4 and yields a current
J that is in €T since the conjugation of the symmetrised Maurer-Cartan form is reduced
to elements of the Levi subgroup and all other objects in the theory are conjugated by the
remaining unipotent elements of appropriately.

Because the coset representative is an element of ,44 the representations it acts on must
be of the right type: either completed lowest weight modules (such as JADJor minimal highest
modules (such as [d]). For instance, typical expressions we encounter are [@|V ~1...V 1A
with v~ E@ that can act on completed lowest weight modules (while V ~1 has finite action
on [dl]).
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