Transcription activation depends on the length of the RNA polymerase II C-terminal domain
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**Abstract**

Eukaryotic RNA polymerase II (Pol II) contains a tail-like, intrinsically disordered carboxy-terminal domain (CTD) comprised of heptad-repeats, that functions in coordination of the transcription cycle and in coupling transcription to co-transcriptional processes. The CTD repeat number varies between species and generally increases with genome size, but the reasons for this are unclear. Here, we show that shortening the CTD in human cells to half of its length does not generally change pre-mRNA synthesis or processing in cells. However, CTD shortening decreases the duration of promoter-proximal Pol II pausing, alters transcription of putative enhancer elements, and delays transcription activation after stimulation of the MAP kinase pathway. We suggest that a long CTD is required for efficient enhancer-dependent recruitment of Pol II to target genes for their rapid activation.
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**Introduction**

RNA polymerase II (Pol II) carries out transcription of protein-coding genes and many non-coding RNA species in eukaryotic cells (Cramer, 2019). The largest subunit of Pol II, RPB1, contains a unique C-terminal domain (CTD) that consists of heptapeptide repeats with the consensus sequence YSPTSPS (Allison et al., 1985; Corden et al., 1985). The CTD forms a long and flexible, tail-like extension from the Pol II body (Cramer et al., 2001). The CTD is essential in yeast, *Drosophila*, and mammalian cells (Allison et al., 1988; Bartolomei et al., 1988). In *vitro*, the CTD is dispensable for basal RNA synthesis (Corden, 2013), but required for activated transcription (Koleske et al., 1992).

A plethora of biochemical and genetic studies have demonstrated that the CTD functions in coordinating the transcription cycle with RNA processing and other nuclear events (Phatnani & Greenleaf, 2006; Chapman et al., 2008; Buratowski, 2009; Mayer et al., 2012; Hsin & Manley, 2012; Eick & Geyer, 2013; Zaborowska et al., 2016; Harlen & Churchman, 2017; Gerber et al., 2020). The CTD recruits factors for pre-mRNA processing, in particular splicing (Fong & Bentley, 2001; David et al., 2011; Hsin & Manley, 2012). Factor binding to the CTD relies on interactions with short regions in the CTD comprising only 1–3 heptapeptide repeats (Meinhart et al., 2005).

The length of the CTD differs strongly between species. CTD length appears to scale with genome size and to correlate inversely with gene density (Stillier & Hall, 2002; Quintero-Cadena et al., 2020). Genetic studies revealed the minimal number of CTD repeats that supports viability of various species (Bartolomei et al., 1988; Bartolomei et al., 2018). In the yeast *Saccharomyces cerevisiae*, only eight out of the 26 CTD repeats are required for viability, although 13 repeats are needed to overcome temperature sensitivity (Nonet & Young, 1989). The human CTD contains 52 repeats, but human cells expressing Pol II with only 25 CTD repeats grow normally (Boehning et al., 2018).

Based on available literature, it remains poorly understood why a certain CTD length is required for Pol II function in various species. CTD length correlates with the distance between gene promoters and their regulatory enhancer elements, suggesting that the CTD facilitates promoter-enhancer contacts (Allen & Taatjes, 2015). Consistent with this model, CTD shortening can reduce expression of genes that are controlled by enhancers (Allison & Ingles, 1989; Scafe et al., 1990; Gerber et al., 1995; Aristizabal et al., 2013). Recent studies suggested that the CTD is involved in the formation of promoter-enhancer contacts that rely on protein clustering driven by liquid–liquid phase separation (LLPS) (Sabari et al., 2018; Nair et al., 2019). Indeed, the CTD can undergo LLPS in *vitro* (Boehning et al., 2018) and can be incorporated into LLPS droplets of transcriptional activators (Kwon et al., 2014; Burke et al., 2015). The CTD is also important for Pol II clustering in *vivo*, as shortening of the human CTD from 52 to 25 repeats decreases the number and size of Pol II clusters in the human cell nucleus (Boehning et al., 2018).

Here, we systematically investigate the functional consequences of shortening the length of the CTD in human cells. We use a...
human cell line that expresses Pol II with a CTD truncated from 52 to 25 repeats (Boehning et al., 2018). Multiomics analysis of this cell line shows that CTD shortening does not generally alter RNA synthesis and processing, but that rapid RNA synthesis changes in response to an external signal are delayed and compromised. These results reveal that the normal CTD length is required for efficient transcription activation in human cells and are consistent with the model that the CTD is critical for rapid Pol II recruitment to genes upon their activation.

Results

CTD shortening hardly alters the human transcriptome

To investigate the functional consequences of CTD length shortening in human cells, we used U2OS osteosarcoma cells carrying an α-amanitin-resistant variant of RPB1 (Meininghaus et al., 2000) with 52 CTD repeats (“RPB1-52R”, corresponding to wild-type) or with 25 CTD repeats (“RPB1-25R”) (Boehning et al., 2018). To characterize RNA metabolism genome-wide, we subjected both cell lines to transient transcriptome analysis (TT-seq) (Fig 1A and B, Materials and Methods). TT-seq uses a short pulse of metabolic RNA labeling with 4-thiouridine and subsequent sequencing of the labeled, newly synthesized RNA fragments (Schwalb et al., 2016). Together with standard RNA-seq and with the use of kinetic modeling (Sun et al., 2012), TT-seq can provide RNA synthesis and degradation rates.

We collected TT-seq and RNA-seq data for two biological replicates in both RPB1-52R and RPB1-25R cells (Fig EV1A and B). We used RNA spike-in probes to enable detection of global changes (Materials and Methods). We also confirmed that expression of the RPB1 mutation that confers α-amanitin resistance does not alter RNA levels (Fig EV1C). Comparison of the data from the two different cell lines shows that CTD shortening does not lead to global changes in RNA levels for RefSeq genes (Fig IC). Only ~7% of all expressed genes were differentially expressed (Padj < 0.05 with fold change > 2 (upregulated genes) or < 0.5 (downregulated genes)) (Fig IC). Downregulated genes were enriched in factors regulating mesenchymal cell proliferation (Fig EV1D), in agreement with slightly reduced cell proliferation (Fig EV1E). We also did not observe changes in the RNA synthesis of transposable elements (Fig EV1F). Consistent with these findings, mRNA synthesis and degradation rates as well as mRNA half-lives were also essentially unchanged (Fig 1D–F). In conclusion, CTD shortening does generally not alter the transcriptome or RNA metabolism in human cells.

CTD shortening hardly affects pre-mRNA splicing

In order to reveal possible consequences of CTD shortening for pre-mRNA splicing kinetics, we used our TT-seq datasets and quantified sequencing reads that were derived from unspliced transcripts (“unspliced reads”). These reads either span exon–intron junctions (5′ splice sites, 5′SSs) or intron–exon junctions (3′ splice sites, 3′SSs). To avoid confounding effects of alternative splicing, we used only major mRNA isoforms that constitute at least 70% of total RNA-seq expression for a given gene (Materials and Methods). Using this criterion, we identified a total of 6,260 major RNA isoforms in RPB1-52R and in RPB1-25R cells, containing 24,393 5′SSs and 24,995 3′SSs. We then computed a “splicing ratio” that we defined as the ratio of spliced (exon–exon) reads over the sum of spliced and unspliced reads. CTD shortening did increase the splicing ratio only very slightly (Fig 2A), and this was independent of the position of the intron within the transcript (Fig 2B–D).

To investigate whether CTD shortening affects alternative splicing (Cramer et al., 1999), we isolated chromatin-associated RNA, which is enriched in nascent pre-mRNAs (Bhatt et al., 2012). We directly sequenced these long RNAs with the Oxford Nanopore technology from both types of cells (Materials and Methods). In these data, only 335 out of 47,416 detected mRNA isoforms were differentially expressed (Fig 2E), and the majority of these showed intron retention (Fig 2F). Together, these results show that CTD shortening in human cells does hardly alter pre-mRNA splicing and alternative splicing.

CTD shortening slightly alters promoter-proximal pausing of Pol II

To investigate whether CTD shortening affects promoter-proximal pausing, we used a previously developed multiomics approach that provides kinetic insights (Gressel et al., 2017, 2019). Briefly, this approach uses kinetic modeling to fit TT-seq data and Pol II occupancy data and estimate the productive initiation frequency and the duration of Pol II pausing in the promoter-proximal region. To map occupancy with transcriptionally engaged Pol II over the genome, we performed precision run-on sequencing (PRO-seq) (Mahat et al., 2016) in RPB1-52R and RPB1-25R cells for two biological replicates (Fig EV2A and B). Spike-in probes were derived from Drosophila RNAs and used for quantification (Materials and Methods).

Analysis of the PRO-seq data showed that CTD shortening slightly decreased Pol II occupancy in the promoter-proximal window downstream of the transcription start site (TSS) (Fig 3A), whereas the position of the Pol II occupancy peak remained unchanged (Fig 3B and C). To investigate the reasons for the decrease in Pol II occupancy, we calculated the productive transcription initiation frequency (I) and the duration of Pol II pausing (d) by combining TT-seq with PRO-seq occupancy data as described (Gressel et al., 2017). I was computed from TT-seq coverage over non-first constitutive exons, whereas d was obtained as a ratio of PRO-seq signal over I in the promoter-proximal window (see Materials and Methods). Whereas I was essentially unchanged, d was slightly decreased (Figs 3D–F, and EV2C and D). These results show that CTD shortening does not substantially alter Pol II pausing behavior under steady state conditions except for a slight decrease in pause duration.

CTD shortening does not alter Pol II velocity and termination

TT-seq metatagene profiles over gene bodies were unaltered upon CTD shortening (Fig 3G), suggesting that Pol II elongation velocity is largely unchanged. To investigate this, we estimated Pol II velocity within expressed genes from our data as described previously (Gressel et al., 2017). We found that Pol II elongation velocity is unchanged upon CTD shortening (Fig 3H). We then plotted TT-seq data around the polyadenylation site (PAS) and found no changes upon CTD shortening (Fig 3I). Poly-A tail length as measured by Oxford Nanopore sequencing was not substantially altered either, indicating that 3′ end processing was normal (Fig 3J). We also called transcription termination sites downstream of the PAS as described (Schwalb et al., 2016)
and also did not find any changes upon CTD shortening (Figs 3K and EV2E and F). In summary, these results indicate that Pol II elongation and termination do not show any obvious changes upon CTD shortening in human cells under steady state conditions.

CTD shortening reduces the number of transcribed putative enhancers

To investigate whether CTD shortening affects transcription of enhancers, we annotated putative enhancer RNAs (eRNAs) based on our TT-seq data with the use of a previously established strategy (Schwalb et al., 2016; Michel et al., 2017; Zacher et al., 2017).

We annotated 2,954 putative eRNAs in RBP1-52R cells, but found only 1,779 enhancers in RBP1-25R cells (Fig 4A). The lower number of annotated eRNAs in cells expressing Pol II with a shorter CTD did not arise from technical limitations because the TT-seq samples were sequenced to the same depth of over 100 M reads (Table EV1). On average, putative eRNAs were also slightly shorter and showed slightly lower synthesis rates (Fig 4B and C).

Putative enhancers were enriched in binding sites for members of DE and CA. The consensus repeat (YSPTSPS) and non-consensus repeat (CTD52) are shown. To investigate whether CTD shortening affects transcription of enhancers, we annotated putative enhancer RNAs (eRNAs) based on our TT-seq data with the use of a previously established strategy (Schwalb et al., 2016; Michel et al., 2017; Zacher et al., 2017).

We annotated 2,954 putative eRNAs in RBP1-52R cells, but found only 1,779 enhancers in RBP1-25R cells (Fig 4A). The lower number of annotated eRNAs in cells expressing Pol II with a shorter CTD did not arise from technical limitations because the TT-seq samples were sequenced to the same depth of over 100 M reads (Table EV1). On average, putative eRNAs were also slightly shorter and showed slightly lower synthesis rates (Fig 4B and C).

Putative enhancers were enriched in binding sites for members of DE and CA. The consensus repeat (YSPTSPS) and non-consensus repeat (CTD52) are shown.
the Activator Protein-1 (AP-1) transcription factor family, including FOS, JUN, and ATF (Fig EV3A). These factors function in bone development and regeneration (Ohta et al, 1991; Wagner, 2002) and in osteosarcoma tumorigenesis (Leaner et al, 2009), consistent with cell-type specificity criteria for enhancers (Shlyueva et al, 2014; Heinz et al, 2015).

We then paired the obtained putative enhancers with their nearest transcriptionally active genes when their transcription start sites
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**Figure 2.**
transcription activation. We performed TT-seq in RPB1-52R and We next investigated whether CTD shortening influences signal-induced et al., 2016). These results suggest that a fraction of putative enhan-
(TSS) were located within a maximum distance of 500 kb (Materials and Methods). Using this conservative approach, ~80% of annotated putative enhancers could be paired with at least one active gene in either cell line (Fig EV3B). Most active genes were paired with one putative enhancer (Figs 4D and EV3C). Genes that showed increased or decreased RNA synthesis upon CTD shortening generally also showed increased or decreased eRNA synthesis of their paired putative enhancers (Fig EV3D and E). These observations are consistent with the general finding that eRNA synthesis can serve as a proxy for enhancer activity (Melgar et al., 2011; Wu et al., 2014; Li et al., 2016). These results suggest that a fraction of putative enhancers change their transcription activity upon CTD shortening and that our pairing approach can recapitulate real functional interactions between target genes and their putative enhancers.

CTD shortening impairs transcriptional activation and enhancer transcription

We next investigated whether CTD shortening influences signal-induced transcription activation. We performed TT-seq in RPB1-52R and RPB1-25R cells after their stimulation with 12-O-Tetradecanoylphor-
бол-13-acetate (TPA), a chemical that induces the MAP kinase signaling pathway (Kolb & Davis, 2004). Cells were stimulated with 200 nM TPA or DMSO (solvent control) for either 15 min or 30 min, and RNA synthesis was monitored by TT-seq using a 4sU labeling time of 15 min (Fig EV4A–C). We observed strongly reduced signal-activated transcription induction in cells expressing Pol II with the shortened CTD. Upon 15 min of TPA stimulation, only 29 genes were significantly upregulated in RPB1-25R cells in comparison with 113 genes in RPB1-52R cells (Figs 5A and EV4D). Further, the genes that changed RNA synthesis in both cell lines at least twofold showed much lower response in cells with the shortened CTD (Figs 5B and EV4E). Among those genes were the well-known immediate early genes FOS, JUNB, EGR1, and DUSP1 that encode regulatory factors (Herschman, 1991; Hargreaves et al., 2009). Upon 30 min of TPA stimulation, transcription activation was still impaired, albeit to a lower extent (Fig 5C and D).

We next investigated whether the observed reduced transcription activation is accompanied by changes in enhancer transcription. We annotated putative enhancers based on their eRNA synthesis and paired them with nearby putative target genes using the same
Figure 3.
approach as above. We observed that the number of annotated putative enhancers was higher upon TPA stimulation compared with the DMSO control, showing that new putative enhancers became transcriptionally active (Figs 6A, and EV5A–C). In addition, TPA stimulation led to a larger fraction of genes pairing with more than one putative enhancer in RPB1-52R cells compared with RPB1-25R cells (Fig 6A). Also, putative enhancers paired with genes that were upregulated in both cell lines upon TPA induction showed higher eRNA synthesis in RPB1-52R cells than in RPB1-25R cells (Fig 6B–D). We conclude that CTD shortening impairs transcription activation of both, target genes and of their putative enhancers.

**CTD shortening delays transcription activation**

Our above analysis suggested that CTD shortening delays the natural gene induction during TPA stimulation, but does not
generally change the identity of the target genes that are activated (Fig 6E). To investigate this, we identified 63 genes whose transcription was induced after 15 min of TPA stimulation in RPB1-52R cells, but not in RPB1-25R cells. We found that the same genes were induced in RPB1-25R cells after 30 min of stimulation, showing that transcription activation was delayed, but that generally the same genes were targeted (Fig 6E, Table EV2). The same trend was observed for putative enhancers that were paired with these genes that showed delayed transcription activation (Fig EV5D). Overall, this indicates that CTD shortening delays signal-induced transcription of target genes but does not generally alter which genes are induced.

**Discussion**

Here, we investigate how shortening of the Pol II CTD influences transcription kinetics in human cells. One important outcome of our comprehensive analysis is that CTD shortening hardly changes RNA metabolism in steady state. Based on available literature, this is not
**Figure 6.**

- **A.** Number of putative enhancers per gene as a function of the fraction of genes.
- **B.** TT-seq signal (Normalized FPK) for RPB1-52R and RPB1-25R after 15 min TPA, with p-value = 2.77e−05.
- **C.** TT-seq signal (Normalized FPK) for RPB1-52R and RPB1-25R after 30 min TPA, with p-value = 0.000732.
- **D.** Gene and putative eRNA annotation for DUSP1, showing gene expression and putative enhancer annotation.
- **E.** Venn diagram showing upregulated genes in RPB1-52R and RPB1-25R under different conditions, with genes with delayed kinetics indicated (n=63).
Figure 6. CTD shortening alters putative enhancers and delays transcription induction.

A Histogram showing the distribution of a number of putative eRNAs paired to genes in RPB1-S2R and RPB1-25R cells upon 15 and 30 min TPA treatment (200 nM) as well as in the DMSO controls.

B Box plots showing RNA synthesis levels (RPK) of putative eRNAs paired with genes upregulated (adjusted P value < 0.05, log2 fold change ≥ 1) in RPB1-S2R and RPB1-25R cells upon 15 min of TPA treatment (200 nM). P value = 0.000732 (Mann–Whitney U-test) Box limits are the first and third quartiles, the band inside the box is the median. The ends of the whiskers extend the box by 1.5 times the interquartile range. Two independent biological replicates were analyzed.

C Box plots showing RNA synthesis levels (RPK) of putative enhancer eRNAs paired with genes upregulated (adjusted P value < 0.05, log2 fold change ≥ 1) in RPB1-S2R and RPB1-25R cells upon 30 min of TPA treatment (200 nM). P value = 2.77e-5 (Mann–Whitney U-test) Box limits are the first and third quartiles, the band inside the box is the median. The ends of the whiskers extend the box by 1.5 times the interquartile range. Two independent biological replicates were analyzed.

D Exemplary genome browser view showing TT-seq read coverage over DUSP1 gene as well a region giving rise to a putative eRNA mapped to it in RPB1-S2R and RPB1-25R cells upon 15 min of TPA treatment (200 nM).

E Venn diagrams showing overlaps between groups of genes upregulated upon 15 min TPA treatment in RPB1-S2R and RPB1-25R cells (left panel), 30-min TPA treatment in RPB1-S2R and RPB1-25R cells (middle panel) as well as triple overlap between genes upregulated upon 15 min TPA in RPB1-S2R and RPB1-25R cells with those upregulated upon 30 min TPA in RPB1-25R cells (right panel). Genes showing adjusted P value < 0.05 and log2 fold change ≥ 1 were considered upregulated.

as surprising as it first appears. For example, release of Pol II from promoter-proximal pausing involves phosphorylation of the linker region between the Pol II body and the CTD (Sdano et al, 2017; Vos et al, 2018a,b) and CTD shortening does not change the linker region, explaining why pausing behavior is not strongly altered. Also consistent with our work, a recent study using a different CTD truncation system reported no changes in Pol II pause release on selected single genes in human cells (Gerber & Roeder, 2020). Further, the recruitment of factors for co-transcriptional RNA processing is not predicted to be defective upon CTD shortening because CTD-binding proteins interact with only 1-3 CTD repeats (Meinhart et al, 2005).

In addition, we show that CTD shortening delays transcription activation after cell stimulation, as exemplified by stimulation of the MAP kinase pathway. Stimulation of the MAP kinase pathway triggers a protein phosphorylation cascade that targets transcription factors and coactivators, modulating their interactions with target promoters and enhancers (Stevens et al, 2002; Yang et al, 2013; Klein et al, 2013). We therefore suggest that delayed transcription activation is caused by a defect in promoter-enhancer communication that is enabled or facilitated by the CTD. Indeed, CTD truncation is known to reduce the expression of genes that are controlled by enhancers (L. A. Allison & Ingles, 1989; Scafe et al, 1990; Gerber et al, 1995; Aristizabal et al, 2013) and was recently shown to alter transcriptional bursting (Quintero-Cadena et al, 2020). Factors that typically bind enhancer regions undergo liquid-liquid phase separation (LLPS) in vitro (Boija et al, 2018) and colocalize with Pol II in cells (Sabari et al, 2018; Cho et al, 2018). The CTD alone can undergo LLPS in vitro and can be recruited to nuclear condensates formed by transcription factors, and this behavior depends on CTD length (Kwon et al, 2014; Burke et al, 2015; Boething et al, 2018). The length dependency is likely caused by a decreased valency of interactions when the CTD is shortened, as LLPS strongly depends on multivalent interactions (Hnizs et al, 2017). Taking these considerations together, we speculate that CTD shortening impairs enhancer- and LLPS-dependent Pol II recruitment during cell stimulation, thereby delaying transcription activation.

This model of enhancer- and CTD length-dependent Pol II recruitment may also explain why CTD length generally increases with genome size. Enhancers can be located tens or even hundreds of kilobases away from their target genes (Levine & Tjian, 2003). Cells with larger genomes therefore may rely on a longer CTD to efficiently recruit Pol II to target genes. In this respect, we note that CTD shortening not only alters CTD length but also its chemical nature because the distal part of the CTD, which is absent in our RPB1-25R variant, contains heptapeptide repeat motifs that deviate from the consensus sequence at one or more amino acid positions (Dias et al, 2015; Simonti et al, 2015). It is known that such non-consensus repeats can form hydrogels in vitro with the N-terminal part of transcription factor TAF15 (Kwon et al, 2014), which raises the possibility that the distal CTD may interact with certain transcription factors. We therefore cannot exclude that some of the effects we observe here upon CTD shortening reflect in part a CTD function that is specific to the distal non-consensus repeats.

In conclusion, our results show that the proximal half of the human CTD supports RNA synthesis and co-transcriptional processes, whereas the full-length CTD is required for rapid transcription activation. These observations are consistent with a prominent role of the CTD in enhancer-dependent recruitment of Pol II to active genes, which is critical during transcription activation, when Pol II needs to be redistributed rapidly over the genome in the nucleus. Together, our results establish a crucial role of CTD length for efficient transcription dynamics in human cells.

Materials and Methods

Cell lines

We used previously reported human osteosarcoma U2OS cells (Boehning et al, 2018). RPB1-S2R cells stably express RBP1 containing an N-terminal HALO tag, N792D mutation conferring α-amanitin resistance, and 52 CTD repeats as in the wild-type protein. RPB1-25R mutant cells express only 25 repeats present in the wild-type RBP1, which correspond to repeats 1–21 and 49–52. Cells were grown in DMEM(1X)+GlutaMAX-I medium (Gibco, #21885-025) with 10% FBS (Gibco, #10500-064) in the presence 100 U/ml of Penicillin-Streptomycin (Thermo Fisher, #15140122) in a humidified incubator with 5% CO2 at 37°C. Mutant cells were cultured with 1 μg/ml of α-amanitin (Sigma-Aldrich, #A2263). For stimulation experiments, cells were treated with TPA (Sigma-Aldrich, #P1585) or DMSO (solvent control). DMSO was diluted 1:20,000 in the culturing medium to prevent its possible side effects on transcription (Verheijen et al, 2019). Drosophila Schneider-2 cells were obtained from Deutsche Sammlung von Mikroorganismen und Zellkulturen GmbH (DSMZ, #ACC130). The cells were grown in Schneider’s Insect Medium (VWR, #L0207-500) with 10% FBS.
doubling time was determined using the following formula: log2\[\frac{\text{corrected mean absorbance value for each condition}}{\text{background absorbance from the wells with medium after 4 h of incubation with the MTS reagent}}]\]. To determine the doubling time, absorbance was measured with the Infinite M1000 Pro Tecan Plate Reader every 12 h for 72 h in three technical replicates. Absorbance at 490 nm was measured with the AQueous One Solution Cell Proliferation Assay System (Promega, #A6220). Cell proliferation assay was performed using the CellTiter 96 HR 16-3200 (Intas).

**Western blotting**

1 × 10^6 cells were washed with ice-cold PBS, centrifuged at 200 × g, 4°C and lysed with 100 μl of NuPAGE LDS Buffer (Invitrogen, #NP0007) supplemented with 0.4 mM (final concentration) of DTT and sonicated for 30 s with Ultrasonic Cleaner USC-T instrument (VWR). The sample was diluted with 260 μl of water, and 30 μl were used for electrophoresis. Electrophoresis was performed using Mini-Protean TGX gel (Bio-Rad, #4561084) in 1x Tris/Glycin/SDS buffer (Bio-Rad, #1610732) in the presence of size marker. The transfer was performed with Trans-Blot Turbo system (Bio-Rad, #1404156) in a Trans-Blot Turbo instrument (Bio-Rad) for 10 min using the high-molecular weight program. After 1 h of incubation with 5% milk in PBS/0.1% Tween20, the membrane was probed overnight at 4°C with the following primary antibodies diluted in 1% milk/PBS/0.1% Tween20: α-HALO (dilution 1:1,000, Promega, #G9211) or α-U1 snRNP (dilution 1:200, Santa Cruz, #sc-39089). The membrane was washed three times with PBS/0.1% Tween, probed with HRP-conjugated α-mouse IgG (Abcam, #ab5870), developed using SuperSignal West Pico Plus Chemiluminescent Substrate (Thermo, #34580) and imaged with Chemocam Imager ECL Type HR 16-3200 (Intas).

**Proliferation assay**

Cell proliferation assay was performed using the CellTiter 96 AQueous One Solution Cell Proliferation Assay System (Promega, #G3582). U2OS cells were seeded in 96-well plates (1,500 cells/well) in three technical replicates. Absorbance at 490 nm was measured with the Infinite M1000 Pro Tecan Plate Reader every 12 h for 72 h after 4 h of incubation with the MTS reagent. To determine the doubling time, background absorbance from the wells with medium only was subtracted from that of sample wells and background-corrected mean absorbance value for each condition was determined. Doubling time was determined using the following formula: doubling time = \(\frac{\log_2}{\log(\text{background-corrected mean absorbance at 72 h}) - \log(\text{background-corrected mean absorbance at 0 h})}\). Estimated doubling times were 35 h for U2OS RPB1-52R and 42 h for U2OS RPB1-25R cells.

**TT-seq and RNA-seq**

TT-seq was performed as described (Schwalb et al, 2016; Wachutka et al, 2019) with minor modifications. Specifically, two biological replicates of U2OS cells, 6 × 10^7 cells each were labeled for 15 min with 500 μM of 4-thiouridine (4sU, Carbosynth, NT06186) at 37°C and 5% CO2. Each replicate was grown on 20 Petri dishes with the diameter of 15 cm. The cells on each plate were lysed with 5 ml of Qiazol Lysis Reagent (Qiagen, #79306), and lysates belonging to a replicate were pooled and mixed with 60 μl of 6 ng/ml spike-in mix prior to RNA isolation according to the manufacturer’s protocol. Spike-in sequences and their synthesis were as reported (Wachutka et al, 2019). 600 μg of RNA in batches of 200 μg of RNAs were sonicated to obtain fragments of < 6 kb using AFA micro tubes in Covaris S220 Focused-ultrasonicator. 1 μg of each of the sonicated RNA from each replicate was kept for the preparation of total RNA (RNA-seq). 4sU-labeled RNA was purified from 200 μg batches of the fragmented RNAs. Biotinylation and purification of 4sU-labeled RNAs was performed as described (Döhlen et al, 2008; Wachutka et al, 2019). Libraries for sequencing were prepared using 100 ng of input RNA (for both, total and labeled RNA-seq libraries) and TruSeq Stranded Total RNA Library Prep Gold (Illumina, #20020598), followed by sequencing with NextSeq500 (75 bases in paired-end mode).

**PRO-seq**

PRO-seq was performed as described (Mahat et al, 2016; Jaeger et al, 2020) with minor modifications. Briefly, 5.4 × 10^7 U2OS cells and 0.6 × 10^7 of Schneider-2 cells were used per replicate and two biological replicates were prepared. Nuclear run-on reactions were performed in the presence of 25 nM of biotin-11-CTP (Jena Bioscience, #NU-831-BIOX) and 25 nM of biotin-11-UTP (Jena Bioscience, #NU-821-BIOX). cDNA generated from adapter-ligated RNA was subject to 13 cycles of PCR in the final step. The sequencing library was size selected in two steps using RNAClean XP beads (Beckman Coulter, #A63987). The first step was performed with a ratio of beads:sample = 0.6:1 and the second step with a ratio of beads:sample = 1:1. Libraries were sequenced with NextSeq500 (42 bases in paired-end mode).

**Isolation of chromatin-associated RNA and RNA long-read sequencing**

Isolation of chromatin-associated RNA was performed as described (Conrad & Ørom, 2017) using 6 × 10^7 U2OS cells per replicate. One biological replicate was prepared. RNA isolated from the chromatin fraction was subject to purification of polyadenylated RNA using Dynabeads mRNA Purification kit (Thermo Fisher, #61006) according to manufacturer’s instructions. Two increase the purity of mRNA, two rounds of purification were performed for each sample. 500 ng of mRNA was converted into a sequencing library using Direct RNA Sequencing kit (Oxford Nanopore, #SQK-RNA002) according to manufacturer’s instructions. Reverse transcription reaction step was omitted. The libraries were loaded onto previously primed SpotON flowcells and sequenced using MinION device (Oxford Nanopore).

**Mapping and normalization of TT-seq and RNA-seq datasets**

Paired-end 75 bp reads were demultiplexed using 6 bp barcodes with bcl2fastq software (Illumina, v2.19.1). Mapping was performed using STAR (v2.6.1i) (Dobin et al, 2013) and a hybrid genome containing Genome Reference Consortium version GRCh38 (hg38) of the human genome (from April 2014) and spike-in sequences (Wachutka et al, 2019). The following parameters were set during mapping: –outFilterMismatchNmax 3 –outFilterMultimapScoreRange 0 --alignIntronMax 500000. Resulting bam files were filtered using SAMTOOLS (v1.9) (Li et al, 2009) to remove alignments with mapping quality lower than 7 (-q 7). Only proper pairs (-f2) were retained. Reads mapping to certain features were counted using HTSeq (v0.6.0) (Anders et al, 2015) using intersection-strict mode.
and –stranded=reverse parameter. RefSeq genes considered expressed were defined as genes having showing log2 RPKM value equal or higher than −7 in TT-seq datasets (for the longest transcript isoform annotated in RefSeq GRCh38) based on kernel density estimation plots of log2 RPKM values obtained for TT-seq counts. Further steps of data analysis were performed using R/Bioconductor (R version 3.5.3) (R Development Core Team, 2011). TT-seq datasets were normalized using RNA spike-ins as previously described (Schwalb et al., 2016).

Sequencing depth $\sigma$ for each sample $j$ was calculated according to the following formula:

$$\sigma_j = \text{median}(\frac{k_i}{l_i})$$

with read counts $k$ for all available spike-ins $i$ in sample $j$ for the RNA-seq samples and for the labeled spike-ins $l_i$ in sample $j$ for the TT-seq samples. Cross-contamination $\epsilon$ for each TT-seq sample $j$ was calculated with following formula:

$$\epsilon_j = \frac{\text{median}(\frac{k_i}{\sigma_j})}{\sigma_j}$$

Cross-contamination was set to 1 for RNA-seq samples. RNA synthesis and decay rates as well as RNA half-lives were calculated as described previously (Schwalb et al., 2016; Michel et al., 2017). Differential gene expression analysis was performed using DESeq2 Bioconductor package (Love et al., 2014). TT-seq coverage was calculated using coverage function from GRanges R Bioconductor package (Lawrence et al., 2013) and normalized using spike-ins.

**Gene ontology analysis**

Gene ontology analysis was performed using the WebGestalt tool (Liao et al., 2019). Significantly deregulated genes determined from the TT-seq datasets were analyzed with unchanged genes used as background. GO categories with FDR ≤ 0.05 are reported.

**Determination of major RNA isoform**

We used Salmon version 0.13.1 (Patro et al., 2017) in order to determine RNA-seq datasets expressed major transcript isoforms per gene from GRCh38 RefSeq isoform annotation (ftp.ncbi.nlm.nih.gov/refseq/H_sapiens/annotation/GRCh38_latest/refseq_identifiers/GRCh38_latest_rna.fna.gz). We retained the isoform that constitute at least 70% of total RNA-seq expression for a given gene based on the mean value of Transcript Per Million (TPM) expression, which should reach the value of at least 0.5 TPM per sample. We removed overlapping genes from further analysis. This approach yielded 6260 major isoforms in RPB1-52R and RPB1-25R.

**Calculation of splicing ratio**

For the exon-based splicing ratio analysis, we calculated reads overlapping a 4 bp window around the splice junction (2 bp located within the exon and 2 bp located within the intron) using findOverlaps function from the GenomicRanges Bioconductor R package (Lawrence et al., 2013). We limited our analysis to constitutive exons belonging to the major isoforms. Additionally, first exons had to be longer than 100 bp. We took into account only junctions that had more than 30 reads in the TT-seq datasets. This approach yielded 2,295 of first 5’SSs, 2,713 of first 3’SSs, 2,415 of last 3’SSs, 2,424 of last 3’SSs, 19,683 of intermediate 5’SSs, and 19,858 of intermediate 3’SSs in RPB1-52R and RPB1-25R. “Unspliced” reads were defined as reads overlapping at least 3 bp with the 4 bp window around the splice junction. “Total” reads were defined as reads overlapping at least 2 bp with the 4 bp window around the splice junction. “Spliced” reads were calculated as difference between “total” and “unspliced” reads. Splicing ratio was calculated by dividing “spliced” reads by “total” reads for each of the junction category. Statistical significance of observed differences was calculated using Mann–Whitney U-test.

**Estimation of RNA amount per cell**

The RNA amount per cell was estimated using spike-in counts as described (Gressel et al., 2017, 2019). For TT-seq experiments, $6.8 \times 10^7$ RBP1-52R cells and $5.6 \times 10^7$ RBP1-25R cells were used. The number of spike-in molecules per cell $N$ [cell$^{-1}$] for number of cells $n$ was calculated according to the following formula:

$$N = \frac{m}{M_n N_A}$$

with $n \times 10^{-3}$ g of spike-ins m, $n$ cells, the Avogadro number $N_A$ and the molar-mass of the spike-ins $M$ calculated with the following equation:

$$M = A_n \times 329.2 + 0.9 \times U_n \times 306.2 + C_n \times 305.2 + G_n \times 345.2 + 0.1$$

$$\times U_n \times 322.26 + 159$$

where $A_n$, $U_n$, $C_n$, and $G_n$ are the number of each respective nucleoside within each spike-in. 159 refers to the molecular weight of a 5’ triphosphate. The conversion factor to RNA per cell $k$ [cell$^{-1}$] was calculated for all labeled spike-ins $i$ with the length $L_i$ as follows:

$$k = \text{mean}(\text{median}(\frac{th_i}{L_i N}))$$

**Initiation frequency estimation**

Initiation frequency $I_i$ for genes longer than 10 kb and encoding major isoforms in RPB1-52R and RPB1-25R was determined as described (Gressel et al., 2017, 2019) by fitting spike-in normalized TT-seq coverage on all non-first constitutive exons in major isoforms for the labeling time $t = 15$ min to the following formula:

$$I_i = k^{-1} \frac{th_{\text{Colline}}}{t L_i}$$

Our initiation frequency refers to the productive initiation frequency and does not take into account possible premature termination events.

**Mapping of transcription termination site (TTS)**

The TTSs of genes encoding major isoforms in RPB1-52R and RPB1-25R cells was determined as described (Schwalb et al., 2016). TT-seq
datasets were subject to variance stabilization transformation. TTS was determined in the window (potential termination window, PTM) of 10 kb downstream of the annotated PAS (polyadenylation site) for genes which did not overlap with the TSS of the next gene downstream. The selection was further restricted to transcripts with RPK value ≥ 100. The segmentation function from Bioconductor package tilingArray (Huber et al, 2006) was used to segment the PTM based on TT-seq coverage drops of at least five times between two consecutive segments. The estimated TTS was determined as a border dividing two segments were the mean TT-seq coverage dropped to 0 at least 500 bp downstream of the PAS. TTS was estimated for 1958 of expressed major isoforms in RPBI-52R and RPBI-25R cells.

**PRO-seq data analysis**

PRO-seq data were trimmed with cutadapt version 1.11 (Martin, 2011) using the following parameters: sample PROseq_25R_Rep1: cutadapt -a TGGAAATTCCTCGGTTGACCAAGAACTCCAGTCACAT CGATCT -A GATCGTGGACTGTAAGACTCTGAGCTGATCTC GTGGT -m 20; sample PROseq_25R_Rep2: cutadapt -a TGGAA TTTCGTTGGGCAAAAGGAATCCAGCTGTCGTAATTCT -A GATCG TCGAATGATAGAGCTGATGATCTCGTGGTGTT -m 20; sample PROseq_52R_Rep1: cutadapt -a TGGAAATTCCTCGGTTGACCAAGAACTCCAGTCACAT CGATCT -A GATCGTGGACTGTAAGACTCTGAGCTGATCTC GTGGT -m 20. The reads were mapped to the human genome (Genome Reference Consortium version GRCh38) of the human genome (from April 2014) and to the *D. melanogaster* genome version BDGP6.28 with STAR (v2.6.1) (Dobin et al, 2013) using the following parameters: –outFilterMismatchNmax 3 –outFilterMultimapScoreRange 0 –alignIntronMax 500000.

Resulting bam files were filtered using SAMTOOLS (v1.9) (Li et al, 2009) to remove alignments with mapping quality lower than 7 (-q 7). Only proper pairs (-f2) were retained. In order to calculate normalization factors for PRO-seq, HTSeq (v0.6.0) (Anders et al, 2015) with intersection-strict mode and --stranded=reverse parameter was used to calculate reads mapping to *D. melanogaster* transcripts (Drosophila_melanogaster.BDGP6.28.100.genome.fa.gz from Ensembl.org) followed by calculation of size factors with DESeq2 Bioconductor package (Love et al, 2014). PRO-seq sequencing Read1 mapping to the human genome was converted to reverse complement sequence and the last nucleotide incorporated by the Pol II was determined (Pol II position)—last base of the reversely complemented Read 1 for the “+” strand, and first base of the reversely complemented Read 1 for the “−” strand. Coverage for Pol II position was calculated using coverage function from GRanges R Bioconductor package (Lawrence et al, 2013) and normalized using size factors determined with DESeq2 for *D. melanogaster* transcripts.

**Calling of the Pol II paused sites**

Pol II paused sites were determined as previously described (Gressel et al, 2017, 2019) for genes longer than 10 kb and encoding major isoforms. The paused sites were estimated in the window from the TSS to the end of the first exon. Only first exons longer than 100 bp were used. The paused site *m* was calculated using the maximization of the function $p_i = \max_{m} p_{im}$ where $p_i$ was a PRO-seq normalized coverage value at least five times higher than the median of non-negative normalized PRO-seq coverage values $p_{im}$ in the window.

**Pol II pause duration calculation**

Pause duration for genes longer than 10 kb and encoding major isoforms in RPBI-52R and RPBI-25R cells ($d_i^{\text{cell line}}$) in the pause window of ± 100 bp from the pausing site $m$ was determined as described (Gressel et al, 2017, 2019) using initiation frequency ($r_i^{\text{cell line}}$) and normalized PRO-seq coverage values ($\tilde{c}_i^{\text{cell line}}$) according to the following formula:

$$d_i^{\text{cell line}} = \sum_{m} \frac{\tilde{c}_i^{\text{cell line}}}{r_i^{\text{cell line}}}$$

**Elongation velocity estimation**

Elongation velocity for genes longer than 10 kb and encoding major isoforms in RPBI-52R and RPBI-25R cells $\tilde{v}_i^{\text{cell line}}$ was calculated using the following formula:

$$\tilde{v}_i^{\text{cell line}} = r_i^{-1} k + \frac{\sum \tilde{w}_i \tilde{c}_i^{\text{cell line}}}{\sum \tilde{w}_i r_i^{\text{cell line}}}$$

where $\tilde{w}_i$ is a weighting vector $\tilde{w}_i = \{1, 2, 3, 4, 5, 6, 5, 4, 3, 2, 1\}$.

**Direct RNA Nanopore sequencing data mapping and analysis**

Direct RNA Nanopore sequencing reads were obtained one replicate of RPBI-52R cells and RPBI-25R cells. Data processing was performed as previously described (Maier et al, 2020). FAST5 files were base-called using Guppy 3.1.5 (Oxford Nanopore Technologies) with the following parameters: guppy_basecaller -i fast5 -s basecalled --num_callers 1 --cpu_threads_per_caller 12 -c rna_r9.4.1.70bp- s_hac.cfg --r --fast5_out --calib_detect --u_substitution --o q.0. Direct RNA nanopore sequencing reads were mapped with minimap2 2.10 (Li, 2016) to the GRCh38/hg38 genome assembly (Human Genome Reference Consortium) with the following parameters: minimap2 -ax splice-k14 --secondary=non SAMtools 1.3.1 (Li et al, 2009) was used to quality filter SAM files, whereby alignments with MAPQ smaller than 20 (-q 20) were skipped. Further data processing was carried out using the R/Bioconductor environment version 3.5.3 and Python version 3.6.10. Poly(A) tail length was estimated using nanoplot version 0.8.4 (Oxford Nanopore Technologies) “polya” algorithm. Isoform abundance was estimated using FLAIR (Tang et al, 2020) and Bedtools version 2.25.0 (Quinlan & Hall, 2010). Splice junctions were corrected using TT-seq datasets with junctionsFromSam.py script.

**Annotation of eRNAs**

Actively transcribing enhancer RNA (eRNA) and other classes of transcription units (TUs) were predicted and annotated using
coverage information from paired-end TT-seq data as described (Schwalb et al., 2016; Michel et al., 2017; preprint: Villamil et al., 2019). To reduce gaps in coverage within expressed transcripts and to increase detection sensitivity to transcripts that are weakly expressed, the human genome reference sequence (hg20/GRCh38) was first binned into 200-bp sequences. Coverage was calculated as the count of TT-seq fragment midpoints falling within each bin in a strand-specific manner. Paired-end reads with an inner mate distance greater than 500-bp were discarded. The STAN R/Biocductor package (Zacher et al., 2017) was used to implement a hidden Markov model with a Poisson log-normal distribution to segment the binned genome into transcribed and untranscribed states. Contiguously transcribed bins and those separated by no more than 200-bp were merged as individual TUs. To refine the start and end positions of predicted TUs, coverage data in a ± 400-bp (2 bin) window around the original start and end positions were transformed into homoskedastistic data using a variance stabilization transformation. The variance stabilized coverage was then converted to a stepwise function and the position of the boundary between two steps was designated as the start or end of the transcript.

Transcript classification was carried out by searching for strand-specific overlaps with GENCODE-annotated transcripts (release 31). Predicted TUs that have at least 50% reciprocal overlap with GENCODE-annotated mRNAs and lncRNAs were classified as such. TUs that start < 1 kb downstream of these are discarded from further classification to account for downstream transcription run-through past the cleavage site. TUs that are antisense to GENCODE-annotated mRNA or lncRNA with transcription start sites (TSS) that are > 1 kb downstream of the mRNA or lncRNA’s TSS were classified as antisense RNA (asRNA). Those with TSS < 1 kb downstream of the mRNA/lncRNA TSS were classified as convergent RNA (conRNA), and those with TSS < 1 kb upstream of the mRNA/lncRNA TSS were classified as upstream antisense RNA (uaRNA). Remaining TUs, i.e., those with TSS > 1 kb away from any mRNA or lncRNA in either direction were classified as small intergenic non-coding RNA (sincRNA). Enhancer states previously defined in 127 human cancer cell lines (NIH Roadmap Epigenomic Project) were used to identify eRNA from predicted TUs. asRNA and sincRNA with TSS within ± 500-bp of Roadmap enhancer states were classified as putative eRNA. The eRNAs were further filtered using a minimum average expression cutoff of 40 fragments per kilobase (FPK) with at least 10 FPK in each replicate. These were further screened for bi-directional transcription. Specifically, only eRNAs with another non-coding TU on the opposite strand, starting within ± 600-bp of its TSS, were included in the final eRNA annotation.

Promoter-enhancer pairing

TT-seq data were used to determine RefSeq-annotated genes expressed under steady state and DMSO/TPA-treated conditions. Each enhancer was paired to an expressed gene’s promoter by searching for the gene TSS on either strand that is nearest to the eRNA TSS within a maximum distance of ± 500 kb. Enhancer-promoter pairs were validated by comparing the fold change in RNA synthesis across RPB1-52R and RPB1-25R of eRNAs and their paired genes. The average fold change in the RNA synthesis of eRNA paired to significantly upregulated (log2, fold change ≥ 1) or downregulated (log2, fold change ≤ −1) expressed genes (as determined by DESeq2, P value < 0.05) showed that eRNA synthesis changed in the same direction as their paired gene’s synthesis.

Transcription factor binding site analysis

Transcription factor binding site analysis was performed using HOMER (Heinz et al., 2010) in the window of ± 250 bp around the TSS of the annotated eRNAs in RPBI-52R and RPBI-25R. The following parameters of the findMotifsGenome.pl script were used: -size given -mask. P values were determined by the hypergeometric test.
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