Interaction between decadal-to-multidecadal oceanic variability and sudden stratospheric warmings
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Major sudden stratospheric warmings (SSWs) are the most important phenomena of the wintertime boreal stratospheric variability. During SSWs, the polar temperature increases abruptly, and easterlies prevail in the stratosphere. Their effects extend farther from the polar stratosphere, affecting near-surface circulation. According to observations, SSWs are not equally distributed in time, with decades experiencing very few events, while others experiencing SSWs almost every winter. Some sources of this SSW multidecadal variability can be traced back to sea surface temperature changes. Here, we investigate the effects of Pacific decadal variability (PDV) and Atlantic multidecadal variability (AMV) on SSWs. We use for the first time a large ensemble of historical experiments to examine the modulation of the frequency, tropospheric precursors, and impact of SSWs by the PDV and AMV. We find a strong impact of the PDV on the occurrence of SSWs, with a higher SSW frequency for the positive phase of the PDV. This PDV influence is mediated by constructive interference of PDV anomalies with tropospheric stationary waves. The main effect of AMV is, instead, a modulation of the tropospheric response to SSWs, a finding that can be useful for predicting the tropospheric fingerprint of SSWs.
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Introduction

Major sudden stratospheric warmings (SSWs) are one of the most dramatic phenomena of atmospheric variability. SSWs consist of abrupt warming of the polar stratosphere and a subsequent breakup of the stratospheric vortex. They are caused by the dissipation of Rossby waves that propagate upward from the troposphere. SSW effects are not only limited to the stratosphere but also extend to the troposphere (Ref. 2 and Refs. therein) and even affect sea surface temperatures (SSTs) and Arctic sea ice.

On the basis of the observational record (since 1958) and considering events defined by the reversal of the winds at 60°N and 10 hPa, SSWs occur approximately every two winters but are not equally distributed over time. While only two events were detected in the 1990s, almost every winter in the 2000s experienced an SSW event. This may be indicative of the multidecadal variability of SSWs. Indeed, a few modeling studies have suggested the existence of low-frequency variability of SSWs. However, the short observational data record does not allow the full characterization of their long-term variability. In addition, other issues have arisen, such as the computational cost of running long simulations using models with a well-resolved stratosphere and the storage required for the daily output needed for the identification of SSWs. All these reasons have made this topic scarcely investigated.
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Very little is also known about the sources of the multidecadal variability of SSWs. There is some indication that they should be primarily located in the ocean, and more specifically, related to decadal-to-multidecadal variability of SSTs, as it can modify the atmospheric state and, in turn, the generation and upward propagation of wave activity. Indeed, some authors have revealed a connection between the Pacific decadal variability (PDV) and changes in the polar vortex.\textsuperscript{9–12} A positive phase of PDV (PDV\textsuperscript{+}) leads to a weakening of the polar vortex, as shown by both reanalysis\textsuperscript{10,12} and modeling studies.\textsuperscript{11,12} The results are consistent with Refs. 13–15, who investigated the effects of prescribed SST anomalies in the North Pacific on the atmosphere. In agreement with mean polar vortex changes, PDV\textsuperscript{+} was found to increase the frequency of SSWs, with, however, contrasting results on the statistical significance of this impact.\textsuperscript{10,11} In addition, the PDV signal might be contaminated by the El Niño–Southern Oscillation (ENSO).\textsuperscript{16} Ref. 11 compared the frequency of SSWs during PDV phases regardless of the ENSO phase or during ENSO neutral conditions. In both cases, the likelihood of SSWs was higher with PDV\textsuperscript{+} than with PDV\textsuperscript{−}, but the size of samples was small, and so, the statistical significance of the results was limited. Instead, Ref. 12 found an increase in the SSW frequency for PDV\textsuperscript{+} only when the ENSO signal was not removed.

Further SST variability with potential impact on the polar stratosphere could be related to the Atlantic multidecadal variability (AMV). However, fewer efforts have been devoted to this teleconnection compared with the PDV, and large uncertainties remain regarding the AMV impact on SSWs. Ref. 7 related low-frequency SST variability to changes in heat flux from the ocean into the atmosphere in the North Atlantic region. Refs. 17–19 suggested that warm anomalies in the Atlantic Ocean associated with a positive phase of the AMV (AMV\textsuperscript{+}) induce anomalous warming in the polar stratosphere in early and midwinter in high-top models. Ref. 20 identified a relation of the same sign between AMV and polar stratospheric changes in reanalysis data, but in this case, it occurred in late winter. All these studies used monthly data and so, they could not investigate AMV effects on SSWs. Only Ref. 15 investigated these effects on the frequency of SSWs, but in idealized experiments with a prescribed AMV\textsuperscript{+} phase or a combined AMV\textsuperscript{+} and PDV\textsuperscript{+} phase. A slight increase in the frequency of SSWs was found for AMV\textsuperscript{+}, much weaker than that for PDV\textsuperscript{+}.

The goal of our study is to examine the impact of the two main modes of low-frequency SST variability in the Pacific and Atlantic Oceans, PDV and AMV respectively, on SSWs. To do so, we use for the first time a large ensemble of model simulations, allowing not only for the characterization of the effects of each phenomenon separately but also for the combination of both. Moreover, our SSW analysis concerns not only their frequency, as previous studies did, but we also try to answer the question of whether long-term SST variability modulates tropospheric precursors and response to SSWs.

Materials and methods

Model and experiments

In this study, we analyze daily outputs of an ensemble of the 95 realizations of the historical experiment performed with the Max Planck Institute (MPI) Earth System Model 1.1. (MPI-ESM1.1) model, part of the MPI Grand Ensemble (MPI-GE).\textsuperscript{21} The MPI-ESM1.1 is a coupled atmosphere–ocean–sea ice model.\textsuperscript{22} Here, we use outputs from the atmospheric component, the ECHAM6 model at T63L47 resolution, that is, with a spherical truncation of T63 and 47 hybrid levels up to 0.01 hPa (∼80 km). Given the relatively low vertical resolution, the Quasi-Biennial Oscillation (QBO) is not explicitly simulated.\textsuperscript{23} In addition, no QBO nudging is employed in MPI-ESM1.1. For further detailed description, please see Ref. 21.

The historical experiment extends from 1850 to 2005 and includes observed transient natural and anthropogenic forcings and natural variability following the Coupled Model Intercomparison Project phase 5 (CMIP5) recommendations.\textsuperscript{24} More specifically, ozone concentrations and volcanic aerosol forcing are prescribed on the basis of Ref. 25 and the dataset from Ref. 26, respectively (see more information in the supplementary material of Ref. 27, online only). The 95 realizations are initialized from different years of a 2000-year experiment using fixed preindustrial radiative forcing.

Methods

Computation of anomalous fields and filtered series. Anomalous fields are computed separately
for each ensemble member on the basis of its own climatology. The global warming signal in geopotential height (Z) anomalies is removed by subtracting the global mean of the field at each time step. The use of Z anomalies is two-fold, and so, the filtering applied to the anomalies is different. When studying the possible modulation of tropospheric precursors and response to SSWs by PDV and AMV, we analyze the 8-day low-pass filtered geopotential height anomalies at 500 hPa (Z500) for 10 days before and 30 days after the central date of SSWs during PDV and AMV phases, respectively. The 8-day low-pass filter is applied to retain only quasistationary circulation anomalies as we seek persistent tropospheric anomalies, such as blocking highs or persistent cyclonic anomalies.

In the analysis of the potential influence of the atmospheric mean state during the PDV or AMV phase on the occurrence of SSWs, we apply a 10-year low pass filter to anomalous Z data at different levels so that the variability of higher frequency that might contaminate the results is removed. To perform this analysis, seasonally averaged outputs over December–January–February (DJF) are employed. The selection of these 3 months is based on two reasons. DJF correspond to midwinter when wave activity is typically at its maximum, and so, the occurrence of SSWs is more likely. Second, it is when the main differences in the occurrence of SSWs depending on the PDV and AMV phases are identified, as shown in Results Section. In the case of SST anomalies, the detrending is performed by removing only the global area average outside the poles (60°S–60°N) to avoid the effects of changes in sea ice extension.

Furthermore, a 10-year low-pass filter has been applied to only retain the multidecadal variability of SSTs. In this case, this filter serves to remove the typical signal associated with ENSO.

**Identification of SSW events.** The SSW events are identified using the standard wind reversal definition with the additional constraint of selecting only events longer than 5 days. The zonal wind reversal definition is applied to daily zonal mean zonal winds at 10 hPa, 60°N and selects episodes of easterly zonal mean winds for the extended Northern winter season, from November to March. The additional constraint on the event duration is motivated by the modeled zonal winds, which are biased low in strength. Consequently, the modeled SSW frequency is overestimated, especially in November and December. Moreover, this bias favors the occurrence of short and shallow events, which are not of dynamical interest because they do not contribute to stratosphere-to-troposphere downward coupling. Applied to the reanalysis record, the wind reversal definition with the additional constraint on the event duration, indeed, selects only the events denoted as “downward propagating” by Ref. 35, and reduces the observed SSW frequency to ~0.4 event/year. As will be shown in Results Section, the model rate of SSWs is close to this observed value. The zonal wind field used in the SSW calculation and the analysis of the atmospheric mean state for PDV and AMV phases is not detrended because the thermal signal from increased greenhouse gas concentrations for this dynamical field over the historical period is negligible (not shown).

**Long-term SST variability indices.** PDV is defined as the first empirical orthogonal function of monthly SST anomalies in the extratropical North Pacific (120°–280°E, 20°–60°N, see Ref. 36). As mentioned before, to remove the possible ENSO signal in the PDV index, a 10-year low-pass filter is applied to SST anomalies. AMV is computed as 10-year low-pass filtered annual mean area-averaged SST anomalies over the North Atlantic Basin (80°W–0°E, 0°–60°N, see Ref. 31). Unfiltered AMV and PDV indices are also retained as they are used to define extreme PDV and AMV, as indicated below. Winters (November–March) with the absolute value of the seasonal averaged PDV index above 1 standard deviation are considered as potential extreme PDV events. Potential extreme AMV events are chosen in the same way, but in this case based on an annual average index, with the annual average defined for each year from July to the following June. Extreme PDV and AMV events are finally selected when the unfiltered index for extreme events is of the same sign as the filtered index. This procedure ensures that SSWs, which are identified using unfiltered data, are not triggered by seasonal SST anomalies of opposite sign to low-frequency PDV or AMV phases. Composite maps of different variables are built for these extreme events to characterize the associated changes in fields during each phase of PDV or AMV. Once the extreme events are identified and field anomalies
are computed, the composite maps and statistics are calculated, pooling together events from all the considered years and ensemble members. Results are almost identical to considering each member separately and then performing an ensemble mean.

**Statistical tests.** Results include statistical significance to provide robustness to the conclusions. To do so, two-tailed Student’s t-tests are applied to compute the statistical significance of anomalous fields in composite maps. Concerning the frequency of SSWs under different oceanic conditions, the statistical significance is derived from the location of the endpoints of the notches within a box plot. The notch extremes are computed following Eq. (1):

\[
\text{top end} = q_2 - \frac{1.57 \cdot (q_3 - q_1)}{\sqrt{n}} \quad \text{and} \\
\text{bottom end} = q_2 + \frac{1.57 \cdot (q_3 - q_1)}{\sqrt{n}}.
\]

where \(q_2\) is the median, \(q_1\) and \(q_3\) are the 25th and 75th percentiles, respectively, and \(n\) is the size of the sample. Given the width of the notches, if two notches of two samples do not overlap, the medians of these two samples are statistically significantly different at a 95% confidence level. This statistical test is analogous to the t-test used for the difference of means.38

**PDV and AMV in the MPI-ESM1.1 model.** To evaluate the ability of the MPI-ESM1.1 model to reproduce PDV and AMV patterns, we show composite maps of anomalous SSTs for PDV and AMV phases (Fig. 1). Indeed, both variability modes are reproduced reasonably well by the model. Both PDV and AMV are characterized by a horseshoe pattern in their respective basins. These features agree well with the characteristics of both phenomena in observations.31,36 Interestingly, significant anomalies of SST are not only present in the oceanic basin of the phenomena but also in other basins. For instance, apart from positive SST anomalies in the North Atlantic, AMV+ is accompanied by a PDV pattern in the North Pacific Ocean, that is, a horseshoe pattern with cold anomalies close to the American west coast and warm anomalies in
the central North Pacific. In the case of the PDV, interhemispheric differential warming is detected in the Atlantic sections. Indeed, the numbers of combined extreme PDV and AMV events of the same sign (PDV$^+\text{AMV}^+$ (214) and PDV$^-\text{AMV}^-$ (248)) are about half the number of PDV and AMV extreme events of different sign (PDV$^+\text{AMV}^-$(549) and PDV$^-\text{AMV}^+$(547)). Similar aliasing between opposed phases of PDV and AMV has already been discussed in the literature (e.g., Refs. 39 and 40), but there is no full consensus about the existence of this interbasin linkage at a decadal timescale.

Results

Mean frequency and seasonal distribution of SSWs

First, we analyze the PDV and AMV influence on the occurrence of SSWs. Statistically significantly higher frequency of SSWs in winter is detected for the PDV$^+$ phase than for PDV$^-$ and neutral PDV (PDV$^N$) conditions (Fig. 2A). This PDV effect on SSWs takes place mainly in January when the largest differences in the frequency of SSWs for the PDV phases are found (Fig. 2D). Conversely, AMV does not seem to affect the occurrence of SSWs. The SSW frequency during AMV$^+$ is not statistically significantly different from either AMV$^-$ or AMV$^N$ (Fig. 2B). The seasonal distribution of SSWs for the AMV phases confirms the lack of impact of AMV on the occurrence of SSWs (Fig. 2E). Only SSWs in February might seem to show a fingerprint of AMV with a higher frequency of SSWs for AMV$^+$, although it is not significant (not shown). These main conclusions do not change when selecting extreme PDV and AMV events on the basis only of unfiltered PDV and AMV indices. To ensure the independence of these results from ENSO, the analysis has been repeated, including only winters under neutral ENSO conditions (values of the El Niño 3.4 index between $-1$ and 1 standard deviation). Once again, the conclusions do not change (not shown).

Regarding the combined PDV/AMV effects, SSW frequencies during PDV$^+\text{AMV}^+$ and PDV$^+\text{AMV}^-$ phases are close to the SSW frequency during both
PDV\textsuperscript{N} and AMV\textsuperscript{N} (Fig. 2C). Under PDV\textsuperscript{−} AMV\textsuperscript{+} and PDV\textsuperscript{−} AMV\textsuperscript{−}, the SSW frequency is lower than under neutral conditions, but the median is not statistically significantly different from the frequency under neutral conditions. Similar to the individual PDV and AMV effects on SSWs, the largest differences in the combined cases are also found in January and February. When stratified by the AMV phase, the PDV is confirmed to strongly influence SSW frequency, especially in January (Fig. 2F).

Tropospheric circulation before and after the occurrence of SSWs

As a second step, we answer the question of whether AMV and PDV background states modulate the tropospheric precursors and response to SSWs.

The composite maps of anomalous Z500 for neutral PDV and AMV conditions (Fig. 3C, F, I, and L) before and after SSWs are, respectively, very similar. They all show that the model is able to simulate the typical tropospheric precursors and response to SSWs that have already been identified in observations (e.g., Refs. 41–43). The precursor signal of SSWs consists of two main centers of anomalies: anticyclonic anomalies over Northeastern Europe and cyclonic anomalies over the Northwestern Pacific, the latter being the strongest one (Fig. 3C and I). After SSWs, a negative phase of the northern annular mode is simulated with the strongest anomalies over the North Atlantic sector, matching the same phase of the North Atlantic Oscillation (NAO) in that sector (Fig. 3F and L).

Once we have evaluated the ability of the model to simulate anomalous tropospheric circulation surrounding SSWs, the modulation of these anomalies by PDV and AMV is explored. The main effect of PDV on the circulation is over the Pacific sector, as expected from the PDV SST pattern that shows the strongest anomalies in the Pacific Basin (Fig. 1A and B). Before and after SSWs, negative (positive) anomalies of Z500 are seen over the Pacific for the PDV\textsuperscript{+} (PDV\textsuperscript{−}) phase with respect to PDV\textsuperscript{N} (Fig. 3A, B, D, and E). Actually, the PDV\textsuperscript{+} minus PDV\textsuperscript{N} pattern of Z500 resembles that of a positive phase of the Pacific North American pattern\textsuperscript{44} and the opposite for PDV\textsuperscript{−} minus PDV\textsuperscript{N}. The implications for the tropospheric patterns of this influence are different, depending on the timing with respect to SSWs. In the 10 days before SSWs, PDV\textsuperscript{+} (PDV\textsuperscript{−}) leads to an intensification (weakening) and an eastward (westward) shift of the anomalous cyclone over the Western Pacific (Fig. 3A and B). Following SSWs, the amplitude of the anomalies in the pattern of PDV influence over the Pacific is comparable with that before SSWs and stronger than the anomalies of the tropospheric response to SSWs in that sector (Fig. 3D–F). In addition, the PDV modulation of the tropospheric response to SSWs is also reminiscent of the annular mode. However, the anomalies over the Atlantic Basin are not located over the main centers of action of the response to SSWs. Thus, the PDV may not modulate the tropospheric response to SSWs in that region significantly.

The AMV impact on tropospheric circulation surrounding the occurrence of SSWs is, in general, weaker than that of PDV and, when relevant, is mainly centered over the Atlantic Basin. This again agrees well with the location and intensity of the AMV-related SST pattern (Fig. 1C and D). The AMV\textsuperscript{+} minus AMV\textsuperscript{N} and AMV\textsuperscript{−} minus AMV\textsuperscript{N} patterns for 10 days before the central date of SSWs are rather weak when compared with the precursor anomalies for neutral conditions (Fig. 3G and H). Conversely, over the North Atlantic, the tropospheric response to SSWs is strongly modulated by the AMV. The AMV effects resemble an NAO pattern, although with a meridional shift (Fig. 3J and K). In particular, the negative (positive) phase of this NAO-like pattern during 30 days after SSWs is mostly found under AMV\textsuperscript{+} (AMV\textsuperscript{−}), leading to a reinforced (weakened) SSW signal in the troposphere.

Given the occurrence of preferred combinations of the AMV and PDV phases of opposite sign, the previous analysis has also been performed for combined AMV/PDV phases. The main effect of PDV is imprinted on the circulation of the Pacific sector before and after the occurrence of the SSW, as negative Z500 anomalies are identified over the Western Pacific for all composites under PDV\textsuperscript{+} (Fig. 4A, B, F, and G) and the opposite under PDV\textsuperscript{−} (Fig. 4C, D, H, and I) conditions. By contrast, the AMV influence appears on the Atlantic Basin preferably when the AMV and PDV have opposite phases, in the form of a positive NAO-like pattern during PDV\textsuperscript{+} AMV\textsuperscript{−} (Fig. 4B and G) and a negative NAO-like pattern during PDV\textsuperscript{−} AMV\textsuperscript{+} (Fig. 4C and H). Each of these patterns is more pronounced at 30 days after SSWs. In addition, comparing Figures 3 and 4, we can deduce that the signals over the Atlantic for PDV
Figure 3. Modulation of tropospheric precursors and response to SSWs by the PDV and AMV. (A–C) Composite maps of detrended 8-day low-pass filtered geopotential height anomalies at 500 hPa for $[-10,0]$ days before SSWs for PDV$^+$ minus PDV$^-$ and PDV$^-$ minus PDV$^+$ and for PDV$^-$ only. (D–F) Same as (A–C) but for $[0,30]$ days after SSWs. Contour interval: 5 m (A, B, D, and E) and 10 m (C and F). Shading indicates statistically significant values at a 95% confidence level. (G–L) Same as (A–F) but for the AMV.
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Figure 4. Modulation of tropospheric precursors and response to SSWs by the combination of the PDV and AMV. Same as Figure 3 but for different combined PDV and AMV phases.

Modulation of the occurrence of SSWs by long-term SST variability

To explain how the oceanic low-frequency variability can modulate the occurrence of SSWs, we examine the atmospheric mean state for the PDV and AMV phases in winter.

The tropospheric signal of the PDV is characterized by a wave train in the Pacific–North American region. In particular, the difference between the PDV phases consists of negative anomalies over the North Pacific region and positive anomalies over Northwestern America (Fig. 5A). This dipole of

and over the Pacific for AMV are likely explained by the preference of concurrent phases of AMV and PDV of opposite sign in the MPI-GE.

and over the Pacific for AMV are likely explained by the preference of concurrent phases of AMV and PDV of opposite sign in the MPI-GE.
Figure 5. Modulation of the mean atmospheric state by the PDV and AMV. Differences of (left) PDV and (right) AMV phases of different 10-year low-pass filtered fields in DJF in shading: (A and B) geopotential height at 500 hPa (m), (C and D) geopotential height at 10 hPa (m), and (E and F) zonal mean zonal wind (m s\(^{-1}\)). Shading is only seen when differences are statistically significant at a 95% confidence level. Contours correspond to the climatological field in DJF.
anomalies in the Pacific–American area is also coincident with Z500 anomalies in that region before the occurrence of SSWs (neutral PDV or AMV phases, i.e., Fig. 3C and I). Furthermore, significant anomalies of Z500 are also detected over the Atlantic but much weaker than those over the Pacific, explaining why the North Atlantic tropospheric response to SSWs is barely affected by the PDV.

The tropospheric pattern of PDV, therefore, explains its modulation of the frequency of SSWs. The intensification of the Aleutian low is an SSW precursor related to the intensification of wavenumber-1 (WN1) wave through constructive interference, mainly on the eastward side of the low (Fig. 6A). Enhanced WN1 wave activity is consistent with a weaker polar vortex shifted toward Eurasia (Fig. 5C) and, in general, with a weaker polar night jet (Fig. 5E) for PDV+ with respect to PDV-. More specifically, since the amplitude of climatological WN1 wave reaches its maximum in January (not shown), the intensification of the WN1 wave amplitude discussed above can also explain an increase in the frequency of SSWs in January during PDV+ (Fig. 2D). The effects of PDV on WN2 wave activity are negligible, though as the anomalous and the climatological WN2 waves are in quadrature (Fig. 6C).

Concerning the AMV, the atmospheric signal in the middle troposphere is, in general, weaker than that of the PDV. The spatial pattern is also different with stronger anomalies over the Atlantic than over the Pacific so that it projects on a negative phase of NAO for AMV+ (Fig. 5B). The weak anomalies of Z500 over the Pacific (Fig. 5B) and the easterly response of the tropospheric subtropical jet (Fig. 5F) are consistent with the preferred occurrence of opposed PDV and AMV phases. The weak AMV influence on the mean tropospheric state and especially on the main precursors of SSWs (Northwestern Pacific and Northeastern Europe) is consistent with the insignificant AMV influence on the frequency of SSWs (Fig. 2). Indeed, the
modulation of the polar night jet by the AMV does not show a clear and significant signal (Fig. 5D and F). In the troposphere, anomalous WN1 and WN2 waves of Z500 are, respectively, out of phase with respect to their climatology (Fig. 6B and D), suggesting destructive interference, which would hamper a vortex weakening.

Finally, the comparison of Figures 3 and 5 shows that the PDV or AMV influences on the atmospheric background state are consistent with their respective modulations of the tropospheric precursors and impacts of SSWs. To test the linearity of these modulations, the precursor and impact composites are recomputed using anomalies with respect to the mean of each particular PDV and AMV phase (Fig. 7). We find that by removing the mean PDV influence, there are still some differences in the tropospheric SSW precursors of either PDV phase with respect to PDV N (Fig. 7A–C). The patterns of these differences for PDV + and PDV − have some centers in common. More importantly, these centers are of the same sign for both PDV phases, that is, positive Z500 anomalies over Eastern Asia and negative anomalies over North America are located close to the main precursory structures. Consequently, Figure 7A implies that the intensification of the SSW precursors found for PDV + (Fig. 3A) is weaker than that expected by a linear PDV + impact. Conversely, Figure 7B indicates that the weakening of SSW precursors found for PDV − (Fig. 3B) is boosted through a nonlinear PDV − impact. By contrast, in the case of the tropospheric response to SSWs during either PDV phases (Fig. 7D and E) and for SSW-related tropospheric anomalies during AMV phases (Fig. 7G–L), the PDV and AMV modulations are instead essentially linear. The modulation of SSW-related anomalies is, indeed, negligible when the AMV influence is removed, except for small regions.

Conclusions and discussion

The multidecadal variability of SSWs and its sources have received little attention from the scientific community so far, as it requires a long daily data record at stratospheric levels that are typically not available in observations and model simulations. In this study, we take advantage of one of the most recent large ensembles (MPI-GE) of historical experiments performed with a high-top model (MPI-ESM1.1) to investigate the influence of multidecadal SST variability on SSWs. In particular, we focus on the main low-frequency variability of the Pacific and Atlantic oceans, the PDV and AMV, respectively.

The main conclusions drawn from our study can be summarized as follows:

- The frequency of SSWs in winter is modulated by the PDV but not by the AMV. In particular, the PDV + phase shows statistically significantly higher frequency of SSWs compared with PDV − and PDV N conditions. This PDV influence is largest in January, and it is independent of the phase of the AMV.
- The precursor and response patterns of SSWs are affected by the PDV and AMV mostly in their respective ocean basin of influence, and the signal in the other basin is mainly due to the aliasing of the AMV and PDV phases of opposite sign. The modulation of SSW precursors is larger than that of the response to SSWs, particularly in the case of the PDV.
- The main tropospheric precursor of the SSW (an anomalous Northwestern Pacific low) is enhanced and eastward shifted over the Pacific during PDV +. The opposite occurs during PDV −.
- The PDV modulation of the tropospheric response to SSWs is similar to the annular mode pattern but with the strongest centers of action over the Pacific. The AMV instead leads to a strong modulation of this response over the North Atlantic.
- The changes in the frequency of SSWs due to the PDV might be explained by the PDV modulation of the background tropospheric state in the North Pacific, which is a key region for SSW precursors. This modulation is achieved by constructive interference with stationary WN1 wave activity. By contrast, such modulation is not found for the AMV.

Apart from multidecadal oceanic variability, we acknowledge that there might be other sources of long-term SSW variability, such as multidecadal variability in the amplitude of the QBO or ENSO. As previously mentioned, a QBO is not present in the MPI-GE because of the relatively low vertical resolution of this version of the atmospheric model. New simulations with a model version with
Figure 7. Linearity of PDV/AMV influences on the mean atmosphere and tropospheric precursors and impacts of SSWs. Composite maps of detrended 8-day low-pass filtered geopotential height anomalies at 500 hPa (Z500) for [-10,0] days before SSWs (panels A–C and G–I) and for [0,30] days after SSWs (panels D–F and J–L). Anomalies are computed with respect to the particular SST state, and so labeled: PDV\textsuperscript{+}_{SSW}−PDV\textsuperscript{+}, PDV\textsuperscript{−}_{SSW}−PDV\textsuperscript{−}, and so on, where the averages for days before and after SSWs are denoted by the subscript “SSW” to differentiate from the non-SSW stratified averages. (A and B) Difference between anomalies for (PDV\textsuperscript{+}_{SSW}−PDV\textsuperscript{−}) minus (PDV\textsuperscript{+}_{N_{SSW}}−PDV\textsuperscript{−}), and for (PDV\textsuperscript{−}_{SSW}−PDV\textsuperscript{−}) minus (PDV\textsuperscript{−}_{N_{SSW}}−PDV\textsuperscript{−}), respectively. (C) PDV\textsuperscript{+}_{N_{SSW}}−PDV\textsuperscript{−} anomaly. (D–F) Same as (A–C) but for [0,30] days after SSWs. Shading indicates statistically significant values at a 95% confidence level. Contour interval: 5 m (A, B, D, and E) and 10 m (C and F). (G–L). Same as (A–F) but for the AMV.

higher vertical resolution would be needed to obtain a QBO and perform such an analysis. On the other hand, some observational studies have documented the multidecadal variability of some ENSO features, such as its impact on the Euro-Atlantic sector with a contribution of the stratospheric state. However, their short observational data record hampered to draw robust conclusions. In our analysis, the ENSO
signal has been removed, but the MPI-GE gives the opportunity to revisit in the future this and other similar open questions.

It is important to note that our analysis only focuses on the direct effects of the multidecadal oceanic variability on the atmosphere and, consequently, on the occurrence of SSWs. Interestingly, several very recent studies have already established a possible effect of AMV and/or PDV on Arctic sea ice, and some others have even suggested that the PDV can regulate the contribution of sea ice loss to Arctic amplification. Since changes in sea ice have been shown to impact tropospheric, and more importantly for our study, stratospheric circulation (e.g., Ref. 51 and 52), it could then be worthwhile to investigate further whether these PDV- and/or AMV-induced sea ice changes are a large part of the effects of this multidecadal oceanic variability on the stratosphere.

Overall, our results agree with most previous studies regarding the effects of PDV on polar stratospheric circulation (e.g., Refs. 9–11), although these works analyzed the impact of the full PDV signal, while we focus here on decadal and longer timescales. Only Ref. 12 studied the impact of the decadal PDV signal. Interestingly, they found opposite stratospheric responses when using the filtered and unfiltered PDV, while we do not. They explain this opposite response through changes in the atmospheric background state, which modifies the wave propagation from the troposphere to the stratosphere. However, it is important to note that they used either a relatively short observational data record or a low-top model (CAM5), while we employ a high-top model with a well-resolved stratosphere, and so, it is possible that the simulation of the stratospheric state shows substantial differences. Another advantage of our study is the long record we used, which allows us to obtain a statistically significant PDV impact on SSWs. Ref. 11, for instance, also identified an enhanced (reduced) SSW frequency during PDV+ (PDV−) but was not statistically significant. In addition to changes in the frequency of SSWs, the long daily output allowed us to explore the modulation of tropospheric precursors and response to SSWs by PDV.

Regarding the AMV, our results are consistent with the previous work on the modulation of the tropospheric background state. Refs. 17–19 detected a weakening of the polar vortex, while our analysis does not reveal a clear signal. The discrepancy is probably due to the winter months selected, as these authors document the significant AMV impact on the stratosphere for early winter (November–December), while we focus on DJF. In addition, one of these studies, Ref. 19, finds an opposite signal in the stratosphere between early winter and midwinter (January–February), so doing a DJF average in this study may cancel out the anomalies. Concerning the AMV influence on SSWs, Ref. 15 found an increase of around 10% in the frequency of SSWs for AMV+, whereas we do not detect a significant change in the occurrence of SSWs associated with the AMV. Nevertheless, it is important to note that these authors did not provide information about the statistical significance of this result, and more importantly, they did not use transient simulations where AMV-related SST anomalies in other basins were included, as we did. Although no significant effects of AMV are found in the occurrence and triggering of SSWs, the finding on the modulation of the tropospheric response to SSWs is novel and extremely relevant for both the stratospheric and tropospheric communities. Not all SSWs have a visible downward impact, and the full prediction of this downward impact is still not possible. In this study, we have already sub-selected the SSWs to include those with the most likely downward impact due to the long persistence of stratospheric anomalies. Nevertheless, here, we show that the tropospheric response to this subset of SSWs is modulated by the AMV, in such a way that it can be significantly weakened owing to the AMV− fingerprint. Thus, our results can help to improve the conditional predictions of the SSW signal in the troposphere. Indeed, these results for the AMV and those obtained for the PDV can be extremely helpful for improving not only seasonal but also decadal predictions over the Northern Hemisphere middle and high latitudes.
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