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We propose a deep videorealistic 3D human character model displaying highly realistic shape, motion, and dynamic appearance learned in a new weakly supervised way from multi-view imagery. In contrast to previous work, our controllable 3D character displays dynamics, e.g., the swing of the skirt, dependent on skeletal body motion in an efficient data-driven way, without requiring complex physics simulation. Our character model also features a learned dynamic texture model that accounts for photo-realistic motion-dependent appearance details, as well as view-dependent lighting effects. During training, we do not need to resort to difficult dynamic 3D capture of the human; instead we can train our model entirely from multi-view video in a weakly supervised manner. To this end, we propose a parametric and differentiable character representation which allows us to model coarse and fine dynamic deformations, e.g., garment wrinkles, as explicit space-time coherent mesh geometry that is augmented with high-quality dynamic textures dependent on motion and viewpoint. As input to the model, only an arbitrary 3D skeleton motion is required, making it directly compatible with the established 3D animation pipeline. We use a novel graph convolutional network architecture to enable motion-dependent deformation learning of body and clothing, including dynamics, and a neural generative dynamic texture model creates corresponding dynamic texture maps. We show that by merely providing new skeletal motions, our model creates motion-dependent surface deformations, physically plausible dynamic clothing deformations, as well as video-realistic surface textures at a much higher level of detail than previous state of the art approaches, and even in real-time.
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1 INTRODUCTION

Animatable and photo-realistic virtual 3D characters are of enormous importance nowadays. With the rise of computer graphics in movies, games, telepresence, and many other areas, 3D virtual characters are everywhere. Recent developments in virtual and augmented reality and the resulting immersive experience further boosted the need for virtual characters as they now become part of our real lives. However, generating realistic characters still requires manual intervention, expensive equipment, and the resulting characters are either difficult to control or not realistic. Therefore, our goal is to learn digital characters which are both realistic and easy to control and can be learned directly from a multi-view video.

It is a complicated process to synthesize realistic looking images of deforming characters following the conventional computer graphics pipeline. The static geometry of real humans is typically represented with a mesh obtained with 3D scanners. In order to pose or animate the mesh, a skeleton has to be attached to the geometry, i.e. rigging, and skinning techniques can then be used to deform the mesh according to the skeletal motion. While these approaches are easy to control and efficient, they lack realism as the non-rigid deformations of clothing are not modeled, e.g., the swinging of a skirt. While physics simulation can address this, it requires expert knowledge as it is hard to control. Further, these techniques are either computationally expensive or not robust to very articulated poses leading to glitches in the geometry. Finally, expensive physically based rendering techniques are needed to render realistic images of the 3D character. Those techniques are not only time consuming, but also require expert knowledge and manual parameter tuning.

To model clothing deformations, recent work combines classical skinning with a learnt mapping from skeletal motion to non-rigid deformations, and learns the model from data. One line of work learns from real data, but results either lack realism [Ma et al. 2020] or are limited to partial clothing, e.g., a T-shirt [Lähner et al. 2018]. More importantly, as they rely on ground truth registered 3D geometry, they require expensive 3D scanners and challenging template
registration. Another line of work tries to learn from a large database of simulated clothing [Guan et al. 2012; Patel et al. 2020]. While they can generalize across clothing categories and achieve faster run-times than physics simulations, the realism is still limited by the physics engine used for training data generation.

Furthermore, the texture dynamics are not captured by the aforementioned methods, although they are crucial to achieve photorealism. Monocular neural rendering approaches [Chan et al. 2019; Liu et al. 2020b, 2019b] for humans learn a mapping from a CG rendering to a photo-realistic image, but their results have limited resolution and quality and struggle with consistency when changing pose and viewpoint. The most related works [Casas et al. 2014; Shysheya et al. 2019; Xu et al. 2011] are the ones leveraging multi-view imagery for creating animatable characters. However, all of them are not modeling a motion-dependent deforming geometry and/or view-dependent appearance changes.

To overcome the limitations of traditional skinning, the requirement of direct 3D supervision of recent learning based methods, as well as their lack of dynamic textures, we propose a learning based method that predicts the non-rigid character surface deformation of the full human body as well as a dynamic texture from skeletal motion using only weak supervision in the form of multi-view images during training. At the core of our method is a differentiable character (with neural networks parameterizing dynamic textures and non-rigid deformations) which can generate images differentiable with respect to its parameters. This allows us to train directly with multi-view image supervision using analysis by synthesis and back-propagation, instead of pre-computing 3D mesh registrations, which is difficult, tedious and prone to error. In designing differentiable characters, our key insight is to learn as much of the deformation as possible in geometry space, and produce the subtle fine details in texture space. Compared to learning geometry deformations in image space, this results in much more coherent results when changing viewpoint and pose. To this end, we propose a novel graph convolutional network architecture which takes a temporal motion encoding and predicts the surface deformation in a coarse to fine manner using our new fully differentiable character representation. The learned non-rigid deformation and dynamic texture not only account for dynamic clothing effects such as the swinging of a skirt caused by the actor’s motion, or fine wrinkles appearing in the texture, but also fixes traditional skinning artifacts such as candy wrappers. Moreover, as our dynamic texture is conditioned on the camera pose, our approach can also model view-dependent effects, e.g., specular surface reflections. In summary, our contributions are:

- The first learning based real-time approach that takes a motion and camera pose as input and predicts the motion-dependent surface deformation and motion- and view-dependent texture for the full human body using direct image supervision.
- A differentiable 3D character representation which can be trained from coarse to fine (Sec. 3.1).
- A graph convolutional architecture allowing to formulate the learning problem as a graph-to-graph translation (Sec. 3.3).
- We collected a new benchmark dataset, called DynaCap, containing 5 actors captured with a dense multi-view system which we will make publicly available (Sec. 4.1).

2 RELATED WORK

While some works focus on adapting character motions to a new geometric environment, e.g. walking on a rough terrain, [Holden et al. 2017] or create character motions from goal oriented user instructions [Starke et al. 2019], we assume the motion is given and review works that focus on animatable characters, learning based cloth deformations, and differentiable rendering.

Video-based Characters. Previous work in the field of video-based characters aims at creating photo-realistic renderings of controllable characters. Classical methods attempt to achieve this by synthesizing textures on surfaces meshes and/or employing image synthesis techniques in 2D space. Some works [Carranza et al. 2003; Collet et al. 2015; Hilsmann et al. 2020; Li et al. 2014; Zitnick et al. 2004] focus on achieving free-viewpoint replay from multi-view videos with or without 3D proxies, however, they are not able to produce new poses for human characters. The approach of [Stoll et al. 2010] incorporates a physically-based cloth model to reconstruct a rigged fully-animatable character in loose clothes from multi-view videos, but it can only synthesize a fixed static texture for different poses. To render the character with dynamic textures in new poses from arbitrary viewpoints, [Xu et al. 2011] propose a method that first retrieves the most similar poses and viewpoints in a pre-captured database and then applies retrieval based texture synthesis. However, their method takes several seconds per frame and thus cannot support interactive character animation. [Casas et al. 2014; Volino et al. 2014] compute a temporally coherent layered representation of appearance in texture space to achieve interactive speed, but the synthesis quality is limited due to the coarse geometric proxy. Most of the traditional methods for free-viewpoint rendering of video-based characters fall either short in terms of generalization to new poses and/or suffer from a high runtime, and/or a limited synthesis quality.

More recent works employ neural networks to close the gap between rendered virtual characters and real captured images. While some approaches have shown convincing results for the facial area [Kim et al. 2018a; Lombardi et al. 2018], creating photo-real images of the entire human is still a challenge. Most of the methods, which target synthesizing entire humans, learn an image-to-image mapping from renderings of a skeleton [Chan et al. 2019; Esser et al. 2018; Pumarola et al. 2018; Si et al. 2018], depth map [Martin-Brualla et al. 2018], dense mesh [Liu et al. 2020b, 2019b; Sarkar et al. 2020; Wang et al. 2018] or joint position heatmaps [Aberman et al. 2019], to real images. Among these approaches, the most related work [Liu et al. 2020b] achieves better temporally-coherent dynamic textures by first learning fine scale details in texture space and then translating the rendered mesh with dynamic textures into realistic imagery. While only requiring a single camera, these methods
Learning Based Cloth Deformation. Synthesizing realistic cloth deformations with physics-based simulation has been extensively explored [Choi and Ko 2005; Liang et al. 2019; Narain et al. 2012; Nealen et al. 2005; Su et al. 2020; Tang et al. 2018; Tao et al. 2019]. They employ either continuum mechanics principles followed by finite element discretization, or physically consistent models. However, they are computationally expensive and often require manual parameter tuning. To address this issue, some methods [Feng et al. 2010; Guan et al. 2012; Hahn et al. 2014; Kim and Vendrovsky 2008; Wang et al. 2010; Xu et al. 2014; Zurdo et al. 2013] model cloth deformations as a function of the underlying skeletal pose and/or the shape of the person and learn the function from data.

With the development of deep learning, skinning based deformations can be improved [Bailey et al. 2018] over the traditional methods like linear blend skinning [Magnenat-Thalmann et al. 1988]. Other works go beyond skinning based deformations and incorporate deep learning for predicting cloth deformations and learn garment deformations from the body pose and/or shape. Some works [Alldieck et al. 2019, 2018a,b; Bhatnagar et al. 2019; Jin et al. 2018; Pons-Moll et al. 2017] generate per-vertex displacements over a parametric human model to capture the garment deformations. While this is an efficient representation, it only works well for tight clothes such as pants and shirts. [Gundogdu et al. 2019] use neural networks to extract garment features at varying levels of detail (i.e., point-wise, patch-wise and global features). [Patel et al. 2020] decompose the deformation into a high frequency and a low frequency component. While the low-frequency component is predicted from pose, shape and style of garment geometry with an MLP, the high-frequency component is generated with a mixture of shape-style specific pose models. Related to that Choi et al. [2020] predicts the geometry of the naked human from coarse to fine given the skeletal pose. Santesteban et al. [2019] separate the global coarse garment fit, due to body shape, from local detailed garment wrinkles, due to both body pose dynamics and shape. Other methods [Lähner et al. 2018; Zhang et al. 2020] recover fine garment wrinkles for high-quality renderings or 3D modeling by augmenting a low-resolution normal map of a garment with high-frequency details using GANs. Zhi et al. [2020] also reconstructs albedo textures and refines a coarse geometry obtained from RGB-D data. Our method factors cloth deformation into low-frequency large deformations represented by an embedded graph and high-frequency fine wrinkles modeled by a per-vertex displacements, which allows for synthesizing deformations for any kind of clothing, including also loose clothes. In contrast to the above methods, our approach does not only predict geometric deformations but also a dynamic texture map which allows us to render video realistic controllable characters.

Differentiable Rendering and Neural Rendering. Differentiable rendering bridges the gap between 2D supervision and unknown 3D scene parameters which one wants to learn or optimize. Thus, differentiable rendering allows to train deep architectures, that learn 3D parameters of a scene, solely using 2D images for supervision. OpenDR [Loper and Black 2014] first introduces an approximate differentiable renderer by representing a pixel as a linear combination of neighboring pixels and calculating pixel derivatives using differential filters. [Kato et al. 2018] propose a 3D mesh renderer that is differentiable up to the visibility assumed to be constant during one gradient step. [Liu et al. 2019a] differentiate through the visibility function and replace the z-buffer-based triangle selection with a probabilistic approach which assigns each pixel to all faces of a mesh. DIB-R [Chen et al. 2019] propose to compute gradients analytically for all pixels in an image by representing foreground rasterization as a weighted interpolation of a face’s vertex attributes and representing background rasterization as a distance-based aggregation of global face information. SDFDiff [Jiang et al. 2020] introduces a differentiable renderer based on ray-casting SDFs. Our implementation of differentiable rendering follows the one of [Kato et al. 2018] where we treat the surface as non transparent and thus the visibility is non-differentiable. This is preferable in our setting as treating the human body and clothing as transparent would lead to wrong surface deformations and blurry dynamic textures.

Different from differentiable rendering, neural rendering makes almost no assumptions about the physical model and uses neural networks to learn the rendering process from data to synthesize photo-realistic images. Some neural rendering methods [Aberman et al. 2019; Chan et al. 2019; Kim et al. 2018b; Liu et al. 2020b, 2019b; Ma et al. 2017, 2018; Martin-Brualla et al. 2018; Pumarola et al. 2018; Sarkar et al. 2020; Shysheya et al. 2019; Siarohin et al. 2018; Thies et al. 2019; Yoon et al. 2020] employ image-to-image translation networks [Isola et al. 2017; Wang et al. 2018a,b] to augment the quality of the rendering. However, most of these methods suffer from view and/or temporal inconsistency. To enforce view and temporal consistency, some attempts were made to learn scene representations for novel view synthesis from 2D images. Although this kind of methods achieve impressive renderings on static scenes [Li et al. 2020a; Mildenhall et al. 2020; Sitzmann et al. 2019a,b; Zhang et al. 2020a] and dynamic scenes for playback or implicit interpolation [Li et al. 2020; Lombardi et al. 2019; Park et al. 2020; Pumarola et al. 2020; Raj et al. 2020; Sida Peng 2020; Tretschk et al. 2020; Wang et al. 2020; Xian et al. 2020; Zhang et al. 2020a] and face [Gafni et al. 2020], it is not straightforward to extend these methods to synthesize full body human images with explicit pose control. Instead, our approach can achieve video-realistic renderings of the full human body with motion- and view-dependent dynamic textures for arbitrary body poses and camera views.
3 METHOD

Given multi-view images for training, our goal is to learn a poseable 3D character with dense deforming geometry of the full body and view- and motion-dependent textures that can be driven just by posing a skeleton and defining a camera view. We propose a weakly supervised learning method with only multi-view 2D supervision in order to remove the need of detailed 3D ground truth geometry and 3D annotations. Once trained, our network takes the current pose and a frame window of past motions of a moving person as input and outputs the motion-dependent geometry and texture, as shown in Fig. 2. Note that our deformed geometry captures not only per-bone rigid transformations via classical skinning but also non-rigid deformations of clothing dependent on the current pose as well as the velocity and acceleration derived from the past motions. In the following, we first introduce our deformable character model (Sec. 3.1) and the data acquisition process (Sec. 3.2). To regress the non-rigid deformations, we proceed in a coarse-to-fine manner. First, we regress the deformation as rotations and translations of a coarse embedded graph (Sec. 3.3) only using multi-view foreground images as supervision signal. As a result, we obtain a posed and deformed character that already matches the silhouettes of the multi-view images. Next, we define a differentiable rendering layer which allows us to optimize the scene lighting which accounts for white balance shift and directional light changes (Sec 3.4). Finally, our second network regresses per-vertex displacements to account for finer wrinkles and deformations that cannot be captured by the embedded deformation. This layer can be trained using again the foreground masks, but in addition we also supervise it with a dense rendering loss using the previously optimized scene lighting (Sec. 3.5). Last, our dynamic texture network takes a view and motion encoding in texture space and outputs a dynamic texture (Sec. 3.6) to further enhance the realism of our 3D character. Similar to before, the texture network is weakly supervised using our differentiable renderer. Note that none of our components requires ground truth 3D geometry and can be entirely trained weakly supervised.

3.1 Character Deformation Model

Acquisition. Our method is person-specific and requires a 3D template model of the actor. We first scan the actor in T-pose using a 3D scanner [Treedys 2020]. Next, we use a commercial multi-view stereo reconstruction software [Photo Scan 2016] to reconstruct the 3D mesh with a static texture $T_{st}$ and downsample the reconstructed mesh to a resolution of around 5000 vertices. Like [Habermann et al. 2019, 2020], we manually segment the mesh using the common human parsing labels and define per-vertex rigidity weights $s_i$ to model different degrees of deformation for different materials, where low rigidity weights allow more non-rigid deformations and vice versa, e.g., skin has higher rigidity weights than clothing.

Skeleton. The template mesh is manually rigged to a skeleton. Here, the skeleton is parameterized as the set $S = \{\theta, \alpha, z\}$ with joint angles $\theta \in \mathbb{R}^{57}$, global rotation $\alpha \in \mathbb{R}^3$, and global translation $z \in \mathbb{R}^3$, where skinning weights are automatically computed using Blender [Blender 2020]. This allows us to deform the mesh for a given pose by using dual quaternion skinning [Kavan et al. 2007].

Embedded Deformation. As discussed before, the traditional skinning process alone is hardly able to model non-rigid deformations such as the swinging of a skirt. To address this issue, we model the non-rigid deformations in the canonical pose from coarse to fine before applying dual quaternion skinning. On the coarse level, large deformations are captured with the embedded deformation representation [Sorkine and Alexa 2007; Sumner et al. 2007] which requires a small amount of parameters. We construct an embedded graph $G$ consisting of $K$ nodes ($K$ is around 500 in our experiments) by downsampling the mesh. The embedded graph $G$ is parameterized with $A \in \mathbb{R}^{K \times 3}$ and $T \in \mathbb{R}^{K \times 3}$, where each row $k$ of $A$ and $T$ is the local rotation $a_k \in \mathbb{R}^3$ in the form of Euler angles and local translation $t_k \in \mathbb{R}^3$ of node $k$ with respect to the initial position $g_k$ of node $k$. The connectivity of the graph node $k$ can be derived from the connectivity of the downsampled mesh and is denoted as $N_{in}(k)$. To deform the original mesh with the embedded graph,
the movement of each vertex on the original mesh is calculated as a linear combination of the movements of all the nodes of the embedded graph. Here, the weights $w_{i,k} \in \mathbb{R}$ for vertex $i$ and node $k$ are computed based on the geodesic distance between the vertex $i$ and the vertex on the original mesh that has the smallest Euclidean distance to the node $k$, where the weight is set to zero if the distance exceeds a certain threshold. We denote the set of nodes that finally influences the movement of the vertex $i$ as $N_{im}(i)$.

Vertex Displacements. On the fine level, in addition to the embedded graph, which models large deformations, we use vertex displacements to recover fine-scale deformations, where a displacement $d_i \in \mathbb{R}^3$ is assigned to each vertex $i$. Although regrressing so many parameters is not an easy task, the training of the vertex displacement can still be achieved since the embedded graph captures most of deformations on a coarse level. Thus, the regressed displacements, the network has to learn, are rather small.

Character Deformation Model. Given the skeletal pose $\theta, \alpha, z$, the embedded graph parameters $A, T$, and the vertex displacements $d_i$, we can deform each vertex $i$ with the function

$$C_i(\theta, \alpha, z, A, T, d_i) = v_i$$

(1)

which defines our final character representation. Specifically, we first apply the embedded deformation and the per-vertex displacements to the template mesh in canonical pose, which significantly simplifies the learning of non-rigid deformations by alleviating ambiguities in the movements of mesh vertices caused by pose variations. Thus, the deformed vertex position is given as

$$y_i = d_i + \sum_{k \in N_{im}(i)} w_{i,k}(R(\alpha_k)(v_i - g_k) + g_k + t_k),$$

(2)

where $v_i$ is the initial position of vertex $i$ in the template mesh, $R : \mathbb{R}^3 \rightarrow SO(3)$ converts the Euler angles to a rotation matrix. We apply the skeletal pose to the deformed vertex $y_i$ in canonical pose to obtain the deformed and posed vertex in the global space

$$v_i = z + \sum_{k \in N_{im}(i)} w_{i,k}(R_{\text{sk},k}(\theta, \alpha)(v_i) + t_{\text{sk},k}(\theta, \alpha)),$$

(3)

where the rotation $R_{\text{sk},k}$ and the translation $t_{\text{sk},k}$ are derived from the skeletal pose using dual quaternion skinning, and $z$ is the global translation of the skeleton. Note that Eq. 2 and 3 are fully differentiable with respect to pose, embedded graph and vertex displacements. Thus, gradients can be propagated in learning frameworks. The final model does not only allow us to pose the mesh via skinning but also to model non-rigid surface deformations in a coarse to fine manner via embedded deformation and vertex displacements. Further, it disentangles the pose and the surface deformation, where the latter is represented in the canonical pose space.

The main difference to data-driven body models, e.g. SMPL [Loper et al. 2015], is that our character formulation allows posing, deforming, and texturing using an effective and simple equation which is differentiable to all its input parameters. SMPL and other human body models do not account for deformations (e.g. clothing) and they also do not provide a texture. Our specific formulation allows seamless integration into a learning framework and learning its parameters conditioned on skeletal motion (and camera pose) as well as adding spatial regularization from coarse to fine which is important when considering a weakly supervised setup.

3.2 Data Capture and Motion Preprocessing

For supervision, our method requires multi-view images and foreground masks of the actor performing a wide range of motions at varying speeds to sample different kinds of dynamic deformations of clothing caused by the body motion. Thus, we place the subject in a multi camera capture studio with green screen and record a sequence with $C = 120$ synchronized and calibrated 4K cameras at 25 frames per second. We apply color keying to segment the foreground and convert the foreground masks to distance transform images [Borgefors 1986]. We denote the $f$th frame of camera $c$ and its corresponding distance transform image and the foreground mask as $L_{c,f}, D_{c,f},$ and $F_{c,f}$, respectively.

We further track the human motions using a multi-view markerless motion capture system [TheCaptury 2020]. We denote the tracked motion of the $f$th frame as $S_f = \{\theta_f, \alpha_f, z_f\}$. Next, we normalize the temporal window of motions $M_t = \{S_f : f \in \{t - F, \ldots, t\}\}$ for geometry and texture generation separately as it is very hard to sample all combinations of rigid transforms and joint angle configurations during training data acquisition. The normalization for geometry generation is based on two observations: 1) the global position of the motion sequence should not influence the dynamics of the geometry; we therefore normalize the global translation of $S_f$ across different temporal windows of motions while keeping relative translations between the frames in each temporal window; i.e., we set $z_f = 0$ and $\alpha_{y,t} = \alpha_{y,t} - z_f$ for $t' \in \{t - F, \ldots, t\}$ where $0$ is the zero vector in $\mathbb{R}^3$. 2) The rotation around the $y$ axis will not affect the geometry generation as it is in parallel with the gravity direction; thus, similar to normalizing the global translation, we set $\alpha_{y,t} = 0$ and $\alpha_{y,t'} = \alpha_{y,t'} - \alpha_{y,t}$. We denote the temporal window of the normalized motions for geometry generation as $M_t = \{\hat{S}_f : f \in \{t - F, \ldots, t\}\}$, where $\hat{S}_f = \{\hat{\theta}_f, \hat{\alpha}_f, \hat{z}_f\}$. For texture generation, we only normalize the global translation, but not the rotation around the $y$ axis to get the normalized motions $M_t$, since we would like to generate view-dependent textures where the subjects relative direction towards the light source and therefore the rotation around the $y$ axis matters. In all our results, we set $F = 2$.

For readability reasons, we assume $t$ is fixed and drop the subscript.

3.3 Embedded Deformation Regression

3.3.1 Embedded Deformation Regression. With the skeletal pose alone, the non-rigid deformations of the skin and clothes cannot be generated. We therefore introduce an embedded graph network, ECGNet, to produce coarse-level deformations. ECGNet learns a mapping from the temporal window of normalized motions $\hat{M}_t$ to the rotations $A$ and translations $T$ of the embedded graph defined in the canonical pose for the current frame (i.e., the last frame of the temporal window). ECGNet learns deformations correlated to the velocity and acceleration at the current frame since it takes the pose of the current frame as well as the previous two frames as input. Directly regressing $A$ and $T$ from the normalized skeletal motion $\hat{M}_t$ is challenging as the input and output are parameterized in a different way, i.e., $\hat{M}_t$ represents skeleton joint angles while $A$ and
To model rotation and translation of the graph nodes. To address this issue, we formulate this regression task as a graph-to-graph translation problem rather than a skeleton-to-graph one. Specifically, we pose the embedded graph with the normalized skeletal motion \( \mathbf{M} \) using dual quaternion skinning [Kavan et al. 2007] to obtain the rotation and translation parameters \( \mathbf{M}_{eg} \in \mathbb{R}^{K \times 6(F+1)} \) of the embedded graph. Therefore, the mapping of EGNet can be formulated as \( f_{eg}(\mathbf{M}_{eg}, \mathbf{w}_{eg}) = (\mathbf{A}, \mathbf{T}) \), which takes the posed embedded graph rotations and translations \( \mathbf{M}_{eg} \) and learnable weights \( \mathbf{w}_{eg} \) as inputs and outputs the embedded deformation \( (\mathbf{A}, \mathbf{T}) \) in canonical pose. Using the character representation defined in Eq. 1, the posed and coarsely deformed character is defined as

\[
\mathbf{C}_i(\boldsymbol{\theta}, \boldsymbol{a}, \mathbf{z}, f_{eg}(\mathbf{M}_{eg}, \mathbf{w}_{eg}), 0) = \mathbf{v}_{co,i}.
\]

Here, \( \theta, \alpha, z \) are the unnormalized pose of the last frame of the motion sequence and the displacements are set to zero. Next, we explain our novel graph convolutional architecture of EGNet.

### 3.3.2 Structure Aware Graph Convolution

Importantly, our graph is fixed as our method is person specific. Thus, the spatial relationship between the graph nodes and their position implicitly encode a strong prior. For example, a node that is mostly attached to skin vertices will deform very different than nodes that are mainly connected to vertices of a skirt region. This implies that learnable node features require different properties depending on which node is considered. However, recent graph convolutional operators [Defferrard et al. 2017] apply the same filter on every node which contradicts the above requirements. Therefore, we aim for a graph convolutional operator that applies an individual kernel per node.

Thus, we propose a new **Structure Aware Graph Convolution (SAGC)**. To define the per node SAGC, we assume an input node feature \( \mathbf{f}_k \in \mathbb{R}^H \) of size \( H \) is given and the output feature dimension is \( H' \) for a node \( k \). Now, the output feature \( \mathbf{f}_k' \) can be computed as

\[
\mathbf{f}_k' = \mathbf{b}_k + \sum_{l \in N_R(k)} \alpha_{k,l} \mathbf{K}_l \mathbf{f}_l
\]

where \( N_R(k) \) is the \( R \)-ring neighbourhood of the graph node \( k \). \( \mathbf{b}_k \in \mathbb{R}^H \) and \( \mathbf{K}_l \in \mathbb{R}^{H \times H'} \) are a trainable bias vector and kernel matrix. \( \alpha_{k,l} \) is a scalar weight that is computed as

\[
\alpha_{k,l} = \frac{r_{k,l}}{\sum_{r \in N_R(k)} r_{k,r}}
\]

where for a node \( k \) \( r_{k,l} \) is the inverse ring value, e.g., for the case \( l = k \) the value is \( R \) and for the direct neighbours of \( k \) the value is \( R - 1 \). More intuitively, our operator computes a linear combination of modified features \( \mathbf{K}_l \mathbf{f}_l \) of node \( k \) and neighbouring nodes \( l \) within the \( R \)-ring neighbourhood weighted by \( \alpha_{k,l} \) that has a linear falloff to obtain the new feature for node \( k \). Importantly, each node has its own learnable kernel \( \mathbf{K}_l \) and bias \( \mathbf{b}_k \) weights allowing features at different locations in the graph to account for different spatial properties. As shown at the bottom of Fig. 3, the features for each node can be efficiently computed in parallel and by combining all the per node input/output features, one obtains the corresponding input/output feature matrices \( \mathbf{F}_k, \mathbf{F}_k' \).

### 3.3.3 Structure Aware Graph Convolutional Network

Our structure-aware graph convolutional network (SAGCN) takes as input a graph feature matrix \( \mathbf{F}_{input} \in \mathbb{R}^{K \times H_{input}} \) and outputs a new graph feature matrix \( \mathbf{F}_{output} \in \mathbb{R}^{K \times H_{output}} \) (see Fig. 3). First, \( \mathbf{F}_{input} \) is convolved with the SAGC operator, resulting in a feature matrix of size \( K \times H_1 \). Inspired by the ResNet architecture [He et al. 2016], we also use so-called residual blocks that take the feature matrix of size \( K \times H_1 \) and output a feature matrix of the same size. Input and output feature matrices are connected via skip connections which prevent vanishing gradients, even for very deep architectures. A residual block consists of two chains of a batch normalization, an Elu activation function, and a SAGC operator. For a very large number of graph nodes, the local features can barely spread through the entire graph. To still allow the network to share features between far nodes we propose a so-called dense block consisting of a batch normalization, an Elu activation, and a SAGC operator. Importantly, for this specific dense block we set all \( \alpha_{k,l} = 1 \) which allows to share features between far nodes. In total, we use \( L \) residual blocks, half of them before and half of them after the dense block. The last layers (Elu and SAGC) resize the features to the desired output size.
We now define EGNet as a SAGCN architecture where the graph is given as the embedded graph \( \mathcal{G} \). The input feature matrix is given by the normalized embedded graph rotations and translations \( \mathcal{M}_{\text{eg}} \) and the output is the deformation parameters \( (A, T) \). Thus, the input and output feature sizes are \( H_{\text{input}} = 6(F + 1) \) and \( H_{\text{output}} = 6 \), respectively. Further, we set \( H_1 = 16, L = 8, \) and \( R = 3 \). As \( \mathcal{G} \) only contains around 500 nodes, we did not employ a dense block.

3.3.4 Weakly Supervised Losses. To train the weights \( w_{\text{eg}} \) of EGNet \( f_{\text{eg}}(\mathcal{M}_{\text{eg}}, w_{\text{eg}}) \), we only employ a weakly supervised loss on the posed and deformed vertices \( V_{\text{co}} \) and on the regressed embedded deformation parameters \( (A, T) \) directly as

\[
L_{\text{eg}}(V_{\text{co}}, A, T) = L_{\text{sil}}(V_{\text{co}}) + L_{\text{arap}}(A, T).
\]

Here, the first term is our multi-view image-based data loss and the second term is a spatial regularizer.

Silhouette Loss. Our multi-view silhouette loss

\[
L_{\text{sil}}(V_{\text{co}}) = \sum_{c=1}^{C} \sum_{i \in B_c} \rho_{c,i} ||D_c(\pi_c(V_{\text{co}})) - p_i||^2_2
\]

ensures that the silhouette of the projected character model aligns with the multi-view image silhouettes in an analysis-by-synthesis manner. Therefore, we employ a bi-sided loss. The first part of Eq. 8 is a model-to-data loss which enforces that the projected boundary vertices are pushed to the zero contour line of the distance transform image \( D_c \) for all cameras \( c \). Here, \( \pi_c \) is the perspective camera projection of camera \( c \) and \( \rho_{c,i} \) is a scalar weight accounting for matching image and model normals [Habermann et al. 2019]. \( B_c \) is the set of boundary vertices, e.g., the vertices that lie on the boundary after projecting onto camera view \( c \). \( B_c \) can be efficiently computed using our differentiable renderer, that is introduced later, by rendering out the depth maps and checking if a projected vertex lies near a background pixel in the depth map. The second part of Eq. 8 is a data-to-model loss which ensures that all silhouette pixels \( \{ u \in \mathbb{R}^2 | D_c(u) = 0 \} \) are covered by their closest vertex \( V_{\text{co}} \) using the Euclidean distance in 2D image space as the distance metric.

ARAP Loss. Only using the above loss would lead to an ill-posed problem as vertices could drift along the visual hull carved by the silhouette images without receiving any penalty resulting in distorted meshes. Thus, we employ an as-rigid-as-possible regularization [Sorkine and Alexa 2007; Sumner et al. 2007] defined as

\[
L_{\text{arap}}(A, T) = \sum_{k=1}^{K} \sum_{l \in N_a(k)} u_{k,l} ||d_{k,l}(A, T)||_1
\]

\[
d_{k,l}(A, T) = R_a(g_k - g_l) + t_k + t_l - (g_l + t_l).
\]

We use material aware weighting factors \( u_{k,l} \) [Habermann et al. 2020] computed by averaging the rigidity weights \( s_j \) of all vertices attached to node \( k \) and \( l \). Thus, different levels of rigidity are assigned to individual surface parts, e.g., graph nodes attached to skirt vertices can deform more freely than those attached to skin vertices.

3.4 Lighting Estimation

So far, we can obtain the posed and coarsely deformed character \( V_{\text{co}} \) using EGNet and Eq. 4. What is still missing are the finer deformations which are hard to capture just with multi-view silhouette images. Thus, we aim for a dense rendering loss that takes the posed and deformed geometry along with the static texture \( f_{\text{st}} \), renders it into all camera views and compares it to the corresponding images. However, the lighting condition differs when capturing the scan of the subject and therefore the texture and the lighting in the multi-camera studio can vary due to different light temperatures, camera optics and sensors, and scene reflections as shown in Fig. 4. As a remedy, we propose a differentiable rendering that also accounts for the difference in lighting and explicitly optimize the lighting parameters for the multi-camera studio sequences.

Differentiable Rendering. We assume the subject has a purely Lambertian surface reflectance [Lambert 1760] and that the light sources are sufficiently far away resulting in an overall smooth lighting environment. Hence, we can use the efficient Spherical Harmonics (SH) lighting representation [Mueller 1966] which models the scene lighting only with a few coefficients. To account for view-dependent effects, each of the \( C \) cameras has its own lighting coefficients \( l_c \in \mathbb{R}^{9 \times 3} \) which in total sums up to \( 27C \) coefficients. We assume that the image has a resolution of \( W \times H \). To compute the RGB color of a pixel \( u \in \mathbb{R} \) where \( R = \{(u, v) | u \in [1, W], v \in [1, H] \} \) in camera view \( c \), we use the rendering function

\[
\Phi_{c,u}(V, T, l_c) = a_{c,u}(V, T) \cdot i_{c,u}(V, l_c)
\]

which takes the vertex positions \( V \), the texture \( T \), and the lighting coefficients \( l_c \) for camera \( c \). As we assume a Lambertian reflectance model, the rendering equation simplifies to a dot product of the albedo \( a_{c,u}(V, T) \) of the projected surface and the illumination \( i_{c,u}(V, l_c) \). The albedo can be computed as

\[
a_{c,u}(V, T) = \nu_{c,u}(V) \cdot t_{c,u}(V, T)
\]

where \( \nu_{c,u}(V) \) is an indicator function that computes whether a surface is visible or not given the pixel position, camera, and surface. Like traditional rasterization [Pineda 1988], \( t_{c,u}(V, T) \) computes the
where $l_{c,j}$ are the corresponding SH basis functions. $\Phi_{c,j}(V)$ computes the screen space pixel normal given the underlying geometry.

Note that the final color $\Phi_{c}(V, T, l_{c})$ only depends on the geometry $V$, the texture $T$, and the lighting coefficients $l_{c}$ assuming camera and pixel position are fixed. As all above equations (except visibility) are differentiable with respect to these variables we can backpropagate gradients through the rendering process. The visibility $v_{c,u}(V)$ is fixed during one gradient step.

**Lighting Optimization.** To optimize the lighting, we assume the texture and geometry are fixed. Therefore, we set the texture to $T = T_{0}$ which is the static texture obtained from the scan. For the geometry, we set $V = V_{cs}$, which is the deformed and posed vertex positions regressed by EGNet. Now, the lighting coefficients $l_{mcx,c}$ for camera $c$ can be computed by minimizing

$$L_{\text{light}}(l_{mcx,c}) = \sum_{u \in R} \| \Phi_{c,u}(V_{co}, T_{st}, l_{mcx,c}) - I_{c,u} \|^2$$

for all frames of the training sequence. Note that we use all frames while the lighting coefficients are the same across frames. As we cannot solve for all frames jointly, we employ a stochastic gradient descent which randomly samples 4 frames and apply 30,000 iterations. As a result, the optimal lighting coefficients $l_{mcx,c}$ are obtained and the rendering with the static texture and the optimized lighting matches the global appearance much better than a rendering which is not explicitly modeling lighting (see Fig. 4). As the lighting and the texture are now known, we can leverage the rendering function Eq. 10 to densely supervise the per-vertex displacements which we want to regress on top of the embedded deformation parameters.

### 3.5 Vertex Displacement Regression

**3.5.1 Displacement Network DeltaNet.** Our goal is capturing also finer deformations which our character representation models as per-vertex displacements $d_{i}$ that were previously set to zero. Our second network, called DeltaNet, takes again the motion sequence and regresses the displacements $D \in \mathbb{R}^{N \times 3}$ for the $N$ vertices of the template mesh in canonical pose. Here, the $i$th row of $D$ contains the displacement $d_{i}$ for vertex $i$. Similar to the EGNet, we represent the pose in the same space as the output space of the regression task. Thus, we pose the template mesh to the respective poses from our normalized motion $\bar{M}$ using dual quaternion skinning resulting in $F+1$ consecutive 3D vertex positions which we denote as $\bar{M}_{\text{delta}} \in \mathbb{R}^{N \times 3(F+1)}$. We denote DeltaNet as the function $f_{\text{delta}}(\bar{M}_{\text{delta}}, w_{\text{delta}}) = D$ where $w_{\text{delta}}$ are the trainable network weights. Similarly, the displacement for a single vertex is referred to as $f_{\text{delta}}(\bar{M}_{\text{delta}}, w_{\text{delta}}) = d_{i}$ and the final posed and deformed character vertices are defined as

$$\hat{v}_{fi}(\theta, \alpha, \tau, f_{\text{eg}}(\bar{M}_{\text{eg}}, w_{\text{eg}}), f_{\text{delta}}(\bar{M}_{\text{delta}}, w_{\text{delta}})) = v_{fi,i}.$$  

$V_{fi} \in \mathbb{R}^{N \times 3}$ denotes the matrix that contains all the posed and deformed vertices. Again, we use our SAGCN architecture as it is able to preserve local structures better than fully connected architectures. The graph is defined by the connectivity of our template mesh and each vertex is a graph node. The input is $\bar{M}_{\text{delta}}$ and therefore the input and output feature sizes are $H_{\text{input}} = 3(F+1)$ and $H_{\text{output}} = 3$, respectively. Further, we set $H_{1} = 16$, $L = 8$, and $R = 3$. Different to EgNet, we employ the dense block as the mesh graph is very large and thus sharing features for very far nodes is difficult otherwise. Fig. 5 shows that adding these displacements improves the silhouette matching as the finer geometric details can be captured.

**3.5.2 Weakly Supervised Losses.** We weakly supervise the displacement predictions and therefore $V_{fi}$ using the loss function

$$L_{\text{Delta}}(V_{fi}) = L_{\text{chroma}}(V_{fi}) + L_{\text{sil}}(V_{fi}) + L_{\text{lap}}(V_{fi})$$

which is composed of two multi-view image-based data terms and a spatial regularizer. $L_{\text{sil}}$ is the silhouette loss introduced in Eq. 8 but now applied to the vertices after adding the displacements to still ensure matching model and image silhouettes.

**Chroma Loss.** The silhouette-based loss alone can only constrain the boundary vertices of the model. But since we want to learn the displacements per vertex a denser supervision is required and therefore we employ a dense rendering loss

$$L_{\text{chroma}}(V_{fi}) = \sum_{c=1}^{C} \sum_{u \in R} \| g(\Phi_{c,u}(V_{fi}, T_{st}, l_{mcx,c}^{'})) - g(I_{c,u}) \|^2$$

which renders the mesh $V_{fi}$ into the camera view $c$ and compares it with the ground truth image $I_{c}$ by using our differentiable renderer proposed in the previous section. In contrast to the previous rendering loss (see Eq. 13), we apply the color transform $g$ to both the rendered and the ground truth image. $g$ converts RGB values into the YUV color space and only returns the UV channels. Thus, our loss is more invariant to shadow effects such as self-shadows which cannot be modeled by our renderer. Instead, the loss mainly compares the chroma values of the rendering and the ground truth.

**Laplacian Loss.** Only using the multi-view image-based constraints can still lead to distorted geometry. Thus, we further regularize the
posed and deformed model with a Laplacian regularizer
\[ L_{\text{Lap}}(V_{\text{f}}) = \sum_{i=1}^{N} s_i \| \mathcal{N}_i \{ V_{\text{f},i} - V_{\text{co},i} \} - \sum_{j \in \mathcal{N}_i} \{ V_{\text{f},j} - V_{\text{co},j} \} \|^2 \] (17)
which ensures that the Laplacian of the mesh before and after adding the displacements are locally similar. Here, \( \mathcal{N}_i \) is the set that contains the indices of the one ring neighbourhood of vertex \( i \) and \( s_i \) are the per-vertex spatially varying regularization weights.

3.6 Dynamic Texture Regression
To add further realism to our poseable neural character it is indispensable to have a realistic looking texture. Although our scan provides a static texture, we found that wrinkles are baked in and thus look unrealistic for certain poses and further it cannot account for view-dependent effects. Therefore, our goal is to regress a motion and view point dependent texture \( T_{\text{dyn}} \in \mathbb{R}^{1024 \times 1024 \times 3} \).

As explained in Sec. 3.2, we use our normalized motion \( \tilde{M} \) as a conditioning input. Regressing textures just from these joint angles is difficult as the input and output are in different spaces. Thus, we pose the mesh according to the poses in \( \tilde{M} \) and render the global normals into a texture map. By stacking the normal maps for each of the \( F+1 \) poses in \( \tilde{M} \), we obtain \( T_{\text{norm}} \in \mathbb{R}^{1024 \times 1024 \times (F+1)} \) where we use a texture size of \( 1024 \times 1024 \). As textural appearance does not only depend on poses but also on the positioning of the subject with respect to the camera, we further encode the camera position and orientation into texture space denoted as \( T_{\text{cam}} \in \mathbb{R}^{1024 \times 1024 \times 6} \) where each pixel contains the position and orientation of the camera. By concatenating \( T_{\text{norm}} \) and \( T_{\text{cam}} \), we obtain \( T_{\text{input}} \in \mathbb{R}^{1024 \times 1024 \times 3(F+1)+6} \) which is our final input to the texture regression network.

Our texture network, \( \text{TexNet} \), is based on the UNet architecture [Isola et al. 2016] which we adapted to handle input and output dimensions of size \( 1024 \times 1024 \). It takes the input texture encoding \( T_{\text{input}} \) and outputs the dynamic texture \( T_{\text{dyn}} \). Note that due to our input representation, the network can learn motion-dependent texture effects as well as view-dependent effects.

Photometric Loss. To supervise \( T_{\text{dyn}} \) for camera \( c' \), we impose a texture loss
\[ L_{\text{texture}}(T_{\text{dyn}}) = \sum_{u \in \mathbb{R}} | \hat{f}_{c',u}(\Phi_{c',u}(V_{\text{f}}, T_{\text{dyn}}, I_{\text{sh}}) - I_{c',u}) | \] (18)
which renders our character using the dynamic texture regressed from TexNet and the geometry from our EgNet and DeNet and compares it to the real image. Here, \( \hat{f}_{c,u} \) is the eroded image foreground mask. We apply an erosion to avoid that background pixels are projected into the dynamic texture if the predicted geometry does not perfectly align with the image. \( I_{\text{sh}} \) denotes the identity lighting. In contrast to the previous rendering losses, we only supervise the network on the conditioning view and not on all camera views.

3.7 Implementation Details
In all experiments, we use the Adam optimizer [Kingma and Ba 2014]. Due to the memory limits and training time, we randomly sample 40 cameras views (if available) for all multi-view losses. The distance transform images have a resolution of \( 350 \times 350 \). The rendering resolution of the differentiable renderer is \( 512 \times 512 \) (643x470) for the training of DeltaNet and the lighting optimization and \( 1024 \times 1024 \) (1285 x 940) for the training of TexNet. We train EgNet for 360,000 iterations with a batch size of 40 where we balance the silhouette and ARAP term with 100.0 and 1500.0, respectively and used a learning rate of 0.0001. This step takes 20 hours using 4 NVIDIA Quadro RTX 8000 with 48GB of memory. The lighting is optimized with a batch size of 4, a learning rate of 0.0001, and 30,000 iterations. This takes around 7 hours. For training DeltaNet, we balanced the chroma, silhouette, and Laplacian loss with 0.03775, 500.0, and 100,000.0, respectively. Again, we train for 360,000 iterations using a batch size of 8 and a learning rate of 0.0001 which takes 2 days. Finally, for training TexNet we use a batch size of 12 and a learning rate of 0.0001. We iterate 720,000 times which takes 4 days.

4 RESULTS
All our results are computed on a machine with an AMD EPYC 7502P processing unit and a Nvidia Quadro RTX 8000 graphics card. Our approach can run at 38 frames per second (fps) at inference time and therefore allows interactive applications as discussed later. For the first frame of a test sequence, we copy over the pose of the first frame as the "previous frames" of the motion window as there are no real previous frames.

4.1 Dataset
We created a new dataset, called DynaCap, which consists of 5 sequences containing 4 subjects wearing 5 different types of apparel, e.g., trousers and skirts (see Fig. 6). Each sequence is recorded at 25fps and is split into a training and testing recording which contain around 20,000 and 7000 frames, respectively. The training and test motions are significantly different from each other. Following common practice, we acquired separate recordings for training and testing (instead of randomly sampling from a single sequence). For each sequence, we asked the subject to perform a wide range of motions like "dancing" which was freely interpreted by the subject. We recorded with 50 to 101 synchronized and calibrated cameras at a resolution of \( 1285 \times 940 \). Further, we scanned each person to acquire a 3D template, as described in Sec. 3.1, which is rigged to a skeleton. For all sequences, we estimated the skeletal motion using [TheCaptury 2020] and segmented the foreground using color keying. We will release the new dataset, as there are no other datasets available that target exactly such a setting, namely a single actor captured for a large range of motions and with such a dense camera setup. Our dataset can be particularly interesting for dynamic neural scene representation approaches and can serve as a benchmark.

In addition, we use the subjects S1, S2, and S4 of the publicly available DeepCap dataset [Habermann et al. 2020] who wear trousers, T-shirts, skirts, and sleeves to evaluate our method also on external data which has a sparser camera setup. The dataset comes along with ground truth pose tracking, calibrated, segmented, and synchronized multi-view imagery, in addition to a rigged template mesh. Their dataset contains between 11 and 14 camera views at a resolution of \( 1024 \times 1024 \) and a frame rate of 50fps.
4.2 Qualitative Results

In Fig. 7, we illustrate results for all 8 sequences showing different types of apparel. Again, note that our method learns videorealistic motion- and view-dependent dynamic surface deformation, including also deformations of loose apparel (such as the skirt and dress in Fig. 7), without requiring a physics simulation, and texture only from multi-view imagery and does not require any dense 3D data such as depth maps, point clouds or registered meshes for supervision. Our approach works not only well for tighter clothes such as pants but also for more dynamic ones like skirts. We demonstrate that our approach can create videorealistic results for unseen very challenging and fast motions, e.g., jumping jacks (see also supplemental video). Moreover, the texture is consistent while changing the viewpoint (images without green screen background), which shows that our view conditioned TexNet also generalizes to novel view points. The generalization comes from the fact that our networks for deformation regression as well as for texture regression focus on local configurations rather than the full 3D body motion. However, the network still allows global reasoning but this effect is dampened by the network design. Technically, this is accomplished by the local graph/image features and the graph/image convolutions. Further, note the view-dependent effects like reflections on the skin and clothing (second and third column where we keep the pose fixed and only change the view point). Given an image of the empty capture scene (images with green screen background), our approach allows augmenting the empty background image with our results to produce realistic looking images.

Fig. 8 shows that our predicted geometry (on test data) precisely overlays to the corresponding image which demonstrates that our approach generalizes well to unseen motions. Importantly, the ground truth frame showing the actor is not an input to our method as our method only takes the skeletal motion which we extracted from the video. We also show our textured result overlayed onto the ground truth. Our TexNet generalizes well to unseen motions, captures the motion-dependent dynamics and looks photo-realistic as ground truth and our rendered result look almost identical.
4.3 Comparison

Only few people in the research community have targeted creating video realistic characters from multi-view video that can be controlled to perform unseen skeleton motions. To the best of our knowledge, there are only three previous works [Casas et al. 2014; Shysheya et al. 2019; Xu et al. 2011] that also assume multi-view video data for building a controllable and textured character. However, these works do not provide their code and thus are hard to compare to. Moreover, they either do not share their data [Shysheya et al. 2019] or the publicly available sequences are too short for training our approach [Casas et al. 2014; Xu et al. 2011] and as well lack a textured template which our method assumes as given. Therefore in Tab. 1, we resort to a conceptual comparison showing the advantage of our method as well as an extensive visual comparison in the supplemental video where we recreate similar scenes.

The earlier works of [Xu et al. 2011] and [Casas et al. 2014] are both non learning-based and instead use texture retrieval to synthesize dynamic textures. In contrast to our approach, they both suffer from the fact that their geometry is either fully driven by skinning based deformations [Xu et al. 2011] or by motion graphs [Casas et al. 2014]. Thus, they cannot model motion-dependent geometric deformations and fail to model plausible dynamics of loose apparel, as our method can do it. Moreover, as they rely on retrieval-based techniques, their approaches do not generalize well to motions different from motions in the dataset. Furthermore, the retrieval is expensive to compute, making real time application impossible. In contrast,
our approach leverages dedicated geometry networks (EGNet and DeltaNet) which predict motion-dependent geometry deformations for both tight and loose apparel. Further, our approach enables animation and control in real-time, and generalizes well to unseen motions (see supplemental video and Fig. 7).

More recently, Textured Neural avatars [Shysheya et al. 2019] was proposed as the first learning based approach for creating controllable and textured characters using multi-view data. In contrast to our approach, they do not model geometry explicitly but use Dense-Pose [Güler et al. 2018] as a geometric proxy in image space. As a consequence, their approach does not provide space-time coherent geometry as well as motion-dependent surface deformation which is important in most graphics and animation settings. Moreover, they recover a static texture during training which prevents modelling motion- and view-dependent effects.

Further, our supplemental video shows that our approach is a significant step forward in terms of visual quality compared to previous methods, as they either suffer from temporal inconsistency, sudden jumps in the texture originating from the texture retrieval, and missing body parts as geometry is not modelled explicitly.

4.4 Quantitative Evaluation
4.4.1 Geometry. To evaluate our approach in terms of geometry, we leverage the challenging S4 testing sequence (11,000 frames) of the DeepCap dataset [Habermann et al. 2020] shown in the top row of Fig. 8. We trained our model on the corresponding multi-view training sequence and used their mesh template. We follow the evaluation procedure described in the original paper. Therefore, we measure the multi-view foreground mask overlap between ground truth foreground segmentation and the foreground mask obtained from our projected and deformed model on all available views (AMViOu) averaged over every 100th frame.

In Tab. 2, we compare to the multi-view baseline implementation of [Habermann et al. 2020], referred to as MVBL. Here, they perform optimization-based multi-view pose and surface fitting using sparse and dense image cues, e.g., 2D joint predictions and the foreground masks. Importantly, they apply this on the testing sequence directly whereas our method only takes the skeletal motion without even seeing the multi-view imagery. Nonetheless, our results are more accurate than MVBL. We found that their sequential optimization of pose and deformation can fall into erroneous local optima, resulting in worse overlay. In contrast, our approach benefits from the randomness of the stochastic gradient descent and the shuffling of data which reduces the likelihood of getting stuck in local optima. We also compared our poseable and dynamic representation to the classical Dual Quaternion character skinning [Kavan et al. 2007] where we use the same poses as used for our approach to animate the rigged character. Skinning can merely approximate skeleton-induced surface deformation, but it fails to represent dynamic clothing deformations, as we can handle them. Thus, we clearly outperform their approach as they cannot account for the surface deformation caused by the motion of the actor, e.g. swinging of a skirt.

We report the same metrics also on the training data. Even from a reconstruction perspective our method produces accurate results during training and the proposed representation is able to fit the image observations almost perfectly. Notably, there is only a small accuracy difference between training and testing performance. This confirms that our approach generalizes well to unseen motions.

4.4.2 Texture. In Tab. 3, we evaluate the realism of our motion-dependent dynamic texture on the same sequence as before (testing sequence of S4). We again trained on the training motion sequence of S4 but hold out the camera 4 as a test view. We evaluate our approach on Train Camera 0 and Test Camera 4 for Train Motions and Test Motions. Therefore, we compute the mean squared image error (MSE) and the structural similarity index measure (SSIM) between the rendered model and the ground truth multi-view images averaged over every 100th frame where we masked out the background as our approach does not synthesize the background. Our method produces visually plausible results for novel motions rendered from a training view (see top row of Fig. 8 and the 4th and 5th column of the second last row of Fig. 7). But also for novel motions and novel camera views our approach produces video-realistic results (see 1st, 2nd, and 3rd column of the second last row of Fig. 7). Tab. 3 also quantitatively confirms this since all configurations of training/testing poses and camera views have a low MSE value and a high SSIM value. While there is an accuracy drop between test and train, visually the quality only decreases slightly and the absolute accuracy for each configuration is comparably high.

4.5 Ablation
4.5.1 Deformation Modules. First, we evaluate the design choices for predicting the surface deformations. Therefore, we compare the impact of the DeltaNet against only using EGNet, which we refer to as EGNet-only. Tab. 4 clearly shows that the additional vertex displacements improve the reconstruction accuracy as they are able to capture finer wrinkles and deformations (see also Fig. 5). While the regressed embedded deformation still performs better than a pure skinning approach, it cannot completely match the ground truth silhouettes due to the limited graph resolution causing the slightly lower accuracy compared to using the displacements.
Table 1. Conceptual comparison to previous multi-view based approaches for controllable character animation / synthesis [Casas et al. 2014; Shysheya et al. 2019; Xu et al. 2011]. Note that all previous works fall short in multiple desirable categories while our proposed approach fulfills all these requirements.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>[Xu et al. 2011]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>[Casas et al. 2014]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>[Shysheya et al. 2019]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
</tr>
<tr>
<td>Ours</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 2. Accuracy of the surface deformation. Note that we outperform the pure skinning based approach [Kavan et al. 2007] as they cannot account for dynamic cloth deformations. Our method further improves over MVBL even though this optimization based approach sees the multi-view test images. Finally, our approach performs similarly on training and testing data showing that the geometry networks generalize to unseen motions.

<table>
<thead>
<tr>
<th>Method</th>
<th>AMViIoU (in %) on S4 sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>MVBL [Habermann et al. 2020]</td>
<td>88.14</td>
</tr>
<tr>
<td>[Kavan et al. 2007]</td>
<td>79.45</td>
</tr>
<tr>
<td>Ours</td>
<td>90.70</td>
</tr>
<tr>
<td>Ours (Train)</td>
<td>94.07</td>
</tr>
</tbody>
</table>

Table 3. Photometric error in terms of MSE and SSIM averaged over every 100th frame. Note that our approach achieves overall low MSE results and high SSIM values. While the accuracy differs between test and train, the absolute accuracy is still comparably high and the visual quality only decreases slightly proving the generalization ability of our approach.

<table>
<thead>
<tr>
<th>Method</th>
<th>Photometric Error on S4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours (Train Motion / Train Camera)</td>
<td>14.79</td>
</tr>
<tr>
<td>Ours (Train Motion / Test Camera)</td>
<td>31.44</td>
</tr>
<tr>
<td>Ours (Test Motion / Train Camera)</td>
<td>29.00</td>
</tr>
<tr>
<td>Ours (Test Motion / Test Camera)</td>
<td>43.29</td>
</tr>
</tbody>
</table>

We further evaluate the impact of our SAGC over two baselines using a fully connected (FC) architecture and an unstructured graph convolutional operator [Defferrard et al. 2017] where the latter is integrated into our overall architecture and therefore just replaces the SAGC operators. We replace EGNet and DeltaNet with two fully connected networks that take the normalized motion angles as input, apply 19 fully connected layers (same depth as the proposed architecture) with nonlinear Elu activation functions, and output graph parameters and vertex displacements, respectively. As the fully connected networks have no notion of locality, they are not able to generalize well. Further, one can see that our proposed graph convolutional operation performs better than the one proposed by [Defferrard et al. 2017] because the latter shares weights across nodes while we use node specific weights which are able to encode the underlying knowledge about the individual deformation behaviours of the surface.

We also evaluate the importance of predicting the per-vertex displacements in the canonical pose space compared to predicting them in the global pose space. Note that the disentanglement of pose and deformation helps with the generalization of the network which leads to better accuracy in terms of foreground overlay.

Finally, we evaluate the impact of the chroma loss compared to only using silhouette supervision. Note that reporting the IoU would not be meaningful as the silhouette loss alone can already ensure matching silhouettes. However, drifts along the visual hull, carved by the silhouette images, cannot be well tracked by the silhouette term alone as shown in Fig. 9. Our chroma loss penalizes these drifts, both, during training and testing leading to better results. This can be best evaluated by comparing the MSE of the deformed model with the static texture and the ground truth image as shown in Fig. 9. Here, using the chroma loss has an error of 38.20 compared to an error of 44.53 when only the silhouette loss is used during test time. This clearly shows that the chroma loss can disambiguate drifts on the visual hull and thus gives more accurate results.

4.5.2 Texture Module. Next, we compare using our motion- and view-dependent texture to using a static texture rendered with and without optimized lighting. Using the static texture without optimized lighting leads to the highest error. Optimizing the light already brings the rendering globally a bit closer to the ground truth image, but still fails to represent important dynamic and view-dependent effects. By applying our dynamic texture also motion- and view-dependent texture effects can be captured, resulting in the lowest error.

4.5.3 Amount of Data. Finally, we evaluate the influence of the number of training cameras for the OlekDesert sequence in Tab. 5. We tested training with 5, 10, 25 and 49 cameras placed around the scene in a dome-like arrangement. We used the respective test
Table 4. Ablation study. We evaluate the design choices for the geometry networks and texture networks. Note that we beat the baselines in all aspects confirming that our design choices indeed lead to an improvement.

<table>
<thead>
<tr>
<th>Method</th>
<th>AMVioU↑</th>
<th>MSE↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>EGNet-only</td>
<td>87.89</td>
<td>—</td>
</tr>
<tr>
<td>Fully Connected</td>
<td>87.48</td>
<td>—</td>
</tr>
<tr>
<td>Unstructured GraphConv</td>
<td>83.30</td>
<td>—</td>
</tr>
<tr>
<td>Global Pose Space</td>
<td>89.81</td>
<td>—</td>
</tr>
<tr>
<td>Without Lighting and Dynamic Texture</td>
<td>—</td>
<td>176.99</td>
</tr>
<tr>
<td>Without Dynamic Texture</td>
<td>—</td>
<td>60.50</td>
</tr>
<tr>
<td><strong>Ours</strong></td>
<td><strong>90.70</strong></td>
<td><strong>43.29</strong></td>
</tr>
</tbody>
</table>

Table 5. Influence of the number of available training cameras. Already with few cameras our method achieves plausible results. However, adding more cameras further improves the quality of both geometry and texture.

<table>
<thead>
<tr>
<th>Method</th>
<th>AMVioU↑</th>
<th>MSE↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 camera views</td>
<td>90.27</td>
<td>20.85</td>
</tr>
<tr>
<td>10 camera views</td>
<td>90.34</td>
<td>19.32</td>
</tr>
<tr>
<td>25 camera views</td>
<td>90.36</td>
<td>17.49</td>
</tr>
<tr>
<td><strong>Ours (49 views)</strong></td>
<td><strong>90.68</strong></td>
<td><strong>16.72</strong></td>
</tr>
</tbody>
</table>

4.6 Applications

As shown in Fig. 10, our method can be used in several applications such as motion re-targeting where a source actor (blue dress girl) drives our character model (red shirt girl). Further, our method synthesizes new free-viewpoint videos of an actor only with a driving motion sequence. Moreover, we implemented an interactive interface, where the user can freely change the skeletal pose and 3D camera viewpoint and our method produces the posed, deformed, and texture geometry in real time.

4.7 Limitations

Our approach approximates clothing dynamics in a data-driven and plausible way, but actual physics-based clothing animation may still lead to further improved results. In future research, this could be handled by employing those physics-based priors in the learning process or even at inference. Further, our method cannot handle apparent topological changes such as taking off pieces of apparel. We believe the current progress in implicit representations combined with our representation could help to generate such changes even though they are radically different from the initial template mesh. We do not track the facial expression and hands. 2D face landmark trackers as well as hand trackers could be used to also track hands and face so that they can also be controlled in the deep dynamic character. Currently, the training time of the network modules is quite long. In the future, more efficient training schemes could be explored to solve this issue. Moreover, we rely on good foreground segmentation results. In consequence, our method might receive a wrong silhouette supervision when multiple people or other moving objects, which are detected as foreground, are in the training scene. Explicitly modeling multi-person scenes and using a learning based multi-person detector could help here. Finally, severely articulated poses like a hand stand, which are not within the training motion distribution, can lead to wrong deformation and texture predictions.

5 CONCLUSION

We presented a real-time method that allows to animate the dynamic 3D surface deformation and texture of highly realistic 3D avatars in a user-controllable way. Skeleton motion can be freely controlled and avatars can be free-viewpoint rendered from any 3D viewpoint. To this end, we propose a learning based architecture which not only regresses dynamic surface deformations but also dynamic textures. Our approach does not require any ground truth 3D supervision. Instead, we only need multi-view imagery and employ new analysis-by-synthesis losses for supervision. Our results outperform the state of the art in terms of surface detail and textural appearance and therefore the high visual quality of our animations opens up new possibilities in video-realistic character animation, controllable free-viewpoint video, and neural video synthesis.
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